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Abstract  

A metal-insulator-semiconductor (MIS) structure is an attractive photoelectrode-catalyst 

architecture for promoting photoelectrochemical reactions, such as the formation H2 by proton 

reduction. The metal catalyzes the generation of H2 using electrons generated by photon absorption 

and charge separation in the semiconductor. The insulator layer between the metal and the 

semiconductor protects the latter element from photo-corrosion and, also, significantly impacts the 

photovoltage at the metal surface. Understanding how the insulator layer determines the 

photovoltage and what properties lead to high photovoltages is critical to the development of MIS 

structures for solar-to-chemical energy conversion. Herein, we present a continuum model for 

charge-carrier transport from the semiconductor to the metal with an emphasis on mechanisms of 

charge transport across the insulator. The polarization curves and photovoltages predicted by this 

model for a Pt/HfO2/p-Si MIS structure at different HfO2 thicknesses agree well with 

experimentally measured data. The simulations reveal how insulator properties (i.e., thickness and 

band structure) affect band bending near the semiconductor/insulator interface and how tuning 

them can lead to operation closer to the maximally attainable photovoltage, the flat-band potential. 

This phenomenon is understood by considering the change in tunneling resistance with insulator 

properties. The model shows that the best MIS performance is attained with highly symmetric 

semiconductor/insulator band offsets (e.g., BeO, MgO, SiO2, HfO2, or ZrO2 deposited on Si) and 

a low to moderate insulator thickness (e.g., between 0.8 and 1.5 nm). Beyond 1.5 nm, the density 

of filled interfacial trap sites is high and significantly limits the photovoltage and the solar-to-

chemical conversion rate. These conclusions are true for photocathodes and photoanodes. This 

understanding provides critical insight into the phenomena enhancing and limiting photoelectrode 

performance and how this phenomenon is influenced by insulator properties. The study gives 
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guidance toward the development of next-generation insulators for MIS structures that achieve 

high performance.  
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1. Introduction 

Chemical manufacturing has enabled significant population growth and improvement in 

quality of life; however, its reliance on the combustion of fossil fuels to achieve necessary reaction 

temperatures and pressures has led to nearly 7% of total anthropogenic CO2 emissions.1,2 A 

promising approach to decouple CO2 emissions from chemical production is to carry out solar-

driven electrochemical synthesis of commodity chemicals (i.e., H2, NH3, CO, C2H4, C2H5OH, O2, 

etc.) from H2O, CO2, and/or N2. In this case, the electrochemical potential of electrons is used to 

drive critical chemical reactions, instead of heat, thereby enabling operation at mild temperatures 

and pressures.2 For these systems to have a viable return on investment, it is predicted that the 

solar-to-chemical (STC) efficiency needs to be ≳ 10 % (10 mA cm−2 at full sun, 100 mW cm−2).3,4 

This STC efficiency has been achieved by connecting an electrochemical (EC) cell to a 

photovoltaic (PV) device (PV+EC)5–8 or by integrating the photo-absorber directly into an 

electrochemical cell, forming a photoelectrochemical (PEC) cell.6,9–11 However, higher STC 

efficiency can be reached by connecting PV modules to a PEC cell (PV+PEC) because this 

combination produces a higher photovoltage to drive the reaction than PV+EC or PEC alone for a 

fixed solar irradiation,12,13 thus significantly improving the economic viability of solar-driven 

electrolysis.3 The use of PEC cells also has the potential to use light to modify catalytic selectivity 

through plasmonic effects,14 induce pH changes with photoacids,15 and enable internal heat 

management.16 Despite these attributes, the design photoelectrodes that exhibit high activity and 

stability is a current challenge.  

Semiconductors (e.g., Si, GaP, GaAs) were the first materials used to absorb visible light 

and drive electrochemical reactions.17–19 Although successful in demonstrating STC conversion, 

the catalytic activity of the bare semiconductor surface is generally poor,19 and non-oxide 
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semiconductors suffer from corrosion when submerged in aqueous electrolytes.18,20,21 To 

ameliorate these issues, semiconductors with metal catalyst films deposited on their surface (metal-

semiconductor systems) have been explored as photoelectrode/catalyst structures.18,22 The thin 

metal film helps to protect the semiconductor from corrosion and promotes the kinetics of the 

desired reactions. Nevertheless, there are several issues with the metal-semiconductor (MS) 

contact. They typically generate low photovoltages because of high carrier recombination rates in 

the metal (due to a low interfacial barrier height) and Fermi level pinning.22–26 Moreover, metal 

atoms can diffuse into the semiconductor layer and form a mixed MS interlayer that has high ohmic 

resistance.27,28  

Insertion of an ultrathin (≲ 5 nm), metal-oxide insulating layer between the metal and the 

semiconductor creates a metal-insulator-semiconductor (MIS) structure that can mitigate all of the 

aforementioned issues. The insulator introduces a transport barrier that reduces charge 

recombination in the metal, and it passivates the semiconductor surface, reducing the density of 

surface trap sites and Fermi level pinning.23,24,26,28–30 The insulating layer can also block the 

diffusion of metal atoms and mitigate the growth of the MS interlayer.31 Furthermore, MIS 

structures can use porous or nanoparticulate metal catalysts, thereby increasing the number of 

active sites and light absorption,32,33 because the insulator is an effective protective 

layer.18,20,21,30,34,35 Consequently, MIS structures have attracted significant interest as a 

photoelectrode/catalyst architecture that meets the requirements of high activity and 

stability.18,21,28,29,36–40 We note that the same issues can also be addressed using a thick (≳50 nm) 

insulating layer with a large number of defect states in the bulk, making the insulator electronically 

conductive.41 MIS structures that have thick insulating layers tend to have higher stabilities than 

those with ultrathin insulators;42 however, ultrathin insulators enable controlled tuning of their 
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photovoltage, which is important for reactions with multiple potential-dependent products (i.e., 

CO2 and N2 reduction).43  

Schematics of an MIS photocathode and photoanode are presented in Figure 1A and B, 

respectively. The semiconductor absorbs photons and generates high-energy carriers, the insulator 

serves as a protective/carrier-selective layer, and the metal serves as a catalyst that promotes the 

electrochemical reaction. MIS photocathodes and photoanodes differ in the type of doping, the 

direction of band bending, and the direction in which the carriers are transported. 

 
Figure 1: Illustration of the band bending, desired carrier tunneling, and reaction for a metal-
insulator-semiconductor (A) photocathode and (B) photoanode. 

Carriers transport from the semiconductor into the metal by quantum tunneling when the 

insulator thickness is ≲ 5 nm.44 For photocathodes, the minority carrier (electrons) can readily 

tunnel into the metal and participate in the reduction of species adsorbed on the metal surface, 

while the majority carrier (holes) is collected at the dry-side of the semiconductor due to the large 

tunneling resistance it experiences at the semiconductor/insulator (S/I) interface. This behavior is 

achieved with p-type semiconductors and results in a characteristic downward bending in the 
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semiconductor energy bands near the S/I interface. The band bending phenomenon originates from 

the thermodynamic equilibrium between the semiconductor and metal, as discussed in Section 2.1. 

n-type semiconductors are used as photoanodes and experience upward band bending at the S/I 

interface. In photoanodes, hole (minority carrier) tunneling is facile whereas electron (majority 

carrier) tunneling is hindered. In practice, however, some of the majority carriers tunnel into the 

metal, which results in carrier recombination and reduced MIS performance. To reach 

performances near the theoretical maximum, a highly carrier-selective insulator is required.21 We 

note that the performance of an MIS photoelectrode can be characterized by its photovoltage or its 

STC conversion rate because they are related; hence, the term performance will be used here to 

refer to both metrics. 

The selectivity of an insulator is defined by its preference for minority over majority carrier 

tunneling, where the probability of tunneling depends exponentially on the conduction and valence 

band offsets (CBO and VBO, respectively).44 The band offsets at the S/I contact form a potential 

barrier that carriers must tunnel through to enter the metal catalyst (see Figure 2B). High 

recombination rates in the metal will occur if both carriers have a high tunneling probability, and 

low tunneling probabilities leads to small tunneling rates and, consequently, low STC rates. Thus, 

to promote carrier-selective tunneling, it is desired to have a high tunneling probability for the 

minority carrier and a low tunneling probability for the majority carrier, which could be achieved 

by tuning the S/I band offsets.21,45 The effect of varying band offsets on carrier tunneling and, 

consequently, photovoltage and STC conversion rates has not been explored in prior MIS studies. 

Therefore, identifying the optimal band offset combination to achieve high performance is critical 

to the design of MIS photoelectrodes with high carrier selectivity.  
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Carrier selectivity also has a strong dependence on the insulator thickness, 𝑑𝑑, because the 

tunneling probability exponentially depends on it. The influence of 𝑑𝑑 on the photovoltaic and 

photoelectrochemical performance of MIS structures is well documented in the 

literature.29,30,36,46,47 Previous studies have also shown that there exists an optimum insulator 

thickness that provides an additional ~ 150 mV of photovoltage, relative to that obtained with just 

an MS structure. Modeling work by Quinn et al. and Card have concluded that this optimum 

thickness exists because the individual carrier tunneling rates are tuned by 𝑑𝑑.36,47 Below the 

optimum thickness, increasing 𝑑𝑑 increases the photovoltage because the majority carrier tunneling 

rate decreases while the minority carrier tunneling rate remains essentially constant; this has the 

effect of reducing electron-hole recombination in the metal. Increasing 𝑑𝑑 beyond its optimum 

reduces the tunneling rates of both carriers and, consequently, decreases the photovoltage. Beyond 

the optimum 𝑑𝑑, both carriers are limited by tunneling because of the very low tunneling 

probabilities. However, below the optimum 𝑑𝑑, the minority carrier tunneling rate is essentially 

constant because its transport into the metal is limited by its diffusion to the semiconductor surface, 

rather than tunneling across the insulator. The majority carrier transport is limited by tunneling at 

all thicknesses because it has a large concentration due to the dopant; therefore, diffusion to the 

S/I interface is never a limitation. While this explanation describes the observed trends in 

photovoltage with changing insulator thickness, it does not address how the insulator thickness 

alters quasi-Fermi levels, which defines the photovoltage. We also note that the role of the potential 

drop across the insulator (resulting from interfacial charge build up) in tuning individual carrier 

tunneling rates and in defining the optimum insulator thickness is not known. Continuum modeling 

is a good tool to develop a complete understanding of how the insulator thickness alters the MIS 

photovoltage, as well as to optimize the S/I band offsets and guide the discovery of carrier-selective 
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insulating materials, a current challenge to further improving MIS performance.21 Additionally, 

for systems that experience potential-dependent product selectivity (e.g., CO2 and N2 reduction), 

knowledge of how insulator properties impact the photovoltage is vitally important for ensuring 

MIS operation at the potential that maximizes formation of a desired product.43 

In this study, we present a comprehensive model for MIS photoelectrodes that accounts for 

photo-absorption and carrier generation/recombination, carrier and electrolyte transport, and 

interfacial tunneling and kinetics. This model improves upon previous efforts by accounting for 

nonidealities at the MIS interface and for transport in the electrolyte. The model is validated against 

experimentally measured polarization curves and photovoltage as a function of insulator thickness 

for a Pt/HfO2/p-Si MIS structure, for which Linic and coworkers have presented experimental 

data.23 This MIS system uses a bilayer metal structure (Pt/Ti), rather than just Pt, in order to create 

a high MS barrier and theoretical maximum photovoltage, as discussed in more detail later. The 

model is then used to understand how the insulator thickness as well as the CBO and VBO impact 

MIS performance and provide recommendations for obtaining high-performing MIS 

photoelectrodes. 

2. Theory and Computational Methods 

This section outlines the theory and assumptions underlying the model of MIS 

photoelectrodes. While the model is developed for PEC H2 evolution (PEC HER), it can be 

employed for other PEC reactions (e.g., CO2 or N2 reduction or H2O oxidation). Our objective is 

to give the reader the background necessary to interpret the simulation results, as well as a 

framework for modeling MIS photoelectrode systems. A discussion of how the simulation results 

for this HER photocathode relate to a photoanode is provided in Section S1. 
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A diagram of the MIS photoelectrode modeling domain is presented in Figure 2A. The 

one-dimensional MIS model contains a semiconductor domain, an ultrathin (≲ 3 nm) insulator 

layer, a thin (5−20 nm) catalyst layer, an electrolyte mass-transport boundary layer, and bulk 

electrolyte. Within the semiconductor domain, the drift-diffusion and Poisson equations are used 

to model charge-carrier transport.44 Electrolyte transport in the boundary layer is determined using 

the Nernst-Planck equation and the electroneutrality constraint, which neglects the electrolyte 

double layer because its influence is only transient and our simulation is at steady state.48 The MIS 

interface is treated as a coupled boundary condition at which the generated photovoltage drives 

the electrochemical reaction and the tunneling current density matches the rate of the surface 

reaction. The tunneling current is determined by MIS tunnel diode theory,49 whereas the rate of 

reaction at the catalyst surface is represented by a Tafel equation.48 This modeling framework 

captures all relevant phenomena for an MIS photoelectrode/catalyst.  

 

Figure 2: Schematic representation of the (A) one-dimensional MIS photoelectrode model and 
(B) p-type metal-insulator-semiconductor interface. 
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Figure 2B illustrates a simplified band energy diagram for an MIS photocathode structure 

involving a p-type semiconductor. Here, 𝐸𝐸𝑐𝑐 and 𝐸𝐸𝑣𝑣 are the conduction and valence band energy, 

respectively, 𝐸𝐸𝑓𝑓𝑓𝑓 and 𝐸𝐸𝑓𝑓𝑓𝑓 are the quasi-Fermi level of electrons and holes, respectively, 𝐸𝐸𝑓𝑓𝑓𝑓 is the 

Fermi level of the metal (also called the metal work function when referenced to vacuum), and 𝑉𝑉𝑓𝑓ℎ 

is the generated photovoltage. Additionally, 𝑑𝑑 is the insulator thickness, 𝜙𝜙𝑏𝑏 is the Schottky barrier, 

and 𝜙𝜙𝑓𝑓 and 𝜙𝜙𝑓𝑓 are the electron and hole tunneling barrier, respectively. Upon illumination of the 

semiconductor, the single Fermi level splits into an electron quasi-Fermi level and a hole quasi-

Fermi level because the minority carrier concentration well exceeds its intrinsic concentration (see 

eqn. 15 below), whereas the majority carrier remains near its intrinsic concentration because the 

majority carriers generated by illumination is negligible compared to that introduced by doping.44 

The difference in the quasi-Fermi levels at the S/I interface is the ideal photovoltage generated by 

the semiconductor,21,44 and is related to the driving force for the electrochemical reaction occurring 

on the catalyst surface. The current generated by the electrochemical reaction must match the net 

tunneling current from the semiconductor into the metal because this system is series connected 

without any accumulation or charging/discharging effects in the electrolyte. The net tunneling 

current is the sum of electron and hole currents, which is the difference in the rate of carrier 

transport from the semiconductor into the metal and from the metal into the semiconductor. This 

tunneling current is hindered by the aforementioned barrier heights. The Schottky barrier is defined 

as the difference between the semiconductor conduction band energy at the surface and the Fermi 

level of the metal, and affects the rate of carrier emission from the metal into the 

semiconductor.21,37,44,47 The electron and hole tunneling barrier heights are simply the CBO and 

VBO of the semiconductor and insulator, respectively.21,47,49,50 It is noted that these barrier heights 
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are idealized; Section 2.5 discusses the required modifications to these idealized barrier heights to 

account for nonidealities at the S/I interface.  

2.1.  Thermodynamic Equilibrium at the Metal-Semiconductor Interface 
Because both majority and minority carriers tunnel through the insulator, the thermodynamic 

equilibrium for an MIS structure is identical to that for a metal/semiconductor (MS) interface. The 

discussion of an MS contact is developed in the absence of interfacial nonidealities. Figure 3A 

illustrates the band diagram for a low work-function metal and a p-type semiconductor. 𝜒𝜒 and 𝜙𝜙𝑓𝑓 

are the electron affinity and metal work function, respectively. In this case, the semiconductor and 

metal are not at equilibrium and, hence, their Fermi levels are not equal. The difference between 

the metal and semiconductor Fermi levels is the flat-band potential (also known as the built-in 

potential), 𝑉𝑉𝑓𝑓𝑏𝑏, which is the maximum photovoltage for a MIS structure.21 If the semiconductor 

and metal are allowed to communicate (i.e., through carrier tunneling) their Fermi levels 

equilibrate because charge-carriers flow from the semiconductor to the metal (Figure 3B).44 The 

resulting change in carrier concentrations alters the electric field, as determined by the Poisson 

equation, and causes the bands to bend.  

 
Figure 3: Energy band diagrams of an MIS photocathode at a (A) large gap distance, (B) moderate 
gap distance with low carrier tunneling, and (C) low gap distance with considerable tunneling.  
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As the metal and p-type semiconductor are brought close together, the tunneling of holes 

increases, which causes a buildup of positive charge at the metal surface. For charge neutrality to 

hold, an equal and opposite charge (negative) must exist at the semiconductor surface. The buildup 

of negative charges near the semiconductor surface causes the bands to bend downward by 

increasing the magnitude of the electric field at the interface. The semiconductor bands no longer 

bend when the applied potential, or generated photovoltage, is at 𝑉𝑉𝑓𝑓𝑏𝑏, which is the maximum 

attainable photovoltage. A small gap, as shown in Figure 3C, reflects exactly what is seen in MIS 

systems. This thermodynamic analysis for an MIS photoanode is given in Figure S1. We note that 

the explanation given above remains unchanged when the MIS photoelectrode is placed in an 

electrolyte. Experimental evidence has shown the Fermi level of the electrolyte solution is 

completely screened out by the metal layer,33 indicating that the semiconductor and metal will 

equilibrate without any influence from the electrolyte.  

2.2.  Semiconductor Physics 
Charge-carrier transport within the bulk of the semiconductor is governed by the steady-state 

carrier continuity expressions: 

(𝜵𝜵 ∙ 𝑵𝑵𝒏𝒏) = 𝑈𝑈 (1) 

�𝜵𝜵 ∙ 𝑵𝑵𝒑𝒑� = −𝑈𝑈 (2) 

where 𝑵𝑵𝒏𝒏, 𝑵𝑵𝒑𝒑, are the electron and hole fluxes, respectively, and 𝑈𝑈 is the net carrier 

generation/recombination rate. The flux of the charge-carriers is specified by the drift-diffusion 

equations, 

𝑵𝑵𝒏𝒏 = −𝑛𝑛𝑢𝑢𝑓𝑓𝜵𝜵𝑉𝑉 + 𝐷𝐷𝑓𝑓𝜵𝜵𝑛𝑛 (3) 
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𝑵𝑵𝒑𝒑 = −𝑝𝑝𝑢𝑢𝑓𝑓𝜵𝜵𝑉𝑉 − 𝐷𝐷𝑓𝑓𝜵𝜵𝑝𝑝 (4) 

where n, p, 𝑢𝑢𝑓𝑓, 𝑢𝑢𝑓𝑓, 𝐷𝐷𝑓𝑓, and 𝐷𝐷𝑓𝑓 are the electron concentration, hole concentration, electron 

mobility, hole mobility, electron diffusion coefficient, and hole diffusion coefficient, respectively. 

In eqn. 4, 𝑉𝑉 is the electric potential, which is calculated by the Poisson equation,  

𝜵𝜵 ∙ (−𝜀𝜀𝑠𝑠𝜵𝜵𝑉𝑉) = 𝑞𝑞(𝑝𝑝 − 𝑛𝑛 + 𝑁𝑁𝑑𝑑+ − 𝑁𝑁𝑎𝑎−), (5) 

where 𝜀𝜀𝑠𝑠, 𝑞𝑞, 𝑁𝑁𝑑𝑑+, and 𝑁𝑁𝑎𝑎− are the permittivity of the semiconductor, fundamental charge of an 

electron, donor doping density, and acceptor doping density. In this study, we consider a p-type 

semiconductor, so the donor doping density is set to zero.44 

 The net rate of carrier generation/recombination, U, is the sum of the Shockley-Reed-Hall 

(RSRH), Auger (RAuger) and direct radiative recombination (Rrad) mechanisms minus the position-

dependent rate of carrier generation G(x),44,51  

𝑈𝑈 = 𝑅𝑅𝑆𝑆𝑆𝑆𝑆𝑆 + 𝑅𝑅𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 + 𝑅𝑅𝐴𝐴𝑎𝑎𝑑𝑑 − 𝐺𝐺(𝑥𝑥) (6) 

where  

𝑅𝑅𝑆𝑆𝑆𝑆𝑆𝑆 =
𝑛𝑛𝑝𝑝 − 𝑛𝑛𝑖𝑖2

𝜏𝜏𝑓𝑓(𝑛𝑛 + 𝑛𝑛𝑖𝑖) + 𝜏𝜏𝑓𝑓(𝑝𝑝 + 𝑛𝑛𝑖𝑖)
, (7) 

𝑅𝑅𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = (𝐶𝐶𝑓𝑓𝑛𝑛 − 𝐶𝐶𝑓𝑓𝑝𝑝)(𝑛𝑛𝑝𝑝 − 𝑛𝑛𝑖𝑖2), (8) 

𝑅𝑅𝐴𝐴𝑎𝑎𝑑𝑑 = 𝐶𝐶𝐴𝐴𝑎𝑎𝑑𝑑(𝑛𝑛𝑝𝑝 − 𝑛𝑛𝑖𝑖2). (9) 

𝜏𝜏𝑓𝑓, 𝜏𝜏𝑓𝑓, 𝐶𝐶𝑓𝑓, 𝐶𝐶𝑓𝑓, and 𝐶𝐶𝐴𝐴𝑎𝑎𝑑𝑑 are the electron lifetime, hole lifetime, electron recombination rate 

constant, hole recombination rate constant, and carrier recombination rate constant, respectively. 

The variable 𝑛𝑛𝑖𝑖 is the intrinsic carrier concentration, defined as  
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𝑛𝑛𝑖𝑖 =  �𝑁𝑁𝑐𝑐𝑁𝑁𝑣𝑣 exp�−
𝑞𝑞𝐸𝐸𝐴𝐴𝑠𝑠

2𝑘𝑘𝐵𝐵𝑇𝑇
� . (10) 

G(x) is calculated by integrating over the AM 1.5G solar spectrum (simulated by NREL), 

considering illumination from the electrolyte side and accounting for light reflection,   

𝐺𝐺(𝑥𝑥) = � �1 − 𝑅𝑅(𝜆𝜆)�𝛼𝛼(𝜆𝜆)𝑁𝑁(𝜆𝜆) 𝑒𝑒𝑥𝑥𝑝𝑝(−𝛼𝛼(𝜆𝜆)𝑥𝑥)𝑑𝑑𝜆𝜆
ℎ𝑐𝑐
𝑞𝑞𝐸𝐸𝑔𝑔𝑠𝑠

0
 (11) 

where ℎ, 𝑐𝑐, 𝐸𝐸𝐴𝐴𝑠𝑠, 𝜆𝜆, 𝑅𝑅(𝜆𝜆), 𝛼𝛼(𝜆𝜆), and 𝑁𝑁(𝜆𝜆) are Planck’s constant, speed of light, semiconductor band 

gap, light wavelength, reflectivity, absorption coefficient, and incident photon flux, respectively. 

The semiconductor will absorb photons with energy less than or equal to the semiconductor 

bandgap, hence the limits on the integral are from zero to the wavelength corresponding to the 

bandgap energy. The incident photon flux can be related to the solar irradiance by dividing by the 

energy of a photon,  

𝑁𝑁(𝜆𝜆) =
𝐼𝐼(𝜆𝜆)
ℎ𝑐𝑐

. (12) 

𝛼𝛼(𝜆𝜆) is taken to be that of intrinsic Si,52 and 𝑅𝑅(𝜆𝜆) is calculated using the wafer ray tracer tool by 

PV Lighthouse53 for a [back contact] Cu (100 nm)|Si (300 μm)|SiO2 (0.5 nm)|HfO2 (1.5 nm)|Ti 

(5 nm)|Ni (5 nm) [catalyst] system. We assume Ni and Pt to have the same optical properties, 

since they have similar reflectances.54 

 Solving the coupled differential equations (eqns. 1−5) above enables calculation of the 

band bending near the S/I interface. The conduction and valence band energy are determined by 

𝐸𝐸𝑐𝑐 =  −(𝜒𝜒𝑠𝑠 + 𝑉𝑉), (13) 
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𝐸𝐸𝑣𝑣 =  −�𝜒𝜒𝑠𝑠 + 𝐸𝐸𝐴𝐴𝑠𝑠 + 𝑉𝑉�. (14) 

The quasi-Fermi level levels can be determined through the Boltzmann relation: 

𝐸𝐸𝑓𝑓𝑓𝑓 =  𝐸𝐸𝑐𝑐 +  
kBT

q
ln �

𝑛𝑛
𝑁𝑁𝑐𝑐
� (15) 

𝐸𝐸𝑓𝑓𝑓𝑓 =  𝐸𝐸𝑣𝑣 −  
kBT

q
ln �

𝑝𝑝
𝑁𝑁𝑣𝑣
� (16) 

where kB, 𝑁𝑁𝑐𝑐, and 𝑁𝑁𝑣𝑣 are the Boltzmann constant and the effective density of states of electrons 

and holes, respectively. The Boltzmann relation neglects nonidealities occurring at high carrier 

concentrations; these effects should be included in future improvements of the model.48 

It is important to note that the quasi-Fermi level levels depend on both the charge-carrier 

concentrations and the electric potential, whereas the conduction and valence band depend only 

on the electric potential. This dependence on carrier concentration causes a difference in how the 

quasi-Fermi levels bend near the S/I interface, which ultimately impacts the photovoltage (𝑉𝑉𝑓𝑓ℎ). 

𝑉𝑉𝑓𝑓ℎ is defined as the difference in quasi-fermi levels at the semiconductor surface added by the 

potential drop across the insulator (Δ), 

𝑉𝑉𝑓𝑓ℎ = �𝐸𝐸𝑓𝑓𝑓𝑓𝑠𝑠𝑠𝑠 − 𝐸𝐸𝑓𝑓𝑓𝑓𝑠𝑠𝑠𝑠� + Δ. (17) 

Δ is added to the difference in quasi-Fermi levels because it is negative and defined as the potential 

at the metal-insulator interface minus that at the semiconductor-insulator interface. Thus, this 

definition determines the photovoltage applied to the metal catalyst. The calculation for Δ is 

outlined in Section 2.5. 
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2.3.  Electrochemical Transport and Homogeneous Reactions 
Steady-state species conservation governs the transport of species within the mass-transport 

boundary layer of the electrolyte, 

𝜵𝜵 ∙ 𝑵𝑵𝑖𝑖 = 𝑅𝑅𝑖𝑖. (18) 

Here, 𝑵𝑵𝑖𝑖 is the flux of species i, and 𝑅𝑅𝑖𝑖 is the volumetric rate at which species i is generated due 

to homogeneous buffer reactions. In this study, we modeled the fluxes of OH−, H+, and ClO4−. The 

Nernst-Planck equation is used to calculate the molar flux of species i,48  

𝑵𝑵𝑖𝑖 = −𝐷𝐷𝑖𝑖 𝜵𝜵𝑐𝑐𝑖𝑖 −
𝑧𝑧𝑖𝑖F
𝑅𝑅𝑇𝑇

𝐷𝐷𝑖𝑖𝑐𝑐𝑖𝑖𝜵𝜵𝑉𝑉𝑙𝑙, (19) 

where 𝐷𝐷𝑖𝑖, 𝑐𝑐𝑖𝑖, 𝑧𝑧𝑖𝑖 are the diffusivity, concentration, and charge of species 𝑖𝑖, respectively, 𝑉𝑉𝑙𝑙 is the 

liquid-phase potential of the electrolyte, F is Faraday’s constant, R is the ideal-gas constant, and T 

is the temperature. The first term in eqn. 19 describes the transport of species by diffusion, and the 

second term describes charged species migration.48 Although the model can deviate from the 

dilute-solution conditions necessary for the Nernst-Planck equation to hold rigorously, the 

simulated current densities do not exceed 35 mA cm−2, for which dilute-solution theory has been 

found to be sufficiently accurate.55 Electroneutrality, 

∑ 𝑧𝑧𝑖𝑖𝑐𝑐𝑖𝑖𝑖𝑖 = 0, (20) 

is assumed and provides a constraint to calculate the liquid-phase potential.  

The homogeneous bulk reactions considered in this model, captured by the source term, 

𝑅𝑅𝐵𝐵,𝑖𝑖, are 

H2O 
𝑘𝑘𝑤𝑤,𝑘𝑘−𝑤𝑤
↔ H+ + OH− 𝐾𝐾𝑤𝑤 (21) 
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 HClO4 
𝑘𝑘1,𝑘𝑘−1
↔ H+ + ClO4

−  𝐾𝐾1 (22) 

where 𝑘𝑘𝑓𝑓/−𝑓𝑓  and 𝐾𝐾𝑓𝑓 are the rate coefficients and the equilibrium constant for reaction n, 

respectively. Because of the large equilibrium constant for HClO4 dissociation, we neglected this 

buffer reaction and assumed that HClO4 was completely dissociated. 𝑘𝑘−𝑓𝑓 is calculated from the 

relationship 

k−n =
𝑘𝑘𝑓𝑓
𝐾𝐾𝑓𝑓

, (23) 

and 𝑅𝑅𝐵𝐵,𝑖𝑖 is given by56 

𝑅𝑅𝑖𝑖 = �𝑠𝑠𝑖𝑖,𝑓𝑓
𝑓𝑓

�𝑘𝑘𝑓𝑓 � 𝑐𝑐𝑖𝑖
−𝑠𝑠𝑖𝑖,𝑛𝑛

𝑠𝑠𝑖𝑖,𝑛𝑛<0

−
𝑘𝑘𝑓𝑓
𝐾𝐾𝑓𝑓

� 𝑐𝑐𝑖𝑖
𝑠𝑠𝑖𝑖,𝑛𝑛

𝑠𝑠𝑖𝑖,𝑛𝑛>0

�, (24) 

where 𝑠𝑠𝑖𝑖,𝑓𝑓 is the stoichiometric coefficient for species 𝑖𝑖 in reaction 𝑛𝑛, and 𝑎𝑎𝑖𝑖 is the activity of 

species 𝑖𝑖.  

2.4.  Reaction Kinetics 
The following electrochemical reaction occurs at the Pt surface. 

2H+ + 2e− → H2,      𝑈𝑈𝑆𝑆𝐸𝐸𝑆𝑆𝑜𝑜 =  0 V vs. SHE (25) 

Because of the highly acidic electrolyte environment considered (1 M HClO4), we neglect the HER 

reaction process for alkaline conditions. The HER current density was determined through the 

concentration-dependent Tafel expression,  

𝑖𝑖𝑆𝑆𝐸𝐸𝑆𝑆 = −𝑖𝑖𝑜𝑜𝑆𝑆𝐸𝐸𝑆𝑆 �
𝑐𝑐𝑆𝑆+

𝑐𝑐𝐴𝐴𝐴𝐴𝑓𝑓
�
1−𝛼𝛼𝐻𝐻𝐻𝐻𝐻𝐻𝑓𝑓

exp �−
𝛼𝛼𝑆𝑆𝐸𝐸𝑆𝑆𝐹𝐹
𝑅𝑅𝑇𝑇

𝜂𝜂�, (26) 
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where 𝑖𝑖𝑜𝑜𝑆𝑆𝐸𝐸𝑆𝑆, 𝑛𝑛, 𝛼𝛼𝑆𝑆𝐸𝐸𝑆𝑆, and 𝜂𝜂 are the exchange current density, number of electrons transferred, 

transfer coefficient, and surface overpotential for HER, respectively. cref is a reference 

concentration defined as 1 M. If multiple reactions occur, then each reaction requires its own 

concentration-dependent Tafel equation, and the net electrocatalysis current (eqn. 29) would 

include a summation over each product current density. 𝑖𝑖𝑜𝑜𝑆𝑆𝐸𝐸𝑆𝑆 and 𝛼𝛼𝑆𝑆𝐸𝐸𝑆𝑆 were determined through 

a Tafel analysis of the data reported by Quinn et al. (see Figure S2) and are provided in Table 

S1.23 The surface overpotential is given by 

𝜂𝜂 = V𝑐𝑐𝑎𝑎𝑐𝑐 − V𝑙𝑙 − �𝑈𝑈𝑆𝑆𝐸𝐸𝑆𝑆𝑜𝑜 − 2.303
𝑅𝑅𝑇𝑇
𝐹𝐹

pH�, (27) 

where V𝑐𝑐𝑎𝑎𝑐𝑐 is the potential of the metal catalyst and V𝑙𝑙 and pH are the liquid-phase potential and 

pH adjacent to the Pt surface, respectively. V𝑐𝑐𝑎𝑎𝑐𝑐 is defined by the negative of the electron quasi-

Fermi level at the semiconductor surface plus the potential drop across the insulator.  

V𝑐𝑐𝑎𝑎𝑐𝑐 = −�𝐸𝐸𝑓𝑓𝑓𝑓𝑠𝑠𝑠𝑠 + Δ� (28) 

A derivation and explanation of this definition is provided in Section S4, which shows that V𝑐𝑐𝑎𝑎𝑐𝑐 is 

consistent with summing over the applied, generated, and loss potentials (Figure S3).  

According to the Tafel equation (eqn. 26), the HER current density will rise exponentially 

with catalyst potential; however, this system will eventually become limited by the photocurrent 

generated by the semiconductor. The current continuity constraint ensures the HER current does 

not exceed the photocurrent limit, but this constraint alone leads to convergence difficulties. To 

help reach simulation convergence, we employ a Koutecký - Levich type equation,48  

𝑖𝑖𝑐𝑐𝑎𝑎𝑐𝑐 =
𝑖𝑖𝑆𝑆𝐸𝐸𝑆𝑆

1 + �𝑖𝑖𝑆𝑆𝐸𝐸𝑆𝑆𝑖𝑖𝑙𝑙𝑖𝑖𝑓𝑓
�
, (29) 
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where 𝑖𝑖𝑙𝑙𝑖𝑖𝑓𝑓 is set by the flux of the minority carrier due to drift and diffusion at the semiconductor 

surface. In other words, 𝑖𝑖𝑙𝑙𝑖𝑖𝑓𝑓 is reached when all the minority carriers entering the MIS interface 

by drift and diffusion tunnel into the metal and do not recombine.  

2.5.  Interfacial Carrier Transport and Nonidealities 
At the semiconductor surface, charge-carriers either tunnel into the metal and/or recombine at 

trap sites at the S/I interface. The tunneling current density is determined using MIS tunnel diode 

theory developed by Card and Rhoderick:49 

𝑖𝑖𝑓𝑓 =  −𝑘𝑘𝑓𝑓𝑃𝑃𝑇𝑇,𝑓𝑓�𝑛𝑛𝑠𝑠𝑠𝑠 − 𝑛𝑛𝐴𝐴𝑞𝑞� (30) 

𝑖𝑖𝑓𝑓 =  𝑘𝑘𝑓𝑓𝑃𝑃𝑇𝑇,𝑓𝑓�𝑝𝑝𝑠𝑠𝑠𝑠 − 𝑝𝑝𝐴𝐴𝑞𝑞� (31) 

𝑖𝑖𝑓𝑓𝐴𝐴𝑐𝑐 = 𝑖𝑖𝑓𝑓 + 𝑖𝑖𝑓𝑓 (32) 

where 𝑘𝑘𝑓𝑓, 𝑘𝑘𝑓𝑓, 𝑃𝑃𝑇𝑇,𝑓𝑓, 𝑃𝑃𝑇𝑇,𝑓𝑓, 𝑛𝑛𝐴𝐴𝑞𝑞, and 𝑝𝑝𝐴𝐴𝑞𝑞 are the electron and hole tunneling rate coefficient, tunneling 

probability, and equilibrium concentration, respectively; the subscript 𝑠𝑠𝑠𝑠 denotes values at the 

semiconductor surface. Here, 𝑖𝑖𝑓𝑓, 𝑖𝑖𝑓𝑓, and 𝑖𝑖𝑓𝑓𝐴𝐴𝑐𝑐 are the electron, hole, and net tunneling current 

density, respectively. A detailed derivation of eqns. 30−32 is given in Section S5. The electron 

and hole tunneling rate coefficients are given by  

𝑘𝑘𝑓𝑓 =
4𝑚𝑚𝑓𝑓

𝑠𝑠𝜋𝜋𝑞𝑞(𝑘𝑘𝐵𝐵𝑇𝑇)2

ℎ3𝑁𝑁𝑐𝑐
, (33) 

𝑘𝑘𝑓𝑓 =
4𝑚𝑚𝑓𝑓

𝑠𝑠𝜋𝜋𝑞𝑞(𝑘𝑘𝐵𝐵𝑇𝑇)2

ℎ3𝑁𝑁𝑣𝑣
. (34) 

The tunneling probabilities are determined by assuming a rectangular potential tunneling barrier. 

𝑃𝑃𝑇𝑇,𝑓𝑓 = exp�−𝛼𝛼𝑓𝑓𝑑𝑑�𝜙𝜙𝑓𝑓� (35) 
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𝑃𝑃𝑇𝑇,𝑓𝑓 = exp �−𝛼𝛼𝑓𝑓𝑑𝑑�𝜙𝜙𝑓𝑓� , (36) 

where 𝛼𝛼𝑓𝑓, 𝛼𝛼𝑓𝑓, and 𝑑𝑑 are the electron and hole tunneling coefficients, respectively, and the insulator 

thickness. The tunneling coefficients are given by 

𝛼𝛼𝑓𝑓 =
4𝜋𝜋�2𝑚𝑚𝑓𝑓

𝐼𝐼

ℎ
, (37) 

𝛼𝛼𝑓𝑓 =
4𝜋𝜋�2𝑚𝑚𝑓𝑓

𝐼𝐼

ℎ
, (38) 

where 𝑚𝑚𝑓𝑓
𝐼𝐼  and 𝑚𝑚𝑓𝑓

𝐼𝐼  are the effective electron and hole masses of the insulator. The equilibrium 

carrier concentrations (𝑛𝑛𝐴𝐴𝑞𝑞 for electrons and 𝑝𝑝𝐴𝐴𝑞𝑞 for holes) are related to the Schottky barrier by  

𝑛𝑛𝐴𝐴𝑞𝑞 = 𝑁𝑁𝑐𝑐 exp �−
𝑞𝑞𝜙𝜙𝑏𝑏
𝑘𝑘𝐵𝐵𝑇𝑇

� (39) 

𝑝𝑝𝐴𝐴𝑞𝑞 = 𝑁𝑁𝑣𝑣 exp �−
𝑞𝑞(𝐸𝐸𝐴𝐴𝑠𝑠 − 𝜙𝜙𝑏𝑏)

𝑘𝑘𝐵𝐵𝑇𝑇
� . (40) 

 The recombination current density due to interfacial trap sites (𝑖𝑖𝑓𝑓,𝑆𝑆 for electrons and 𝑖𝑖𝑓𝑓,𝑆𝑆 

for holes) is approximated by discrete energy levels and are assumed to be donor type, which are 

commonly seen in systems with oxide films deposited on Si by chemical vapor deposition,57  

𝑖𝑖𝑓𝑓,𝑆𝑆 = 𝑞𝑞𝜃𝜃𝑓𝑓𝜈𝜈𝑐𝑐ℎ𝑁𝑁𝑐𝑐(𝑛𝑛 − 𝑛𝑛𝑓𝑓𝑐𝑐 −
𝑛𝑛𝑖𝑖
𝑔𝑔𝐷𝐷

𝑓𝑓𝑐𝑐) (41) 

𝑖𝑖𝑓𝑓,𝑆𝑆 = 𝑞𝑞𝜃𝜃𝑓𝑓𝜈𝜈𝑐𝑐ℎ𝑁𝑁𝑐𝑐(𝑝𝑝𝑓𝑓𝑐𝑐 + 𝑔𝑔𝐷𝐷(𝑛𝑛𝑖𝑖𝑓𝑓𝑐𝑐 − 𝑛𝑛𝑖𝑖)), (42) 

where 𝜃𝜃𝑓𝑓, 𝜃𝜃𝑓𝑓, 𝜈𝜈𝑐𝑐ℎ, 𝑁𝑁𝑐𝑐, 𝑓𝑓𝑐𝑐, and 𝑔𝑔𝐷𝐷 are the average electron and hole capture cross-section, 

respectively, thermal velocity, total number of interfacial trap sites, trap site occupation fraction, 
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and the degeneracy factor (assumed to be one). 𝑁𝑁𝑐𝑐 is calculated using experimentally measured 

trap densities (𝐷𝐷𝑖𝑖𝑐𝑐), which changes with insulator thickness, 

𝑁𝑁𝑐𝑐 =
𝐷𝐷𝑖𝑖𝑐𝑐(𝑑𝑑)�𝜓𝜓 + 𝑉𝑉𝑓𝑓 − 𝜙𝜙0�

𝑓𝑓𝑐𝑐
, (43) 

where 𝜓𝜓 is the band bending potential, 𝑉𝑉𝑓𝑓 is the difference in quasi-fermi level of holes and the 

valence band energy, and 𝜙𝜙0 is the neutral energy level (depicted in Figure 4). Above 𝜙𝜙0 the trap 

states are acceptor type (neutral when empty and negatively charged when full), and below 𝜙𝜙0 

they are donor type (positively charged when empty and neutral when full of electrons). The trap-

site occupation fraction is determined by enforcing the following steady-state constraint: 

𝑖𝑖𝑓𝑓,𝑆𝑆 = 𝑖𝑖𝑓𝑓,𝑆𝑆 (44) 

The thickness dependence of 𝐷𝐷𝑖𝑖𝑐𝑐 is approximated by taking a linear fit of experimental data for 

Si/SiO2, shown in Figure S4.49 These interface trap sites have been shown to have a weak Fermi 

level pinning effect (where the semiconductor Fermi level is pinned to the energy of the defect 

rather than the metal Fermi level),58 which is assumed to be negligible in the current model. We 

also neglect any metal-induced gap states (MIGS) within the semiconductor bandgap that would 

pin the semiconductor Fermi level to the charge neutrality level of the MIGS, since the insulator 

is known to mitigate Fermi level pinning by attenuating the metal electron wavefunction.25,26 

However, at low-to-moderate insulator thicknesses, a degree of Fermi-level pinning may exist,25 

and this nonideality should be accounted for in future developments of the model.  
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Figure 4: Energy band diagram, with nonidealities considered in the model, of a p-type 
semiconductor in contact with an insulator and low work function metal.  

In practice, a potential drop across the insulator and an image force exists, which reduce 

the ideal barrier heights. This potential drop occurs because of charge build up across the interface, 

which results in a potential drop (Δ) that reduces the reaction driving force (Section 2.4) and barrier 

heights. Thus, 

Δ = −
𝑄𝑄𝑓𝑓
𝐶𝐶

, (45) 

where 𝑄𝑄𝑓𝑓 is the charge on the metal and 𝐶𝐶 is the interfacial capacitance. A derivation of eqn. 45 

is shown in Section S7. 𝑄𝑄𝑓𝑓 can be determined from a charge balance across the MIS interface, 

accounting for charge at the semiconductor surface (𝑄𝑄𝑠𝑠𝑠𝑠), charge at the interface trap sites (𝑄𝑄𝑖𝑖𝑐𝑐), 

and the fixed charge on the insulator (𝑄𝑄𝑓𝑓𝑖𝑖𝑓𝑓),44 



24 
 

𝑄𝑄𝑓𝑓 =  −�𝑄𝑄𝑠𝑠𝑠𝑠 + 𝑄𝑄𝑖𝑖𝑐𝑐 + 𝑄𝑄𝑓𝑓𝑖𝑖𝑓𝑓� (46) 

𝑄𝑄𝑠𝑠𝑠𝑠 = −
𝜀𝜀𝑠𝑠
𝑑𝑑𝑓𝑓

(𝑉𝑉𝑠𝑠𝐼𝐼 + Δ − 𝑉𝑉𝑠𝑠) (47) 

𝑄𝑄𝑖𝑖𝑐𝑐 = −𝑞𝑞𝐷𝐷𝑖𝑖𝑐𝑐(𝜓𝜓 + 𝑉𝑉𝑓𝑓 − 𝜙𝜙0) (48) 

𝑄𝑄𝑠𝑠𝑠𝑠 is calculated by treating the semiconductor surface as a dielectric capacitor. 𝑉𝑉𝑠𝑠𝐼𝐼 is the potential 

at the S/I interface in the absence of potential drop and is solved iteratively until the tunneling and 

reaction current are equal. 𝑉𝑉𝑠𝑠 is the potential at the semiconductor surface and 𝑑𝑑𝑓𝑓 is the distance 

between the SI boundary and the closest node inside the semiconductor domain. Eqn. 48 is used 

to calculate the charge due to carriers trapped at the interface; the term in parenthesis is simply the 

energy difference between the hole quasi-Fermi level at the semiconductor surface and the neutral 

energy level (𝜙𝜙0). Multiplying this quantity by the interface-trap density (𝐷𝐷𝑖𝑖𝑐𝑐) yields the number 

of interface states above 𝜙𝜙0 that are filled. Eqns. 45-48 are used to solve for Δ 

Δ =
𝑄𝑄𝑓𝑓𝑖𝑖𝑓𝑓 −

𝜀𝜀𝑠𝑠
𝑑𝑑𝑓𝑓

(𝑉𝑉𝑠𝑠𝐼𝐼 − 𝑉𝑉𝑠𝑠) − 𝑞𝑞𝐷𝐷𝑖𝑖𝑐𝑐�𝜓𝜓 + 𝑉𝑉𝑓𝑓 − 𝜙𝜙0�

𝐶𝐶 +  𝜀𝜀𝑠𝑠𝑑𝑑𝑓𝑓
. (49) 

For MIS structures involving semiconductors with a native oxide layer on their surface 

(e.g., Si), the native oxide will contribute to the capacitance across the insulator. To account for 

both the native oxide and the insulator influence on 𝐶𝐶, we use the following relationship for 

capacitors in series: 

𝐶𝐶 =
1

𝑑𝑑
εI

+ 1
𝐶𝐶𝑜𝑜𝑓𝑓

 (50) 
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Here, εI is the insulator permittivity and 𝐶𝐶𝑜𝑜𝑓𝑓 is the capacitance of the native SiO2 layer, which is a 

fitted parameter (1.5 µF cm−2) because its thickness nor permittivity are well defined. The fitted 

value of 𝐶𝐶𝑜𝑜𝑓𝑓 is quite close to previously reported values of the native SiO2 capacitance.30 The 

charges built up at the semiconductor and metal surfaces (image-force charges) exert an 

electrostatic attractive force that effectively reduces the barrier heights. This phenomenon is 

referred to as image-force barrier lowering, and its potential (𝛥𝛥𝜙𝜙) is given by 

𝛥𝛥𝜙𝜙 = �
𝑞𝑞|𝔼𝔼𝑠𝑠𝑠𝑠|
4𝜋𝜋𝜖𝜖𝑠𝑠

 (51) 

where   

𝔼𝔼𝑠𝑠 =  −
𝑑𝑑𝑉𝑉𝑠𝑠𝑠𝑠
𝑑𝑑𝑥𝑥

. (52) 

Here, 𝔼𝔼𝑠𝑠𝑠𝑠 is the electric field at the semiconductor surface, which is calculated by eqn. 56, and 𝑉𝑉𝑠𝑠𝑠𝑠 

is the electric potential at the semiconductor surface. The modifications to the barrier heights 

resulting from these nonidealities are44,50 

𝜙𝜙𝑏𝑏 = 𝜙𝜙𝑏𝑏𝑜𝑜 − Δ − 𝛥𝛥𝜙𝜙 (53) 

𝜙𝜙𝑓𝑓 = (𝜙𝜙𝑓𝑓𝑜𝑜 − 𝜑𝜑) +
Δ + 𝛥𝛥𝜙𝜙

2
 (54) 

𝜙𝜙𝑓𝑓 = (𝜙𝜙𝑓𝑓𝑜𝑜 − 𝜑𝜑) −
Δ + 𝛥𝛥𝜙𝜙

2
 (55) 

Here, 𝜙𝜙𝑏𝑏𝑜𝑜, 𝜙𝜙𝑓𝑓𝑜𝑜, and 𝜙𝜙𝑓𝑓𝑜𝑜 are the idealized barrier heights, as defined at the beginning of Section 2 

and in Figure 4. For the tunneling barrier heights, a mean approximation is used to capture the 

effects of nonidealities.50 Moreover, we introduce a fitting parameter (𝜑𝜑) that accounts for the 
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differences between bulk and ultrathin film CBO and VBO.37 Physically, 𝜑𝜑 represents the decrease 

in the insulator bandgap due to oxygen vacancies and the formation of a mixed metal-oxide. The 

baseline MIS system uses Ti as an adhesion layer between the Pt catalyst and HfO2 as the insulator. 

Ti is known to react with metal-oxides at their interface to form TiO2, which introduces oxygen 

vacancies in the metal-oxide insulator, significantly lowering its bandgap.59 This process also 

forms a mixed HfO2-TiO2 insulator that has a lower bandgap than HfO2 alone.60 𝜑𝜑 reduces the 

bandgap of HfO2 by 2 eV, which is reasonable for the aforementioned phenomenon.  

 We note that alternative interfacial transport mechanisms, other than direct tunneling (e.g., 

Fowler-Nordheim tunneling, Poole-Frenkel emission, and trap-assisted tunneling (TAT)), can also 

occur.44 However, these alternative charge transport mechanisms are not expected to dominate 

over direct tunneling for insulator thicknesses below ~ 5 nm and at room temperature,44 which are 

the conditions explored in this study. Figure S6 presents the modeled TAT current density as a 

function of insulator thickness and shows that TAT is negligible except for at low thicknesses 

when there is a high density of bulk trap states and/or a shallow trap depth. However, at low 

thicknesses, the density of bulk trap states and the trap depth are expected to be low and high, 

respectively. As a result, the TAT mechanism is not included in the model results. Further 

discussion on the TAT mechanism is provided in Section S8. A fully comprehensive MIS model 

should account for alternative mechanisms, since under certain conditions they may dominate over 

direct tunneling. However, incorporation of multiple interfacial carrier transport mechanisms is 

beyond the scope of the current study but should be considered in future work.  

2.6.  Boundary Conditions 
The boundary conditions for the model developed here are listed in Table 1 and illustrated in 

Figure 5A. They consist of Dirichlet conditions at the edge of the boundary layer and the dry-side 
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of the semiconductor and Neumann boundary conditions at the interface of the semiconductor and 

electrolyte domains. At the edge of the boundary layer, the species concentrations are set equal to 

those in the bulk electrolyte at equilibrium, and the liquid-phase potential is set to zero as a 

reference.56 At the metal catalyst surface, the flux of species k (𝑁𝑁𝑘𝑘) is related to its current density 

through Faraday’s law:  

𝑁𝑁𝑘𝑘 =  −
𝑖𝑖𝑘𝑘
𝑛𝑛𝐴𝐴𝐹𝐹

. (56) 

This flux (or current density) must be equivalent to the net flux of charge-carriers tunneling from 

the semiconductor into the metal, as this system is effectively a set of resistors in series at steady 

state. The flux of electrons from into the metal is the net tunneling current density divided by the 

charge of an electron,  

𝑁𝑁𝑓𝑓 =  
𝑖𝑖𝑓𝑓𝐴𝐴𝑐𝑐
𝑞𝑞

. (57) 

At the dry-side of the semiconductor, an ohmic contact boundary condition is used, which assumes 

equilibrium between the semiconductor and metal ohmic contact. The equilibrium carrier 

concentrations and electric potential are 

𝑛𝑛𝐴𝐴𝑞𝑞𝑜𝑜𝑐𝑐 = −
1
2
𝑁𝑁𝑎𝑎− +

1
2
�𝑁𝑁𝑎𝑎−2 + 4𝑛𝑛𝑖𝑖2, (58) 

𝑝𝑝𝐴𝐴𝑞𝑞𝑜𝑜𝑐𝑐 =
1
2
𝑁𝑁𝑎𝑎− +

1
2
�𝑁𝑁𝑎𝑎−2 + 4𝑛𝑛𝑖𝑖2, (59) 

𝑉𝑉𝐴𝐴𝑞𝑞 =
𝑘𝑘𝐵𝐵𝑇𝑇
𝑞𝑞

�ln�
𝑛𝑛𝐴𝐴𝑞𝑞𝑜𝑜𝑐𝑐

𝑛𝑛𝑖𝑖
� +

1
2

ln �
𝑁𝑁𝑣𝑣
𝑁𝑁𝑐𝑐
�� −

𝐸𝐸𝐴𝐴
2
− 𝜒𝜒. (60) 
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The derivation of eqns. 58-60 is given in Section S9. We note that, although equilibrium at this 

boundary is likely nonphysical, in practice it is often assumed and is reasonable given that this 

boundary is far from the area of interest (i.e., the S/I interface).61  

Table 1: List of boundary conditions. 

Dependent 
Variable 

Ohmic Contact | 
Semiconductor 

Boundary Layer | 
Bulk Electrolyte Units 

n  𝑛𝑛𝐴𝐴𝑞𝑞𝑜𝑜𝑐𝑐 − cm−3 

p  𝑝𝑝𝐴𝐴𝑞𝑞𝑜𝑜𝑐𝑐 − cm−3 

V  𝑉𝑉𝑎𝑎𝑓𝑓𝑓𝑓 + 𝑉𝑉𝐴𝐴𝑞𝑞 0 V 

𝑪𝑪𝑯𝑯+ − 1.0 mol m−3 

𝑪𝑪𝑶𝑶𝑯𝑯− − 10−14 mol m−3 

𝑪𝑪𝑪𝑪𝑪𝑪𝑶𝑶𝟒𝟒− − 1.0 mol m−3 

 

2.7.  Physical Parameters 
The physical parameters used in this study are presented in Table 2. Here, the properties of 

the semiconductor are those for p-Si, the properties of the insulator are for HfO2, and the properties 

of the catalyst are for Pt. This Pt/HfO2/p-Si MIS structure was chosen because its performance as 

a function of HfO2 thickness has been well characterized for PEC HER by Linic and coworkers,23 

allowing for direct model validation.  

Table 2: List of model parameters. 

Parameter Value Units Ref. 

Semiconductor     

𝑬𝑬𝒈𝒈𝒔𝒔  1.12 eV 44 
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𝝌𝝌𝒔𝒔 4.05 eV 44 

𝜺𝜺𝒔𝒔/𝜺𝜺𝒐𝒐 11.9 − 44 

𝑳𝑳𝒔𝒔 300 μm 23 

𝒎𝒎𝒏𝒏
𝒔𝒔/𝒎𝒎𝒐𝒐 0.33 − 44 

𝒎𝒎𝒑𝒑
𝒔𝒔/𝒎𝒎𝒐𝒐 0.55 − 44 

𝒖𝒖𝒏𝒏 1450 cm2 V−1 s−1 61 

𝒖𝒖𝒑𝒑 500 cm2 V−1 s−1 61 

𝑫𝑫𝒏𝒏 4.58 ×  10−11 mol L−1 61 

𝑫𝑫𝒑𝒑 56.281 s−1 61 

𝑵𝑵𝒂𝒂
− 1016 cm−3 23 

𝑵𝑵𝒄𝒄 2.7 × 1019 cm−3 61 

𝑵𝑵𝝂𝝂 1019 cm−3 61 

𝝉𝝉𝒏𝒏 10 μs 61 

𝝉𝝉𝒑𝒑 10 μs 61 

𝑪𝑪𝒏𝒏 2.8 × 10−31 cm6 s−1 61 

𝑪𝑪𝒑𝒑 9.9 × 10−32 cm6 s−1 61 

𝑪𝑪𝒓𝒓𝒂𝒂𝒓𝒓 1.1 × 10−14 cm3 s−1 61 

Electrochemical    

𝑫𝑫𝑯𝑯+  9.312 × 10−5 cm2 s−1 48 

𝑫𝑫𝑶𝑶𝑯𝑯− 5.26 × 10−5 cm2 s−1 48 

𝑫𝑫𝑪𝑪𝑪𝑪𝑶𝑶𝟒𝟒
− 1.792 × 10−5 cm2 s−1 48 

𝒌𝒌𝒘𝒘 1.4 × 10−3 mol L−1 s−1  43 
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𝑲𝑲𝒘𝒘 10−14 M2 1 

𝑼𝑼𝑯𝑯𝑬𝑬𝑯𝑯
𝒐𝒐  0  V vs SHE 1 

𝑳𝑳𝒃𝒃𝑪𝑪 100 μm assumed 

Interfacial    

𝑸𝑸𝒇𝒇𝒇𝒇𝒇𝒇 72.1 μC cm−2 62 

𝜺𝜺𝑰𝑰/𝜺𝜺𝒐𝒐 19 − 62 

𝒎𝒎𝒏𝒏
𝑰𝑰 /𝒎𝒎𝒐𝒐 0.14 − 63 

𝒎𝒎𝒑𝒑
𝑰𝑰 /𝒎𝒎𝒐𝒐 0.14 − assumed 

𝝓𝝓𝟎𝟎 0 eV assumed 

𝝓𝝓𝒏𝒏
𝒐𝒐  2.1 eV 57 

𝝓𝝓𝒑𝒑
𝒐𝒐 2.4 eV 57 

𝝓𝝓𝒎𝒎 4.3 eV 44 

𝜽𝜽𝒏𝒏 10−17 cm2 64 

𝜽𝜽𝒑𝒑 10−17 cm2 64 

𝝂𝝂𝒕𝒕𝒕𝒕 105 m s−1 51 

𝝋𝝋 1 eV fitted 

𝑪𝑪𝒐𝒐𝒇𝒇 1.5 μF cm−2 fitted 

 

2.8.  Numerical Methods 
The governing equations (species balances, electroneutrality, and Poisson’s equation) used 

within the Tertiary Current Distribution and Semiconductor Modules are solved with the MUMPS 

general solver in COMSOL Multiphysics 6.0 with a relative tolerance of 0.0001. The modeling 

domain was discretized with a nonuniform mesh with refinement near the S/I and metal-electrolyte 
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interfaces and comprised of 791 elements. A sensitivity analysis on the mesh size was performed, 

and the results were found to be independent for meshes greater than the 150 elements. Details on 

how to achieve model convergence is given in Section S10.  
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3. Results and Discussion  

3.1.  Model Validation 
To validate the MIS photocathode model, we simulated the HER performance of the 

Pt/HfO2/p-Si MIS structure investigated by Quinn et al,23 as shown in Figure 5A. The HfO2 layer 

was deposited via atomic layer deposition (ALD) using tetrakis(dimethylamino)hafnium 

(TDMAH) as the precursor and the insulator thickness number was determined by the number of 

ALD cycles.23 The HfO2 deposit is amorphous within the range of thicknesses reported in this 

study and has a stoichiometry of 2 O atoms for every Hf atom.62 The electrolyte is contained in a 

beaker that has a hole on one side to which the MIS photocathode is attached. A biasing potential 

was applied between a metal contact on the back (dry) side of the MIS and the Pt anode; the 

potential between the dry side of the MIS and the electrolyte was measured using a reference 

electrode. Figure 5B illustrates all of the components of the MIS included in the simulation. In 

addition to p-Si, HfO2, and Pt, we included a thin layer of Ti between the HfO2 and Pt layers and 

a native SiO2 layer between p-Si and the HfO2 layer, since both of these elements were present in 

the MIS structure used by Quinn et al.23 The Ti layer in contact with the Pt was used to create a 

higher Schottky barrier and flat-band potential than could be achieved with Pt alone, since Ti has 

a lower work function than Pt.23,44 Despite their efforts to remove it, Quinn et al. noted that a thin 

layer of SiO2 remained on the surface of p-Si.23,36 Finally, a minimum HfO2 thickness of 0.5 nm 

was used since that is its crystal lattice length;65 hence, simulations for lower thicknesses were 

considered to be unphysical.  
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Figure 5: Diagram of the (A) experimental cell and (B) model system with its boundary 
conditions. Simulated (solid lines) and measured (stars) (C) polarization curves at varying HfO2 
thicknesses and (D) photovoltage as a function of HfO2 thickness for a Pt/HfO2/p-Si photocathode.  

Figures 5C illustrates the effects of HfO2 thickness on the polarization curve for a Pt/HfO2/p-

Si photocathode/catalyst. Good agreement with the experimental data of Quinn et al.23 is achieved 

by adjustment of the two fitting parameters, 𝜑𝜑 and 𝐶𝐶𝑜𝑜𝑓𝑓, listed in Table 2. At the equilibrium HER 

potential (0 V vs RHE), the system can generate hydrogen, but the rate of hydrogen generation 

depends on the thickness of HfO2. Applying a positive potential reduces the current density 

because of the lower reaction overpotential (i.e., the reaction is kinetically limited). The potential 

at which no current flows (i.e., the onset potential) changes with HfO2 thicknesses because of its 
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influence on the photovoltage. The iR-corrected photovoltage can be approximated from the 

experimental data by taking the difference of the onset potential between a Pt/HfO2/p-Si 

photocathode/catalyst and a Pt wire.  

A plot of the photovoltage at zero current density as a function of HfO2 thickness is shown in 

Figure 5D. Here again, there is generally good agreement with the predictions of the model and 

the experimental data. We note that previous modeling efforts have had difficulty replicating the 

photovoltage dependence on insulator thickness and predicting the optimum thickness.23,36,37 As 

discussed in the following section, our simulations reveal that the increase in photovoltage with 

HfO2 thickness is a consequence of the increase in the energy of electrons that tunnel into the metal 

(i.e., quasi-Fermi level of electrons at the semiconductor surface). Beyond the optimum thickness, 

the photovoltage decreases because of the increasing potential drop across the insulator.  

  Although good agreement between the model and experimental data is achieved for HfO2 

thicknesses below ~ 2 nm, some discrepancy occurs at higher thicknesses. This discrepancy is 

attributed to two factors: the density of interface trap sites and the capacitance of the native SiO2 

layer. The interface trap density is an experimentally measured quantity that changes with insulator 

thickness.29,49 It has been reported for thicknesses ≲ 2 nm, but not for thicker insulating layers. 

The model extrapolates interface trap densities linearly for thicknesses > 2.2 nm (Figure S4), 

which likely leads to inaccuracies in the potential drop across the insulator. We also assume a 

constant capacitance for the native SiO2 layer. This assumption is unlikely to reflect the 

experimental reality where each photovoltage data point is for a different MIS photoelectrode. 

Slight differences in the fabrication process between samples could lead to varying SiO2 

thicknesses, which, in turn, would impact the native oxide capacitance and, consequently, the 

interfacial potential drop. The effect of these variables on photovoltage is shown to be significant 
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in Figure S7. Despite this inaccuracy, the model adequately captures the optimum insulator 

thickness and the drop in photovoltage with thicker HfO2 layers.   

3.2.  Photovoltage Trends with Insulator Thickness 
Since the insulator thickness strongly affects the photovoltage of an MIS structure, it is 

desirable to understand the origins of this effect. Previous explanations for the trends in 

photovoltage with insulator thickness have argued that the increase is due to an increase majority 

carrier tunneling resistance (i.e., lower tunneling rate of undesired charge) and that the decrease at 

larger thicknesses is a result of high tunneling resistances (i.e., hindered tunneling rates) for both 

carriers.21,23,47 However, this interpretation does not account for the positions of the electron and 

hole quasi-Fermi levels, which define the photovoltage, as well as the potential drop across the 

insulator.  

The dependence of the photovoltage and its two components (the ideal photovoltage and 

insulator potential drop) on HfO2 thickness are shown in Figure 6A. The ideal photovoltage 

greatly exceeds the measured photovoltage and increases with HfO2 thickness up to ~ 2.5 nm, 

beyond which a slight decrease occurs. As seen in Figure 6B, the changes in the ideal photovoltage 

with insulator thickness is due to changes in the electron quasi-Fermi level at the semiconductor 

surface, as detailed in Section 3.3. The surface hole quasi-Fermi level is essentially constant with 

HfO2 thickness for a p-type doped semiconductor because changes in the hole concentration and 

the electric potential with HfO2 thickness have a negligible effect on the Fermi level compared to 

that due to the high dopant concentration.  
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Figure 6: (A) Photovoltage (Vph), ideal photovoltage (Vpho ), and interfacial potential losses (Δ), 
(B) quasi-Fermi level of electrons (Efn

ss) and holes (Efp
ss) at the semiconductor surface, and (C) 

breakdown of interfacial potential losses as a function of insulator thickness at 0 mA cm−2. Vit, Vss, 
and Vf is the potential drop due to interfacial trap charges, accumulated charge at the semiconductor 
surface, and fixed insulator charge, respectively.  

HfO2 thickness influences not only the minority carrier quasi-Fermi level but also the 

potential drop across the insulator. Figure 6A shows that at ~2 nm the insulator potential drop 

becomes large enough to cause the photovoltage to decrease for higher HfO2 thicknesses. While 

the high electron tunneling resistance causes the photovoltage to decrease slightly at high HfO2 

thicknesses (discussed in Section S18), the model shows this is not the primary mechanism for the 

decrease in photovoltage; instead, the decrease is due to the large potential drop across the 

insulator. Figure 6C shows that the main contributor to this drop is from charge trapped at the S/I 

interface (Vit), resulting from the high density of interfacial trap sites for thick insulating layers, as 

seen in Figure S4. The interfacial trap site density has been shown to increases with insulator 

thickness, but the origin of this trend is still unknown.29,49 An effective method for reducing the 

interfacial trap density and improving the measured photovoltage is thermal annealing.29 

Compared to the interfacial trap states, the influence of the charge at the semiconductor surface 

(Vss) and the fixed insulator charge (Vf) on the insulator potential drop are minor, but fixed 
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insulator charge could be used to reduce the drop, as discussed in Section S12. The results 

presented here are expected to be similar for a photoanode, except that the insulator thickness will 

lower the hole quasi-Fermi level; see Section S1 for details.  

3.3.  Electron Quasi-Fermi Level Bending 
As mentioned previously, the increase in photovoltage with insulator thickness is due to an 

increase in the electron quasi-Fermi level near the S/I interface. Understanding how this electron 

energy is impacted by the insulator is important for achieving further performance improvements. 

The influence of insulator thickness on the electron quasi-Fermi level profile is presented in Figure 

7A, and the entire band diagram is shown in Figure S8. In the absence of a HfO2 layer, the electron 

quasi-Fermi level drops significantly near the S/I interface, resulting in low photovoltages. 

Introduction of the HfO2 layer causes less bending of the electron quasi-Fermi level near the 

semiconductor surface and ultimately it becomes nearly flat for thicker HfO2 layers. Thus, by 

increasing the insulator thickness, the MIS structure operates closer to its flat-band potential, the 

maximum attainable photovoltage. The insulator thickness does this by altering the hole 

concentration and, consequently, the electric field at the semiconductor surface.  
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Figure 7: Profiles near the S/I interface at various HfO2 thicknesses of the (A) electron quasi-
Fermi level (𝐸𝐸𝑓𝑓𝑓𝑓). (B) Hole concentration (𝑝𝑝𝑠𝑠𝑠𝑠) and electric field (𝔼𝔼𝑠𝑠𝑠𝑠) at the semiconductor surface 
as a function of insulator thickness. All plots are shown at 0 mA cm−2.   

Figure 7B shows that holes buildup at the semiconductor surface with increasing the 

insulator thickness, which is due to increases in the resistance to tunneling. The increased hole 

concentration at the semiconductor surface reduces the magnitude of the electric field, resulting in 

the flattening out of the electron quasi-Fermi level with HfO2 thickness. The electric field and 

quasi-Fermi level of electrons are related through the Boltzmann relation (eqn. 15), since the 

electric field is simply the spatial derivative of the electric potential.44 Thus, increasing the HfO2 

thickness reduces electron quasi-Fermi level bending near the semiconductor surface by increasing 

the hole concentration, which lowers the magnitude of the electric field at the S/I interface. This 

occurs until ~2.3 nm, beyond which surface recombination rate becomes larger than tunneling, see 

Figures S9 and S10, due to the high density of interfacial trap sites. 

 The results provided here offer critical insight into how changing insulator thickness alters 

band bending and enables the MIS structure to operate closer to its flat-band potential. The extent 

of band bending is altered by the HfO2 thickness because of its effects on the carrier concentrations 

at the semiconductor surface (see Figure S11 for influence of HfO2 on electron concentration). 

These carrier concentration effects can be further leveraged to enhance MIS performance by tuning 

the VBO and CBO between the insulator and semiconductor. The following sections outline the 

effects of tuning the band offsets and identifies prospective insulating materials that exhibit 

desirable band offsets with Si.  

3.4.  Effects of Valence- and Conduction-Band Offsets 
  The VBO and CBO are important properties that affect the selectivity of carrier tunneling. 

Both band offsets can be varied by the choice of insulating material and its doping, as has been 
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demonstrated for TiO2.66 MIS structures that exhibit high majority carrier and low minority carrier 

band offsets between the insulator and semiconductor (asymmetric band offsets) are commonly 

thought to achieve highly selective carrier contacts with large photovoltages.21,37,38,67 This idea has 

been demonstrated in the photovoltaic community for Au/SiO2/Si solar cells in which the VBO is 

larger than the CBO, leading to p-type systems achieving higher photovoltages than those with n-

type semiconductors.45 The model developed in this study predicts this trend. For example, Figure 

8A shows that the performance of the p-type photoelectrode/catalyst is improved when the VBO 

is larger than the CBO; previous modeling efforts have not demonstrated this improved 

performance.23,29,36,47 Figure 8A also shows the effect of independently varying the VBO (yellow 

to teal) and CBO (yellow to green) on MIS performance. Increasing the VBO enhances 

performance, as expected based on the result that p-type Au/SiO2/Si solar cells outperform those 

of n-type.45 Interestingly, increasing the CBO also improves photoelectrode performance, which 

is unexpected because the larger CBO increases the tunneling resistance of electrons. The 

combination of a high VBO and CBO (dark blue line) leads to the best MIS photoelectrode 

performance at 1.5 nm insulator thickness, demonstrating that a high symmetric band offset is 

superior to the previously proposed asymmetric band offsets.21,37,38,67 This is the optimal band 

offset combination for photocathodes and photoanodes, as discussed in Section S1. This result is 

due to the large carrier concentrations at the semiconductor surface that increases the electron 

quasi-Fermi level, as discussed in the following paragraph. In other words, the electrons that tunnel 

into the metal carry more energy to drive the reaction when the VBO and CBO are both high. 
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Figure 8: (A) Polarization curves for MIS photoelectrodes with high and low symmetric and 
asymmetric band offsets at 1.5 nm HfO2. (B) Solar-to-H2 (STH) rate, (C) interfacial electron 
concentration (𝑛𝑛𝑠𝑠), (D) interfacial electric field (𝐸𝐸𝑠𝑠), and (E) insulator potential drop (figure inset 
is surface trap density versus insulator thickness) as a function of insulator thickness at the reaction 
equilibrium potential (0 V vs RHE) for various band offset combinations. 

Figure 8B shows that the dependence of the solar-to-H2 (STH) rate on the insulator 

thickness changes considerably for different band offsets. In this instance, we use the STH rate at 

the reaction equilibrium potential (0 V vs RHE) as the performance metric, instead of the 

photovoltage at 0 mA cm−2, as was done in the previous sections, because the STH rate is a direct 

measure of the ability of the photoelectrode to perform solar-to-chemical conversion. We note that 

the trends in photovoltage and STH rate with HfO2 thickness are the same because of their 

relationship to 𝐸𝐸𝑓𝑓𝑓𝑓𝑠𝑠𝑠𝑠  (Figure S12). A detailed discussion of the individual impact of the VBO and 
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CBO is provided in Section S17 and S18, respectively. The MIS structure with a high VBO and 

CBO (dark blue line) exhibits the greatest STH rates at moderate HfO2 thicknesses, but the STH 

rate is highly sensitive to thickness. By contrast, the high VBO and low CBO structure (teal line) 

does not reach as large of STH rates but is far less sensitive to HfO2 thickness. This finding 

indicates that MIS photoelectrodes with a large VBO and CBO should use highly controlled 

insulator deposition methods, such as atomic layer deposition, to ensure the insulator has a low to 

moderate uniform thickness that is near its optimum value. Structures with a high majority carrier 

and low minority carrier band offset could be deposited by solution-based methods that exhibit 

lower insulator uniformity and thickness precision.67 

The influence of varying band offsets on MIS performance can be understood by 

considering their effect on carrier concentration at the semiconductor surface, which ultimately 

influences bending in the electron quasi-Fermi level. A large VBO enhances the STH rate by 

causing holes to build up at the semiconductor surface, as a consequence of a large tunneling 

resistance. The high hole concentration helps to reduce the electric field and, consequently, 

increases the quasi-Fermi level of electrons; this, in turn, increases the overpotential for the 

reduction reaction. A large CBO results in a high electron tunneling resistance that leads to electron 

buildup at the semiconductor surface (see Figure 8C). The high electron concentration increases 

the electron quasi-Fermi level and, consequently, the reduction overpotential. Thus, a high VBO 

and CBO cause both carriers to build up at the semiconductor surface, which increases the electron 

quasi-Fermi level and enables operation closer to the flat-band potential. This phenomenon occurs 

at low to moderate insulator thicknesses because the carrier concentration is not high enough to 

cause significant carrier recombination.  
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Despite the large tunneling resistance with a high VBO and CBO, electrons tunnel at high 

rates because of the high electron concentration, except for when the insulating layer is thick. At 

large insulator thicknesses, MIS structures with a high CBO (teal and dark blue lines) experience 

a large reduction in the STH rate because of the overly large electron concentration at the 

semiconductor surface. This very high electron concentration increases the density of trapped 

electrons at the S/I interface, leading to a large insulator potential drop, and increases the 

magnitude of the electric field (see Figure 8D, E). The high insulator potential drop and electric 

field reduces the quasi-Fermi level of electrons that tunnel into the metal and drive the HER 

process. These results not only reveal the optimal band offset combination for high STH rates and 

how it enhances performance but also helps to understand prior literature data (details are provided 

in Sections S17 and S18).  

3.5.  Simulations of Alternative Insulating Materials 
The importance of the VBO and CBO on MIS performance is further illustrated with 

simulations for insulating materials other than HfO2. Figure 9 shows the performance of MIS 

photoelectrodes in which BeO, HfO2, and TiO2 serve as the insulators; BeO and TiO2 are chosen 

because they represent examples of large symmetric and asymmetric band offsets, respectively. 

Additional simulations of MIS structures involving MgO, SiO2, ZrO2, Al2O3, and Sc2O3 are shown 

in Figure S15. These materials were selected because of their large band offsets with Si or use in 

prior literature reports.21 These simulations assume that the only properties that change are the 

VBO, CBO, insulator dielectric constant, and insulator effective mass and that all insulators have 

zero fixed charge, except HfO2, because it depends on the deposition technique and precursors.62 

Although TiO2 has been widely used as a protective insulating layer,20,30,34,39 it does not result in 

the highest MIS performance. The low STH rate and photovoltage observed in this case are a result 

of the low CBO between Si and TiO2, leading to a low electron concentration at the semiconductor 



43 
 

surface and, consequently, a low electron quasi-Fermi level. The highest STH rate and 

photovoltage are achieved using a ~0.8 nm BeO insulator, which is due to the high band offsets 

that create a large carrier concentration at the semiconductor surface. While, to the best of our 

knowledge, BeO has not been investigated as a protective insulator for MIS photoelectrodes, prior 

experimental work indicates that BeO should be stable over a large pH and potential window;68 

however, further efforts are required to confirm its stability in aqueous electrolytes. We note the 

STH rate and photovoltage are insensitive to insulator thicknesses for BeO and TiO2 at ≳ 2 and ≳ 

3 nm, respectively, because of the constant insulator potential drop. The potential drop is 

essentially constant because the rate of interfacial recombination has reached its saturation limit 

(i.e., all the holes entering the S/I interface recombine) and, consequently, the density of filled trap 

states is constant. 

 

Figure 9: (A) Solar-to-H2 (STH) rate and (B) photovoltage as a function of insulator thickness at 
0 V vs RHE applied and 0 mA cm−2 current density, respectively.  

The steep drop in performance of the MIS structure with BeO observed for thicknesses 

greater than 1.25 nm, seen in Figure 9, is due, in part, to its low dielectric constant. BeO does not 

effectively screen out the charge built up near the S/I interface, which results in a large insulator 

potential drop and the sharp decline in performance for thicknesses greater than the optimum. 
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Thus, it is desirable for insulators to have a high dielectric constant in addition to high band offsets. 

This criterion is the same as that for microelectronic applications,69 although for photoelectrodes 

the insulator should be thin enough to allow current flow into the metal. Therefore, we can use the 

advances made in microelectronics research to improve MIS photoelectrode performance. 

Consequently, many novel binary and ternary metal-oxide materials with desirable properties 

identified through high-throughput computational screening might serve as next-generation 

insulators for photoelectrodes.69 Moreover, bilayer insulators proposed for microelectronics may 

be useful as high dielectric insulator stacks with large band offsets for photoelectrodes.70  

4. Summary 

Metal-insulator-semiconductor (MIS) structures are a promising architecture for achieving 

highly active and stable photoelectrode/catalysts, a current challenge facing the field of artificial 

photosynthesis. Critical to their development is an understanding of how the insulator impacts MIS 

performance as well as identifying optimal insulator properties that enable selective carrier 

transport. This study presents a comprehensive theoretical model of an MIS photoelectrode, which 

is quantitatively validated by experimental current-voltage curves and photovoltage data as a 

function of insulator thickness. The model captures photon absorption and carrier generation, 

carrier and electrolyte transport, interfacial tunneling and kinetics, and nonidealities at the 

semiconductor/insulator (S/I) interface. Simulations based on this modeling framework revealed 

several important phenomena that enhance and/or limit the performance of MIS photoelectrodes. 

In particular, we identified that high carrier concentrations at the S/I interface reduce band bending 

and led to operation closer to the maximally attainable photovoltage, the flat-band potential. We 

demonstrated how these carrier concentrations are modified by the insulator properties (i.e., 

thickness and band structure) through their effect on the carrier tunneling resistance. A large 
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buildup of carriers near the S/I interface is achieved with high S/I band offsets (conduction and 

valence band offsets) at low to moderate insulator thicknesses (i.e., between 0.8 and 1.5 nm). With 

these properties, the resistance to carrier tunneling is high enough to cause significant carrier 

buildup but low enough to allow high minority carrier tunneling. Prospective insulating materials 

that exhibit high band offsets with Si are BeO, MgO, SiO2, HfO2, or ZrO2. Simulations of these 

insulators in MIS photoelectrodes demonstrated their possible high performance and identified 

significant potential loss across the insulator at large thicknesses (≳ 1.5 nm). Therefore, controlled 

deposition techniques should be employed to ensure the insulator is uniform and has a low to 

moderate thickness. Future modeling efforts should account for nonideal interactions at high 

carrier concentrations, the effects of Fermi-level pinning of the semiconductor and interface trap 

states, and alternative interfacial transport mechanisms (e.g., Fowler-Nordheim tunneling). 

Despite the neglect of these phenomena, the present model accurately replicated the experimental 

behavior of MIS photoelectrodes and offers critical insight into the future development of next-

generation MIS structures.  

Supporting Information 

Translating between photocathode and photoanode; thermodynamics of photoanode; Tafel 

analysis; definition of metal catalyst potential; tunneling current derivation; linear fit of 

experimentally measured density of interface trap states versus insulator thickness; derivation of 

insulator potential drop; trap-assisted tunneling current density; derivation of ohmic contact 

boundary condition; convergence details; sources of error on photovoltage; insulator potential drop 

as a function of insulator thickness; full band diagram at open-circuit condition at various insulator 

thicknesses; interfacial transport rates vs insulator thickness; electron concentration versus HfO2 
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Nomenclature 

Roman 
c Speed of light (m s−1) 
C Interfacial capacitance (F m−2) 
ci Concentration of species i (M) 
𝐶𝐶𝑓𝑓 Electron SRH recombination rate constant (cm6 s−1) 
𝐶𝐶𝑓𝑓 Hole SRH recombination rate constant (cm6 s−1) 
𝐶𝐶𝐴𝐴𝑎𝑎𝑑𝑑 Direct radiative recombination rate constant (cm3 s−1) 
d Insulator thickness (nm) 
dn Thickness of charge build up at the semiconductor surface (nm) 
Di Diffusivity of species i (m2 s−1) 
𝐷𝐷𝑖𝑖𝑐𝑐 Density of interface trap states (m−2 eV−1) 
𝔼𝔼 Electric field (V m−1) 
E Energy (eV) 
Eg Bandgap (eV) 
F Faraday constant (C mol−1) 
𝑓𝑓𝑐𝑐 Interface trap occupancy fraction 
G(x) Position dependent carrier generation rate (mol m−3 s−1) 
𝑔𝑔𝐷𝐷 Degeneracy factor 
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h Planck’s constant (m2 kg s−1) 
i Current density (mA cm−2) 
𝑖𝑖𝑜𝑜𝑆𝑆𝐸𝐸𝑆𝑆 Exchange current density for HER (mA cm−2) 
𝐼𝐼(𝜆𝜆) Solar irradiance (W m−2) 
kB Boltzmann constant (m2 kg s−2 K−1) 
Kn Equilibrium constant in reaction n 
kn Forward rate constant of reaction n 
k−n Reverse rate constant of reaction n 
kn/p Tunneling coefficient (mA cm mol−1) 
L Length (m) 
m Mass (kg) 
n Electron concentration (cm−3) 
𝑁𝑁(𝜆𝜆) Incident photon flux (cm−2 s−1) 
𝑁𝑁𝑎𝑎− Acceptor-type doping density (mol m−3) 
𝑁𝑁𝑐𝑐 Effective density of states in conduction band (m−3) 
𝑁𝑁𝑑𝑑+ Donor-type doping density (mol m−3) 
ne Number of electrons transferred 
𝑛𝑛𝑖𝑖 Intrinsic carrier concentration (m−3) 
𝑁𝑁𝑖𝑖 Molar flux of species i (mol m−2 s−1) 
𝑁𝑁𝑐𝑐 Total number of interfacial trap sites (cm−2) 
𝑁𝑁𝑣𝑣 Effective density of states in valence band (m−3) 
p Hole concentration (cm−3) 
𝑃𝑃𝑇𝑇 Tunneling probability 
q Elementary charge (C) 
𝑄𝑄 Charge density (C m−2) 
R Ideal-gas constant (J K−1 mol−1) 
𝑅𝑅(𝜆𝜆) Reflectivity 
𝑅𝑅𝑖𝑖 Generation/consumption rate of species i (mol m−3

 s−1) 
s Stoichiometric coefficient 
T Temperature (K) 
U Net generation rate in semiconductor (m−3 s−1) 
𝑈𝑈𝑜𝑜𝑆𝑆𝐸𝐸𝑆𝑆 Standard state equilibrium potential for HER (V) 
𝑢𝑢𝑖𝑖 Mobility of species i (m2 V−1 s−1) 
V Electric potential (V) 
Vfb Flat-band potential (V) 
𝑉𝑉𝑓𝑓 Difference in hole quasi-Fermi level and valence band (V) 
𝑉𝑉𝑓𝑓ℎ Photovoltage (V) 
VsI Potential at the semiconductor-insulator interface without Δ (V) 
x 1-dimensional position variable (m) 
zi Charge of ion i 
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Greek 

α Reaction transfer coefficient  
𝛼𝛼(𝜆𝜆) Absorption coefficient (m−1) 
𝛼𝛼𝑓𝑓/𝑓𝑓 Electron or hole tunneling coefficient 
Δ Insulator potential drop (V) 
𝛥𝛥𝜙𝜙 Image force barrier lowering (V) 
ε Dielectric permittivity (F m−1) 
𝜀𝜀𝑜𝑜 Permittivity of free space (F m−1) 
𝜂𝜂 Overpotential (V) 
𝜃𝜃 Average capture cross-section (m2) 
𝜆𝜆 Wavelength (m) 
𝜈𝜈𝑐𝑐ℎ Thermal velocity (m s−1) 
𝜏𝜏 Carrier lifetime (s) 
𝜙𝜙0 Neutral energy level (V) 
𝜙𝜙𝑏𝑏 Schottky barrier (V) 
𝜙𝜙𝑓𝑓/𝑓𝑓 Tunnel barrier (V) 
𝜑𝜑 Fitted tunnel barrier adjustment (V) 
𝜒𝜒 Electron affinity (eV) 
𝜓𝜓 Band bending (V) 

Subscript 

b Boundary  
bl Boundary layer 
c Conduction band 
cat Metal catalyst / catalysis 
eq Equilibrium 
f Fermi 
fix Fixed 
fm Metal fermi 
fn Electron fermi 
fp Hole fermi 
H2 Hydrogen 
H+ Proton 
I Insulator 
it Interface trap 
k Reaction k 
𝑙𝑙 Liquid-phase 
lim Limiting 
p Holes 
m Metal 
net Sum of electron and hole 
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n Electrons 
ox Native oxide 
R Recombination 
ref Reference 
ss Semiconductor surface 
s Semiconductor 
v Valence band 
w Water 

Superscript 
app Applied 
I Insulator 
o Reference 
oc Ohmic contact 
rad Radiative 
s Semiconductor 
SRH Shockley-Reed-Hall 
ss Semiconductor surface 

Acronyms 
MS Metal-Semiconductor 
MIS Metal-Insulator-Semiconductor 
PV Photovoltaic 
PEC Photoelectrochemical 
S/I Semiconductor-Insulator 
STC  Solar-to-Chemical 
STH Solar-to-H2 
SRH Shockley-Reed-Hall 
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