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Abstract 1 

Two-dimensional nonlinear dynamic analyses (NDAs) are performed for a series of 2 

hypothetical embankment dams on a spatially variable liquefiable foundation layer to 3 

evaluate the utility of representing the foundation layer with random fields conditioned 4 

on different levels of site characterization information. A set of two-dimensional parent 5 

models (PMs), each representing a "true" foundation condition, were generated using 6 

unconditional random fields of equivalent clean sand, corrected Standard Penetration 7 

Test (N1)60cs values. Different levels of site characterization were then represented by 8 

combining different numbers of "local borings" (i.e., columns of data from the parent 9 

model) with the optional inclusion of constraints on the geostatistical properties that 10 

might come from "site-wide explorations." NDAs were performed using the same input 11 

motions for the parent model (which represents perfect knowledge of soil conditions), a 12 

set of realizations conditioned on the local borings alone, and a set of realizations 13 

conditioned on the local borings with site-wide statistics. Embankment deformations 14 

obtained for the conditional realizations are compared to those for the parent model to 15 

evaluate the potential benefits of increasing levels of site characterization in terms of 16 

deformation prediction accuracy. Parametric analyses include varying the embankment 17 

size, scales of fluctuation in the foundation stratum, number of conditioning borings, and 18 

ground motions. The results of these comparisons illustrate that beneficial effects of 19 

using conditional random fields were generally limited to cases with the horizontal scale 20 

of fluctuation approaching the scale of the embankment base width and to cases with a 21 

large number of borings (greater than three borings per horizontal scale of fluctuation) 22 

which may not be practical in many situations. Additional potential benefits and 23 

limitations of using conditional random fields for representing spatial variable liquefiable 24 

foundation layers in embankment dam NDAs are discussed.  25 

Introduction 26 

Consideration of spatial variability in soil properties has been accounted for using 27 

random fields for many different geotechnical systems including foundations, dams and 28 

slopes. In most of these studies, unconditional random fields are used to represent 29 

situations in which site investigations are used to inform selection of random field 30 

properties (e.g., mean, coefficient of variation, scales of fluctuation), but are not directly 31 



incorporated in the random fields as is done with conditional random fields. Joint 32 

TC205/TC304 Working Group (2017) summarized thirteen studies that were conducted 33 

using primarily unconditional random fields to assess the stability of different 34 

geotechnical systems. These studies have generally concluded that the critical correlation 35 

length (the correlation length for which the range of deformations is the largest) is within 36 

a range of 0.5 to 2 times the base length of the geotechnical system (e.g., Fenton et al. 37 

2005, Griffiths et al. 2006). Liu et al. (2017) completed a study that used conditional 38 

random fields for slope stability analyses wherein they summarized the contributions of 39 

an additional twenty studies using conditional and unconditional random fields of soil 40 

properties to assess static slope stability. The studies that used conditional random fields 41 

for slope stability analyses generally showed potential benefits in directly incorporating 42 

site investigation data into the random fields depending on the spacing between site 43 

investigation locations, scales of fluctuation, and the size of the geotechnical system. The 44 

greatest benefits from conditioning the models in many of these studies are for cases that 45 

had correlation lengths on a similar scale as their critical correlation lengths. None of 46 

these studies considered seismic deformations with the occurrence of strongly nonlinear 47 

soil behavior (e.g., liquefaction), which together may significantly impact the comparison 48 

of deformations between models with unconditional and conditional random fields. This 49 

study will assess whether the benefits of using conditional random fields in NDAs of 50 

embankments on liquefiable soils are similar to those observed in static stability analyses. 51 

A few prior studies have utilized unconditional random fields in NDAs to assess 52 

potential seismic deformations of embankment dams. Boulanger and Montgomery (2016) 53 

conducted two-dimensional (2D) NDAs of a 45 m high embankment dam on uniform and 54 

stochastic realizations of Standard Penetration Test (SPT) (N1)60cs values in an alluvial 55 

foundation layer. Paull et al. (2019) conducted 2D NDAs of 5 m to 45 m high 56 

embankment models, and concluded that the representative percentile for (N1)60cs values 57 

increased with increasing normalized scale of fluctuation (θx /B, where θx=horizontal 58 

scale of fluctuation and B=embankment base length) for the models with θx /B between 0 59 

and 0.8. Both Montgomery and Boulanger (2016) and Paull et al. (2019) conclude that 60 

the 45th to 50th percentile (N1)60cs could be used in a uniform model for an alluvial 61 

foundation stratum to estimate the median embankment deformations and that the 30th to 62 



33rd percentile could be used in a uniform model for an alluvial foundation stratum to 63 

obtain reasonably conservative estimates of embankment deformations. Both studies 64 

acknowledged that their results could be impacted by the geometry of the structure and 65 

deformation mechanisms, variability of input motions, variability of soil properties, and 66 

quality of site explorations. These results are consistent with those for other geotechnical 67 

systems (e.g., Baecher and Ingra 1981, Fenton and Griffiths 2008, Joint TC205/TC304 68 

Working Group 2017) that showed there was a critical correlation length of 69 

approximately 0.5B to 2B where stochastic models produce the largest standard deviation 70 

of deformations. Paull et al. (2020) presented preliminary results from embankment 71 

models with conditional realizations of alluvial (N1)60cs (hereafter referred to as 72 

conditional models) to embankment models with the same geometries but with 73 

unconditional realizations of alluvial (N1)60cs (hereafter referred to as unconditional 74 

models). That study found that the benefits of conditioning the random fields to SPT data 75 

obtained on site could be limited by: (1) the lack of site investigation data in locations 76 

critical to the deformation mechanisms, and (2) the distributions of the measured SPT 77 

(N1)60cs being different than the true distribution of the in situ (N1)60cs. In addition, the 78 

total uncertainty in estimated deformations includes contributions from several sources 79 

(soil properties, earthquake motions, numerical model, reservoir level, etc.), which will 80 

limit the overall reduction in deformation uncertainty that can be obtained using 81 

conditional realizations.  82 

The current study uses 2D NDAs of hypothetical embankment dams on a spatially 83 

variable liquefiable foundation layer to evaluate the utility of representing the foundation 84 

layer with random fields conditioned on different levels of site characterization 85 

information. A set of two-dimensional parent models, each representing a "true" 86 

foundation condition, were generated using unconditional random fields of equivalent 87 

clean sand, corrected Standard Penetration Test (N1)60cs values. Different levels of site 88 

characterization were then represented by combining different numbers of "local borings" 89 

(i.e., columns of data from the parent model) with the optional inclusion of constraints on 90 

the geostatistical properties that might come from "site-wide explorations." NDAs were 91 

performed using the same input motions for the parent model (which represents perfect 92 

knowledge of soil conditions), a set of realizations conditioned on the local borings alone, 93 



and a set of realizations conditioned on the local borings and site-wide statistics.  94 

Embankment deformations obtained for the conditional realizations were compared to 95 

those for the parent model to evaluate how increasing levels of site characterization might 96 

improve the accuracy of deformation predictions. These numerical comparisons of "true 97 

conditions" and conditional realizations maintain all other analysis parameters and 98 

constraints equal so that the differences in deformations are attributable to the 99 

stratigraphic differences in the conditional realizations. The deformations obtained in any 100 

one NDA are dependent on the system geometry, input parameters, ground motions, and 101 

modeling assumptions (geostatistical, constitutive, and numerical), and thus the relative 102 

differences in deformations for the true and conditional cases may also be dependent on 103 

these same factors, although presumably to a significantly lesser degree. Parametric 104 

analyses included varying the embankment size, scales of fluctuation in the foundation 105 

stratum, number of conditioning borings, and ground motions. The results of these 106 

parametric analyses are used to illustrate potential benefits and limitations in using 107 

conditional random fields for representing spatial variable liquefiable foundation layers in 108 

NDAs for levees or embankment dams, while recognizing that the actual benefits will 109 

depend on specific site and loading conditions.  110 

NDA embankment models 111 

The two-dimensional NDAs for this study represent numerical experiments designed to 112 

isolate and evaluate the relative utility of representing the foundation layer with random 113 

fields conditioned on different levels of site characterization information. The key 114 

assumption is that factors that impact results from an NDA model with an unconditional 115 

random field representing the (N1)60cs values in the foundation alluvium will have 116 

approximately equal impacts on results from an NDA model with all other aspects the 117 

same except for the conditioning of the random field.  At the same time, it is unlikely that 118 

any quantitative evaluation of potential reductions in bias or dispersion through the use of 119 

conditional realizations can be generalized for application in practice, as the dispersion in 120 

deformations is itself significantly affected by the nature and distributions of properties in 121 

the embankment and foundation and the nature of the loading. The number of realizations 122 

and ground motions presented in the following sections are therefore considered 123 



sufficient, for comparative purposes, to qualitatively identify whether there was a marked 124 

reduction in the variability of calculated deformations.  125 

Model configuration 126 

Embankments with heights of 45 m, 25 m and 10 m, as shown in Figure 1, are analyzed 127 

using the 2D finite difference program FLAC 8.0 (Itasca 2016). The embankments have 128 

the same overall geometry and properties as presented in Paull et al. (2019, 2020) 129 

including the same embankment slopes (2.5H:1V for the shells and 3.5H:1V for the 130 

downstream berm) and the same material groups (bedrock, alluvium, clay core and 131 

embankment shells). The alluvium is represented with random fields of (N1)60cs values, as 132 

described later, whereas other material groups are modeled with uniform properties.  133 

Embankment model stresses are initialized through an incremental process to 134 

simulate conditions that occur during construction and checked to ensure reasonable 135 

conditions prior to dynamic loading. Embankment models are created in increments that 136 

are a single element high to simulate construction and the upstream water level is 137 

increased in five levels to a final water level of 75% of the embankment height to 138 

simulate reservoir filling. All stress conditions are checked based on the 139 

recommendations in Boulanger and Beaty (2016) to ensure reasonable stress and seepage 140 

conditions at the time of shaking.  141 

Material properties and model calibration 142 

The material properties and calibrations for the four material groups are presented in 143 

Paull et al. (2019, 2020) and briefly summarized herein.  144 

The elastic bedrock is modeled with a permeability, k=5.0E-6 cm/s, a shear modulus, 145 

G=1800 MPa, Poisson's ratio, ν=0.3, and saturated unit weight, ρ=2.2 Mg/m3, which 146 

together correspond approximately to a shear wave velocity Vs=905 m/s.  147 

The clay core is modeled as a Mohr-Coulomb material with anisotropically 148 

consolidated undrained (ACU) shear strengths computed using the procedures in Duncan 149 

and Wright (2005) as applied to NDA models by Montgomery et al. (2014). The ACU 150 

shear strengths are calculated using undrained shear strength parameters for isotropic 151 

consolidation; dR=33 kPa and ψR=14°, and the drained shear strength parameters; dS=c'=0 152 

and ψS=ϕ'=36°. The shear modulus is set proportional to the square root of the mean 153 



effective stress (p'), with G= 43 MPa at p'=101.3 kPa. The permeability and saturated unit 154 

weight of the core is 5.0E-5 cm/s and ρ=2.0 Mg/m3 respectively.  155 

The shell and alluvium materials are modeled using PM4Sand version 3.1 (Boulanger 156 

and Ziotopoulou 2017) with the properties for each individual zone based on its assigned 157 

SPT (N1)60cs value. SPT (N1)60cs values are 35 for the shells and are Gaussian random 158 

fields for the alluvium (as described in the next section). The relative density (DR) and 159 

shear modulus coefficient (Go) are calculated based on the correlations to SPT (N1)60cs 160 

used in Boulanger and Ziotopoulou (2018) with the contraction rate parameter (hpo) 161 

calibrated based on single-element direct simple shear simulations to match the cyclic 162 

resistance ratio (CRR) at an effective overburden stress of 1 atm (101 kPa) based on the 163 

SPT based liquefaction triggering correlation from Boulanger and Idriss (2012). Values 164 

of hpo were calibrated for (N1)60cs between 1 and 35 in increments of 1 and stored in a 165 

look-up table. Values of hpo for individual zones in the NDA model were linearly 166 

interpolated from the look-up table based on its (N1)60cs values. The remaining PM4Sand 167 

input parameters were kept at the default values. These calibrations produce cyclic 168 

resistances that decrease with increasing overburden stress and vary with initial static 169 

shear stresses, by amounts that depend on the overburden stress and (N1)60cs value as 170 

described in Ziotopoulou and Boulanger (2016).  The permeability of the alluvium and 171 

shells is 5.0E-4 cm/s and the saturated unit weights are 2.0 Mg/m3 and 2.1 Mg/m3 172 

respectively.  173 

Representation of the alluvium 174 

A set of seven parent models, each representing a "true" foundation condition, were 175 

generated using unconditional random fields of (N1)60cs values. The Gaussian random 176 

fields were defined with a mean (N1)60cs of 15, a coefficient of variation, COV, of 0.4, 177 

and are truncated at a minimum (N1)60cs value of 1.0 which affected less than 0.5% of the 178 

alluvial zones. Scales of fluctuation, or the distance within which points are significantly 179 

correlated (Fenton and Griffiths 2008), as mathematically defined in Vanmarcke (2010) 180 

were selected to be 1m in the vertical direction, θy, and 10 m, 20 m or 60 m in the 181 

horizontal direction, θx depending on the analysis case. These COV values and scales of 182 

fluctuation are consistent with typical ranges reported in Phoon and Kulhawy (1999), 183 

while recognizing that spatial variability in many depositional environments may be far 184 



more complex and scale-dependent than a Gaussian random field can accurately 185 

represent. Despite their limitations in practice, these idealizations provide a means for 186 

examining the effects of different parameters under a manageable range of conditions.  187 

Conditional random fields are created by using different numbers of "local borings" 188 

(i.e., columns of data from the parent model) with the optional inclusion of constraints on 189 

the geostatistical properties that might come from "site-wide explorations." The number 190 

of borings ranged from one to ten borings, depending on the analysis case, with the 191 

boring locations located primarily beneath the downstream shell for cases with a lower 192 

number of borings due to practical considerations involved in site investigation of most 193 

embankment dams. Boring locations are shown in Figure 1 for the 10 m, 25 m and 45 m 194 

tall embankments with 3 borings, and in Figure 2 for the 10 m embankment cases with 195 

various number of borings. The site-wide statistics are defined as the mean, COV, and 196 

scales of fluctuation used to generate the parent model, and thus represent perfect 197 

knowledge of these parameters. For cases without knowledge of the site-wide statistics, 198 

the mean, COV and θy are instead derived from the local borings alone, whereas the exact 199 

θx is still used (i.e., assumed to be accurately estimated from geology). Conditional 200 

random fields are created from the local borings with and without the site-wide statistics 201 

using LU (lower-upper) decomposition of the covariance matrix (Davis 1987, as 202 

implemented by Constantine and Wang 2012). The conditional random fields are 203 

perfectly conditioned on the input borings with some minor rounding errors that do not 204 

significantly affect the deformations or the overall conclusions. For each scenario, seven 205 

realizations were generated for the case without site-wide statistics and seven realizations 206 

were generated for the case with site-wide statistics.  207 

The nature of conditional realizations is illustrated in Figure 3 showing profiles of 208 

SPT (N1)60cs values at five locations beneath a 10 m tall embankment. The black bullet 209 

symbols show the true (N1)60cs values from the parent model. The color symbols are the 210 

(N1)60cs values from three realizations that were conditioned on two local borings (the 211 

middle and right-most profiles in this figure) with site-wide statistics. The conditional 212 

realizations match the borings used for conditioning, but otherwise produce a wide 213 

variation in possible (N1)60cs values throughout the foundation layer. This figure indicates 214 

that the two borings, placed approximately 27 m apart did not have a significant effect in 215 



conditioning the (N1)60cs values at the other three locations for the conditional models 216 

with θx = 20 m. The variability in computed embankment deformations, as discussed 217 

later, reflect the differences in where the looser and denser zones in these realizations are 218 

located relative to the embankment.  219 

Analysis groups 220 

Thirteen analysis groups, as listed in Table 1, were created to cover a range of 221 

embankment sizes, horizontal scales of fluctuation, and number of borings. Each analysis 222 

group involved performing NDAs for 49 models for any given ground motion, as 223 

follows. First, analyses were performed for the seven unconditional parent models, each 224 

with their only difference being the realization of alluvial (N1)60cs, from which three were 225 

selected to represent the lower, middle, and upper range of embankment deformations. 226 

Therefore, unless a specific difference in statistical values in the alluvium are stated (e.g.; 227 

mean, COV or scales of fluctuation of the alluvial (N1)60cs), parent models with the same 228 

numbering have the same alluvial (N1)60cs realization. For each of the three selected 229 

parent models, NDAs were performed for the seven realizations that were conditioned on 230 

local borings alone and the seven realizations that were conditioned on local borings with 231 

site-wide statistics, as depicted in Figure 4 for analysis group 1. Select analysis groups 232 

were repeated with different input motions. Computation times on a multicore 233 

workstation ranged from 6 to 24 hours per simulation depending on the ground motion 234 

and other parameters.  235 

Input motions 236 

Embankment models are subjected to the TCU075 station east-west outcrop motion 237 

obtained from the NGA-West2 database (Ancheta et al. 2014), as recorded from the 1999 238 

Chi-Chi earthquake (M=7.6) and scaled to a PGA of 0.6 g unless otherwise stated. The 239 

Mudurnu station fault normal (FN) motion from the 1999 Duzce earthquake (M=7.1), and 240 

the TAPS pump station number 10-047 recording from the 2002 Denali earthquake 241 

(M=7.9) each scaled to a PGA of 0.6 g are used on selected embankment models to 242 

compare the effects of different ground motions. These motions (see Figure 5) are chosen 243 

to represent a variety of spectral shapes, durations, fault slip mechanisms and locations.   244 

 Each ground motion is input as a shear stress time series to the compliant base of the 245 

embankment models based on the recommendations in Mejia and Dawson (2006). Free 246 



field conditions are applied to the lateral edges of each model. Alluvial zones connected 247 

to the lateral boundaries are modeled as elastic with a secant shear modulus equal to 70% 248 

of the small strain shear modulus computed for each zone’s assigned (N1)60cs value and 249 

confining stress to maintain lateral restraint for the adjacent PM4Sand elements. The 250 

post-shaking response, in which residual strengths were assigned using the procedures 251 

described in Paull et al. (2020), resulted in negligible additional deformations for the 252 

cases examined herein. A Rayleigh damping of 0.5% at a frequency of 3 Hz is applied to 253 

all materials to provide a minimum level of damping in the small strain range for 254 

nonlinear materials and a nominal damping for the elastic bedrock material. 255 

NDA Results 256 

NDAs were completed as undrained analyses with embankment deformations obtained at 257 

the end of strong shaking for all models. Embankment deformations obtained at the end 258 

of strong shaking for the conditional models were compared to those for the parent model 259 

to evaluate the potential improvements in deformation prediction accuracy with 260 

increasing levels of site characterization. Potential reductions in deformation uncertainty 261 

are evaluated by comparing sample standard deviations for the conditional models, with 262 

the standard deviations computed based on Johnson and Bhattacharyya (2010) given the 263 

small number of cases examined. Other measures of dynamic response can be important 264 

in certain situations, but embankment displacements are generally a primary concern in 265 

seismic evaluations. Displacements compared in these analyses include crest settlement 266 

and embankment stretch. Crest settlements are obtained as the vertical deformation of the 267 

embankment crest which is often used to assess the potential for cracking, loss of 268 

freeboard, or uncontrolled release of a reservoir. Embankment stretches are the increase 269 

in embankment base length (ΔB) taken as the difference in the horizontal displacements 270 

of the embankment toes. Embankment stretch is preferred over using the displacements 271 

of the two toes separately, because stochastic realizations sometimes result in a large 272 

outward displacement at one toe or the other, and the statistics on embankment stretch 273 

(which reflects large displacements at either toe) are better behaved than the statistics for 274 

displacement at either toe alone. Crest settlements are normalized by the embankment 275 

height (H) and embankment stretch is normalized by the embankment base length (B). 276 

Impacts of embankment size 277 



Embankment deformations for analysis groups 1, 2, and 5, corresponding to embankment 278 

heights of 45 m, 25 m, and 10 m, respectively, with the TCU motion scaled to a PGA of 279 

0.6 g are compared in Figure 6. Normalized crest settlements (∆set/H) and their standard 280 

deviations are shown in Figures 6a and 6c, respectively. Normalized stretches (∆str/B) and 281 

their standard deviations are shown in Figures 6b and 6d, respectively. The results are 282 

binned by embankment height, per the vertical separating lines on each figure and the 283 

labels at the bottom of Figures 6b and 6d. The red symbols show results for the seven 284 

unconditional realizations that were generated from the site-wide statistics alone. Three 285 

parent models were selected from these unconditional realizations; the parent models are 286 

identified by their realization number at the bottoms of Figures 6a and 6b. For each 287 

parent model, the single green symbol shows the deformation obtained for the parent 288 

model, the seven dark blue triangles show the results for the realizations conditioned on 289 

three local borings with site-wide statistics, and the seven cyan triangles show the results 290 

for the realizations conditioned on three local borings alone. The locations of the borings 291 

for each embankment height were shown previously in Figure 1.  292 

The variability in normalized deformations for both the unconditional and conditional 293 

models increases with decreasing embankment height, which is consistent with 294 

expectations for the range of θx/B represented by these cases (Table 1). The 45 m tall 295 

embankment corresponds to θx/B = 0.08, which means that the global deformation 296 

mechanisms are generally a few times larger than θx. This results in greater averaging of 297 

material responses and less variability in deformations for a given input motion. The 10 298 

m tall embankment corresponds to θx/B = 0.35, which means that the global deformation 299 

mechanisms are similar in scale to θx which results in less averaging of material 300 

responses and greater variability in deformations. For all three embankment heights, the 301 

variability in deformations for the conditional models is comparable with or without the 302 

inclusion of site-wide statistics (i.e., blue versus cyan symbols). These two sets of 303 

conditional models give similar results because the three local borings proved to be 304 

sufficient to obtain reasonable consistent and accurate estimates of the mean (N1)60cs, 305 

COV, and θy values. The variability in deformations for both sets of conditional models 306 

is comparable to the variability in the unconditional models (red symbols) for the 10 m 307 

tall embankment, but appears to be slightly greater for the 45 m tall embankment. This 308 



apparent difference in variability for the 45 m tall embankment may be partly attributed 309 

to the relatively small number of unconditional realizations analyzed, but also appears 310 

partly due to the conditional models tending to produce slightly longer or more 311 

interconnected looser zones at the boring locations than actually existed in the parent 312 

models. Regardless, the results in Figure 6 do not show significant benefits from the use 313 

of conditional models over unconditional models, given that there were only three local 314 

borings and all three sets of models are based on the same or similar estimates of the 315 

stratum's geostatistical properties.  316 

For the 45m tall embankment, the dispersion in deformations was not very large and 317 

therefore, the dispersion of deformations due to other sources of uncertainty (i.e., 318 

uncertainties in the input motions, soil properties, reservoir level, and numerical 319 

modeling procedures) would likely be more important in design. For this case there 320 

would be little motivation to do conditional realizations because they would not 321 

significantly reduce the total dispersion in calculated deformations. Therefore, further 322 

analyses focus on the smaller embankments where the dispersion in deformations was 323 

larger and could potentially be decreased by the use of conditional random fields. 324 

Impacts of scales of fluctuation 325 

Embankment deformations for analysis groups 5, 11 and 13, corresponding to a 10 m tall 326 

embankment on foundation layers with θx of 10 m, 20 m, and 60 m, respectively, with the 327 

TCU motion scaled to a PGA of 0.6 g are compared in Figure 7. These analysis groups 328 

represent θx/B of 0.17, 0.35, and 1.05 (Table 1) and used three borings (Figure 3c) for 329 

generating the conditional models. The deformations obtained from the conditional 330 

models, with or without use of site-wide statistics (blue and cyan symbols), are 331 

comparable in magnitude and variability to those obtained with the unconditional models 332 

(red symbols) for all three θx. The ∆set/H for the unconditional models ranged from about 333 

5-17%, from which parent models (green symbols) were selected that had ∆set/H of 6% 334 

(PM3), 13% (PM2), and 17% (PM7). The conditional models based on PM3 gave ∆set/H 335 

of 6-12% (i.e., all greater than obtained with PM3 itself), whereas the conditional models 336 

based on PM7 gave ∆set/H of 5-11% (i.e., all less than obtained with PM7 itself). The 337 

deformations for PM3 and PM7 were at the low and high end of those obtained from the 338 

unconditional realizations, respectively, because of where their larger zones of 339 



denser/looser materials tended to be located relative to the embankment. The conditional 340 

realizations generated from PM3 and PM7 do not recreate the same 341 

advantageous/disadvantageous spatial distributions because the three local borings are 342 

insufficient for accurately constraining the realizations. Instead, the conditional 343 

realizations tend to produce a range of realistic distributions that span from those existing 344 

in the parent model to those represented by the unconditional models. Overall, the results 345 

in Figure 7 do not show obvious benefits from the use of conditional models over 346 

unconditional models, given that there were only three local borings and all three sets of 347 

models are based on the same or similar estimates of the stratum's geostatistical 348 

properties.  349 

Cases with horizontal scales of fluctuation greater than 60 m were not considered 350 

because at that scale, it becomes likely that several borings would encounter similar soil 351 

properties at similar elevations, which may then be represented in the geologic model as a 352 

distinct substratum for purposes of NDAs. For example, an extended zone of looser soil 353 

within an alluvial deposit may be interpreted as a separate subunit as was done for Perris 354 

Dam by URS (2012). This approach of representing larger zones of looser soils as 355 

subunits for purposes of assigning distinctive properties is common in practice. 356 

Impacts of the number of conditional borings 357 

Embankment deformations for analysis groups 5 through 9, corresponding to the 358 

foundation layer being characterized by 1, 2, 3, 5, or 10 borings, respectively, are 359 

compared in Figures 8 (for 1, 2, and 3 borings) and 9 (for 3, 5, and 10 borings). These 360 

analyses are for a 10 m tall embankment, a foundation θx = 20 m (θx /B = 0.35), and the 361 

TCU motion scaled to a PGA of 0.6 g. The different numbers of borings are located as 362 

shown in Figure 3. It is unrealistic to expect ten borings across the footprint of a 10 m tall 363 

embankment, but this case is included as an extreme case for model conditioning. The 364 

variability in normalized deformations for the conditional models, with or without 365 

inclusion of the site-wide statistics, is similar for the cases with 1, 2, or 3 borings 366 

(Figure 8), but does become smaller for the cases with 5 or 10 borings (Figure 9). For the 367 

conditional models based on local borings alone, the use of a single boring produced 368 

mean (N1)60cs values that differed from the true mean of 15 by as much as 3 blows, but 369 

this did not significantly increase the variability in deformations because the error in the 370 



estimate mean was smaller for most of the other realizations. For conditional models 371 

based on more borings, the error in the mean (N1)60cs for various realizations decreased 372 

with increasing number of borings and was generally less than one blow. The conditional 373 

models with 10 borings were relatively accurate in predicting the crest settlements of 374 

their parent models (Figure 9a), but appeared to be biased toward under-predicting their 375 

embankment stretches (Figure 9b). Conditioning on 10 borings appears to have provided 376 

an accurate representation of average foundation properties which are important for 377 

estimating crest settlements (which has a relatively large deformation mechanism), but to 378 

have smeared out local features near the embankment toes which are important for 379 

estimating embankment stretches (with the toe deformations governed by relatively small 380 

deformation mechanisms).  381 

A comparison of the standard deviations in normalized deformations for the 382 

unconditional and conditional models indicates that the conditional models tend to 383 

produce lower standard deviations than their unconditional counterparts for analysis cases 384 

with 5 and 10 borings. The shear strains obtained at the end of shaking for PM5 with 385 

conditional models conditioned to 1, 3 and 10 borings with site-wide statistics is shown 386 

in Figure 10. An examination of the shear strains from conditional models conditioned to 387 

different numbers of borings indicate that both the deformations and the shear strain 388 

patterns approach those of the parent model with an increased number of borings. A large 389 

number of borings is required to adequately condition these models (with θx /B = 0.35) so 390 

that the strain patterns will be similar enough to produce similar displacements as the 391 

parent model.  392 

Embankment deformations for analysis groups 10 through 12, correspond to a 393 

foundation layer with θx = 60 m (giving θx /B = 1.05) and characterized by 1, 3, or 5 394 

borings, respectively, are compared in Figure 11. These analyses are for a 10 m tall 395 

embankment, and the TCU motion scaled to a PGA of 0.6 g. The variability in the 396 

normalized deformations for the conditional models, with or without inclusion of site-397 

wide statistics, decreases slightly as the number of borings increases from 1 to 5, and is 398 

slightly smaller than for the unconditional models when using 5 borings. Conditioning on 399 

5 borings was more beneficial when θx = 60 m (Figure 10) than when θx = 20 m (Figure 400 

9), which is attributed to deformation mechanisms for this embankment (H = 10 m, B = 401 



57 m) being more sensitive to individual looser lenses when θx = 60 m, such that 402 

additional borings to identify such features produced improved estimates of 403 

deformations. For the case with θx = 20 m (giving θx /B = 0.35; Figure 9), deformations 404 

were less sensitive to individual looser lenses because there were more such lenses per 405 

embankment base width, such that the same 5 borings were not as effective in defining 406 

the extent and location of such lenses or in improving deformation estimates.   407 

Embankment deformations for analysis groups 3 and 4 correspond to 25 m tall 408 

embankment with a foundation layer θx = 60 m (giving θx /B = 0.43) and characterized 409 

by 3 or 5 borings respectively. These analyses, which also used the TCU motion scaled to 410 

a PGA of 0.6 g, produced results similar levels of deformation variability to those for the 411 

10 m tall embankment with θx = 20 m and having θx /B = 0.35. 412 

Impacts of the uncertain horizontal scales of fluctuation 413 

Embankment deformations for a set of conditional models based on local borings, but 414 

with imperfect estimates of θx, were performed for conditions that otherwise are based on 415 

those for analysis group 5. These analyses were for a 10 m tall embankment with 3 local 416 

borings and the TCU motion scaled to a PGA of 0.6 g. The parent models were 417 

developed for θx= 20 m, whereas the conditional models based on local borings were 418 

generated using θx of 10 m, 20 m, and 60 m. The deformations and standard deviations of 419 

deformations obtained with these models are consistent with those obtained with 420 

conditional models generated with borings from parent models with θx of 10 m, 20 m, 421 

and 60 m (in Figure 7). This indicates that a similar trend as was shown previously with 422 

perfect knowledge of θx can be produced with uncertainty in θx. 423 

Impacts of ground motions 424 

Embankment deformations for analysis group 5 using the TCU, TAPS, and Mudurnu 425 

motions scaled to a PGA of 0.6 g are compared in Figure 12. These analyses are for a 426 

10 m tall embankment, a foundation θx = 20 m, and 3 local borings. The normalized 427 

deformations with the TCU motion are more than double those for the Murdurnu motion, 428 

which reflects their differences in duration and frequency content. The relative 429 

differences in normalized deformations obtained with conditional versus unconditional 430 

models show no discernable trends with ground motion. These results suggest that the 431 



previous observations regarding the use of conditional versus unconditional models are 432 

not sensitive to individual ground motions. 433 

Accuracy and uncertainty of deformation predictions from conditional models  434 

The average efficiency index is plotted in Figure 13 versus the average absolute error in 435 

normalized deformations relative to the parent model for each set of conditional models 436 

with the 10 m, 25 m, and 45 m embankments. The average efficiency index (Li et al. 437 

2016) is, 438 

 𝐼𝐼𝑎𝑎𝑎𝑎𝑎𝑎 = σln (𝑢𝑢)

σln (𝑐𝑐)
 (eqn. 1) 439 

where σu = standard deviation of the unconditional models and σc = standard deviation of 440 

the conditional models. The average absolute error in normalized deformations is the 441 

average of the absolute errors for each conditional model relative to the parent model, 442 

 𝐷𝐷𝑖𝑖 = |𝑑𝑑𝐶𝐶𝐶𝐶𝐶𝐶−𝑑𝑑𝑃𝑃𝐶𝐶|
𝑑𝑑𝑃𝑃𝐶𝐶

∗ 100 (eqn. 2) 443 

where Di = absolute error for conditional model i relative to its parent model, dCMi = 444 

normalized deformation of conditional model i, and dPM = normalized deformation of the 445 

associated parent model. The different symbols in this figure distinguish between analysis 446 

sets based on the level of knowledge (symbol size), normalized scales of fluctuation 447 

(symbol shape), and number of borings (symbol color).  448 

 The trends in Figure 13 indicate that as the number of borings increases, the average 449 

absolute error decreases and the average efficiency index increases, meaning that the 450 

deformation distribution converges toward the deformations of the parent model with 451 

increased conditioning. For crest settlements (Fig. 13a), the results for 5 and 10 borings 452 

(blue and purple symbols) generally show errors (5-30%) and efficiencies (Iavg of 1-3) 453 

that are better than for 1, 2, or 3 borings (red, yellow, and green symbols, respectively) 454 

where errors are as high as 70% and efficiencies range from about 0.7 to 2.5. For 455 

embankment stretches (Fig. 13b), the results for 5 and 10 borings also show reductions in 456 

the absolute errors relative to 1, 2, or 3 borings, but the improvement is not as significant 457 

and the efficiencies are more variable. There is also a slight trend of increasing Iavg with 458 

increased θx which reflects the larger σln(u) that occurs with larger θx. The Iavg values are 459 

approximately0.2-0.3 for crest settlement and stretch for the 45 m embankment (i.e., θx/B 460 

=0.08) and 0.3-0.6 for crest settlement for the 25 m embankment with θx = 20 m 461 



(i.e., θx/B =0.14). These latter cases correspond to the smallest θx/B considered in these 462 

analyses and suggest the conditional models can be more variable than the unconditional 463 

models when θx/B is less than about 0.14. However, these latter cases have the smallest 464 

σln(u) such that their correspondingly larger σln(c) is still small relative to those obtained for 465 

larger θx/B values (e.g., for the 10 m embankments or for the 25 m embankments with θx 466 

= 60 m) as shown in Fig. 6.  467 

The average efficiency index is plotted in Figure 14 versus the average error in 468 

normalized deformations relative to the parent model for each of set of conditional 469 

models with the 10 m embankment. The different symbols in this figure, as for Figure 13, 470 

distinguish between analysis sets based on the level of knowledge, normalized scales of 471 

fluctuation, and number of borings. The average error in this figure would be zero for a 472 

set of conditional model predictions that are unbiased relative to the parent model. Thus, 473 

the distribution of points with positive and negative average errors illustrate that the 474 

conditional models both over and under predicted the deformations of parent models. The 475 

general trend in this figure, similar to that for Figure 13, indicates that as the number of 476 

borings increases, the average error generally reduces towards zero and the average 477 

efficiency index increases. However, the gains are modest even for conditioning on 5 or 478 

10 borings. There is also a slight trend of increasing Iavg with increased θx which reflects 479 

the larger σln(u) that occurs with larger θx.  480 

The average difference (or error) in normalized deformations relative to the mean of 481 

the corresponding unconditional models for sets of conditional analyses are plotted in 482 

Fig. 15 versus the average error in normalized deformations relative to the parent model. 483 

The different symbols in this figure, like for Figs. 13 and 14, distinguish between analysis 484 

sets based on level of knowledge, normalized scales of fluctuation and number of 485 

borings. For crest settlements (Fig. 15a), the results for conditional models with 1, 2, or 3 486 

borings (red, yellow, and green symbols) tend to have average differences relative to the 487 

mean from the corresponding unconditional models that are smaller than the average 488 

errors relative to the parent models; e.g., the majority of points plot between -30% and 489 

+20% relative to the mean of the unconditional models and between -50% and +70% 490 

relative to the parent models. The crest settlement results for conditional models with 5 or 491 

10 borings (blue and purple symbols) have smaller errors/differences relative to the 492 



parent model (-25% to +15%) than relative to the mean of the corresponding 493 

unconditional models (-30% to +30%). This trend indicates that the crest deformations 494 

tend to converge toward the parent model deformations as the number of borings is 495 

increased, even if the parent model deformations are significantly greater than or smaller 496 

than the mean for the unconditional models.  A similar trend is evident in the results for 497 

embankment stretches (Fig. 15b). Overall, these results suggest that conditioning on a 498 

small number of borings produces results that are similar to those for unconditional 499 

models (given they were generated with similar geostatistical parameters), and that a 500 

large number of borings (e.g., 5 or 10) is needed to significantly reduce potential errors 501 

relative to the parent model (i.e., the true case).  502 

Discussion 503 

The observation that the benefits of conditional models for predicting embankment 504 

deformations depend on the scale of fluctuation relative to the scale of the embankment 505 

(e.g., θx/B) and the number of samples used to condition the model is consistent with 506 

expectations based on prior studies for other types of geotechnical sampling (e.g., 507 

Baecher and Ingra 1981, Fenton and Griffiths 2008, Joint TC205/TC304 Working Group 508 

2017). It is likely that the efficacy of conditional models will be affected to various 509 

degrees by factors not examined herein (e.g., sample spacing in the vertical direction; 510 

sample locations; hydraulic conductivities; reservoir level; stochastic modeling 511 

framework; constitutive models; three-dimensional effects), in addition to those factors 512 

examined in the sensitivity studies (e.g., ground motion characteristics, system 513 

geometries). Precisely quantifying these secondary dependencies and their cross-514 

correlations would take many times more simulations than were possible in the current 515 

study given the computational and manual interpretation demands. Nonetheless, the 516 

trends in the results presented herein are sufficient to demonstrate that the potential 517 

benefits of conditional models for assessing liquefaction effects depend on the expected 518 

deformation mechanisms, scales of an embankment, scales of fluctuation, and number of 519 

samples in the liquefiable strata. 520 

The use of site-wide statistics as an aid in the conditioning of models did not 521 

significantly improve the accuracy of embankment deformation predictions in the present 522 

study, but this observation should not be generalized. The present analyses mostly 523 



assumed that the conditional models based on local borings also had perfect knowledge 524 

of θx, which would only come from a well-informed understanding of the depositional 525 

processes based on a site-wide study. Analyses that included imperfect knowledge of θx 526 

produced similar trends to those obtained with perfect knowledge of θx. Two or more 527 

local borings were generally sufficient for obtaining reasonably accurate estimates of the 528 

mean (N1)60cs, COV, and θy for the foundation layer because the stratum was relatively 529 

thick and it was modeled with stationary properties. In cases where the statistics of the 530 

stratum are not stationary, subdividing the stratum based on the local statistics may 531 

provide a better assessment of potential deformations.  532 

Conditional models were generally more effective at improving deformation 533 

predictions when the horizontal scale of fluctuation was approximately equal to the base 534 

width of the embankment (θx/B ≈ 1).  In this case, a set of three or more borings were 535 

generally more effective at identifying looser zones that were long enough to influence 536 

embankment crest settlements. If a lengthy zone of significantly looser soils is evident in 537 

the borings at a cross-section, they will be reflected in the conditional realizations or, 538 

alternatively, may be deterministically considered as separate substrata in practice.  539 

Characterizing spatial variability in alluvial strata or other types of deposits requires a 540 

detailed geologic model and understanding of site-specific depositional processes. The 541 

geologic model provides a basis for identifying different strata that may have 542 

significantly different stochastic properties (e.g., property distributions or scales of 543 

fluctuation), and thus avoids the potentially obscuring effect of representing two or more 544 

distinctly different strata with one set of geostatistical parameters. The geologic model 545 

also provides a basis for refining site investigation studies, assessing stationarity of soil 546 

properties, evaluating the potential for certain types of geologic features to have been 547 

missed by the site explorations, and constraining estimates of property distribution and 548 

scales of fluctuation beyond what may be estimated using site exploration data alone. In 549 

order for conditional NDAs to be valuable in estimating deformations, their value is 550 

contingent on the geologic model and site investigation data being reasonably accurate. 551 

Conclusions 552 

Two-dimensional NDAs of hypothetical embankment dams on spatially variable 553 

liquefiable foundation layers were used to evaluate the utility of representing the 554 



foundation layer with random fields conditioned on different levels of site 555 

characterization information. Parent models representing a "true" foundation condition 556 

were generated using unconditional random fields of (N1)60cs values for given sets of site-557 

wide geostatistical properties. Different levels of site characterization were represented 558 

by combining different numbers of local borings (i.e., columns of data from the parent 559 

model) with optional constraints on the geostatistical properties that might come from the 560 

site-wide explorations and geologic studies. NDAs were performed for the parent model 561 

(which represents perfect knowledge of soil conditions at a given cross-section) and sets 562 

of realizations conditioned on the local borings with or without knowledge of the site-563 

wide statistics. Embankment deformations obtained for the conditioned realizations are 564 

compared to those for the parent model to evaluate the relative impacts of increasing 565 

levels of site characterization on the accuracy of deformation predictions. The key 566 

assumption is that factors that impact results from an NDA model with an unconditional 567 

random field representing the (N1)60cs values in the foundation alluvium will have 568 

approximately equal impacts on results from an NDA model with all other aspects the 569 

same except for the conditioning of the random field.  At the same time, it is unlikely that 570 

any quantitative evaluation of potential reductions in bias or dispersion through the use of 571 

conditional realizations can be generalized for application in practice, as the dispersion in 572 

deformations is itself significantly affected the nature and distributions of properties in 573 

the embankment and foundation and the nature of the loading. The number of realizations 574 

and ground motions presented in the following sections are therefore considered 575 

sufficient, for comparative purposes, to qualitatively identify whether there was a marked 576 

reduction in the variability of calculated deformations. 577 

The potential benefits of conditioning stochastic realizations on borings at a specific 578 

cross-section of a water-retention embankment were not very strong, although these 579 

observations should not be generalized outside the limited range of conditions examined 580 

herein. The conditioning of stochastic realizations using only 1, 2 or 3 borings for the 12-581 

m thick foundation layer, with or without inclusion of site-wide geostatistical 582 

information, produced crest settlements and overall embankment stretches (sum of 583 

outward toe displacements) in 10 m, 25 m, and 45 m tall embankments that were similar 584 

to those obtained for unconditional stochastic realizations models generated with similar 585 



geostatistical parameters. Conditioning using only 1, 2, or 3 borings did not substantially 586 

improve predictions of the true parent model's deformations, particularly for more 587 

localized deformations near the embankment toes. Improvements in accuracy and 588 

efficiency for predicting the true parent model's deformations were obtained when the 589 

stochastic realizations for the foundation of a 10 m tall embankment were conditioned on 590 

5 or 10 borings, with the greatest improvements in efficiency generally coming from 591 

cases with θx/B ≈ 1. However, the benefits were modest given that this number of borings 592 

near a single cross-section is unlikely for this size embankment. These observations are 593 

generally consistent with findings regarding the use of conditional models for other 594 

geotechnical applications, as summarized in Joint TC205/TC304 Working Group (2017) 595 

and Liu et al. (2017), and provide insights on the benefits and limitations of conditional 596 

stochastic modeling for NDAs of levees or embankment dams on liquefiable soils. 597 

A primary benefit of additional exploration work is supporting development of an 598 

accurate geologic model and reducing the potential for missing key features that could 599 

lead to significant bias in NDA results. In the present study, the incremental benefits of 600 

additional borings (within practical limitations) were generally small when comparing 601 

deformation results from unconditioned and conditioned models, but these results are for 602 

situations where the primary features of the alluvial layer were reasonably well 603 

constrained. In practice, detailed explorations and an accurate geologic model are 604 

essential for assessing liquefaction effects on embankments and other infrastructure, as 605 

they provides a basis to identify distinctly different strata, assess the possibility that 606 

important geologic features have been missed, assess the potential stationarity of soil 607 

properties, and constrain estimates of soil property distributions, whether stochastic 608 

modeling tools are used or not.  609 
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Table 1: Properties for embankment analysis groups. Each analysis group uses three 690 
parent models and two knowledge classifications.  691 

Analysis 
group 

Embankment  
height, H 

(m) 

Embankment 
base length, B 

(m) 

Horizontal scale 
of fluctuation, θx 

(m) 

Normalized scale 
of fluctuation,  

θx/B 

Number of 
borings,  

Nb 
1 45 249 20 0.08 3 
2 25 138 20 0.14 3 
3 25 138 60 0.43 3 
4 25 138 60 0.43 5 
5 10 57 20 0.35 3 
6 10 57 20 0.35 2 
7 10 57 20 0.35 1 
8 10 57 20 0.35 5 
9 10 57 20 0.35 10 
10 10 57 60 1.05 5 
11 10 57 60 1.05 3 
12 10 57 60 1.05 1 
13 10 57 10 0.17 3 
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 693 
 694 
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 696 
Figure 1. Embankment models with foundation layer realizations conditioned on three 697 
local borings: (a) 45 m high embankment, (b) 25 m high embankment, (c) 10 m high 698 
embankment, and (d) parent model for the liquefiable foundation layer.  699 



 700 
Figure 2. A 10 m tall embankment on foundation layer realizations conditioned to (a) 1 701 
boring, (b) 2 borings, (c) 3 borings, (d) 5 borings and, (e) 10 borings. 702 

 703 
 704 
 705 



 706 

 707 
Figure 3. Profiles of SPT values for a 10 m tall embankment on three foundation layer 708 
realizations that were conditioned based on two local borings and site-wide statistics. 709 

 710 

 711 
Figure 4: Analysis cases for analysis group 1. 712 



 713 
Figure 5: (a) Acceleration time series and (b) normalized spectra for input motions (After 714 
Boulanger and Montgomery 2016). 715 

 716 
 717 



 718 
Figure 6: (a) Normalized crest settlements, (b) Normalized embankment stretches, (c) 719 
standard deviations of ln(normalized crest settlements (%)) and (d) standard deviations of 720 
ln(normalized embankment stretches (%)) for the 45 m, 25 m and 10 m embankment 721 
models subjected to the TCU motion scaled to a PGA of 0.6 g with unconditional and 722 
conditional realizations of alluvial (N1)60cs. 723 



 724 
Figure 7: (a) Normalized crest settlements, (b) Normalized embankment stretches, (c) 725 
standard deviations of ln(normalized crest settlements (%)) and (d) standard deviations of 726 
ln(normalized embankment stretches (%)) for the 10 m embankment models subjected to 727 
the TCU motion scaled to a PGA of 0.6 g with unconditional and conditional realizations 728 
of alluvial (N1)60cs with various horizontal scales of fluctuation. 729 



 730 
Figure 8: (a) Normalized crest settlements, (b) Normalized embankment stretches, (c) 731 
standard deviations of ln(normalized crest settlements (%)) and (d) standard deviations of 732 
ln(normalized embankment stretches (%)) for the 10 m embankment models subjected to 733 
the TCU motion scaled to a PGA of 0.6 g with unconditional and conditional realizations 734 
of alluvial (N1)60cs with various numbers of conditional borings. 735 
 736 



 737 
Figure 9: (a) Normalized crest settlements, (b) Normalized embankment stretches, (c) 738 
standard deviations of ln(normalized crest settlements (%)) and (d) standard deviations of 739 
ln(normalized embankment stretches (%)) for the 10 m embankment models subjected to 740 
the TCU motion scaled to a PGA of 0.6 g with unconditional and conditional realizations 741 
of alluvial (N1)60cs with various numbers of conditional borings. 742 



 743 
Figure 10: Shear strains from (a) Parent Model 5, (b) site wide statistics and 1 conditional 744 
boring, (b) site wide statistics and 3 conditional borings, (b) site wide statistics and 10 745 
conditional borings for the 10 m embankment subjected to the TCU motion with a PGA 746 
of 0.6 g. The locations of conditional borings can be seen in Figure 2.  747 
 748 



 749 
Figure 11: (a) Normalized crest settlements, (b) Normalized embankment stretches, (c) 750 
standard deviations of ln(normalized crest settlements (%)) and (d) standard deviations of 751 
ln(normalized embankment stretches (%)) for the 10 m embankment models subjected to 752 
the TCU motion scaled to a PGA of 0.6 g with unconditional and conditional realizations 753 
of alluvial (N1)60cs with various numbers of borings per horizontal scale of fluctuation. 754 



 755 
Figure 12: (a) Normalized crest settlements, (b) Normalized embankment stretches, (c) 756 
standard deviations of ln(normalized crest settlements (%)) and (d) standard deviations of 757 
ln(normalized embankment stretches (%)) for the 10 m embankment models with 758 
uniform, unconditional and conditional realizations of alluvial (N1)60cs for different 759 
ground motions scaled to a PGA of 0.6 g. 760 
 761 
  762 



 763 
Figure 13: Average efficiency index for sets of conditional analyses plotted against the 764 
average absolute error in normalized deformations relative to the parent model for (a) 765 
normalized settlements and, (b) normalized stretches.  766 
 767 

 768 
Figure 14: Average efficiency index for sets of conditional analyses plotted against the 769 
average error in normalized deformations relative to the parent model for (a) normalized 770 
settlements and, (b) normalized stretches.  771 



 772 
Figure 15: The average difference in normalized deformations relative to the mean for the 773 
unconditional models for sets of conditional analyses plotted against the average error in 774 
normalized deformations relative to the parent model for (a) normalized settlements and, 775 
(b) normalized stretches.  776 




