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Abstract:  The Causal Roadmap outlines a systematic approach to 
asking and answering questions of cause and effect: define the quan-
tity of interest, evaluate needed assumptions, conduct statistical esti-
mation, and carefully interpret results. To protect research integrity, 
it is essential that the algorithm for statistical estimation and infer-
ence be prespecified prior to conducting any effectiveness analyses. 
However, it is often unclear which algorithm will perform optimally 
for the real-data application. Instead, there is a temptation to simply 
implement one’s favorite algorithm, recycling prior code or relying 
on the default settings of a computing package. Here, we call for the 
use of simulations that realistically reflect the application, includ-
ing key characteristics such as strong confounding and dependent or 
missing outcomes, to objectively compare candidate estimators and 
facilitate full specification of the statistical analysis plan. Such sim-
ulations are informed by the Causal Roadmap and conducted after 
data collection but prior to effect estimation. We illustrate with two 
worked examples. First, in an observational longitudinal study, we 
use outcome-blind simulations to inform nuisance parameter estima-
tion and variance estimation for longitudinal targeted minimum loss-
based estimation. Second, in a cluster randomized trial with missing 
outcomes, we use treatment-blind simulations to examine type-I 
error control in two-stage targeted minimum loss-based estimation. 
In both examples, realistic simulations empower us to prespecify an 
estimation approach with strong expected finite sample performance, 
and also produce quality-controlled computing code for the actual 
analysis. Together, this process helps to improve the rigor and repro-
ducibility of our research.

Keywords: Causal inference; Causal Roadmap; Prespecification; 
Real-world data; Simulations; TMLE

(Epidemiology 2024;35: 791–800)

Formal frameworks for causal and statistical inference can 
help researchers to clearly structure and understand the 

links between their research question, causal model, data, 
statistical estimation, and results interpretation. Examples of 
such frameworks include the Causal Roadmap and target trial 
emulation.1–3 Recent commentaries on epidemiologic train-
ing have highlighted the role of such frameworks in asking 
thoughtful and feasible study questions, particularly amid a 
proliferation of novel analytic methods that may aid or distract 
from answering that question.4,5 Even after we have specified 
a well-defined and relevant question, there are many steps to 
setting up the analysis to answer it. For example, the remain-
ing steps of the Causal Roadmap (hereafter, “the Roadmap”) 
are to: (2) specify a causal model reflecting background 
knowledge and uncertainties; (3) define the causal effect of 
interest; (4) describe the data available to answer the ques-
tion; (5) assess identifiability; (6) select a statistical model and 
estimand; (7) estimate and obtain inference, and (8) interpret 
results.

Roadmap steps one to six set up a statistical estima-
tion problem, reflecting our research question and the real-
world challenges of the data. Specifically, the Roadmap 
leads us to a well-defined statistical estimand, which is a 
function of the observed data distribution, and a realistic 
statistical model. (Formally, the statistical model is the 
set of all possible observed data distributions.2) However, 
the Roadmap does not tell us which algorithm to apply for 
estimation and inference. While an algorithm’s theoretical 
properties can narrow the scope of possibilities, it is often 
unclear a priori which approach will perform best in the 
real-data application. Instead, there is a tendency to simply 
apply one’s preferred algorithm, using the default settings 
of a computing package or recycling prior code. Likewise, 
there is a temptation to try several implementations and 
pick the implementation that yields the most favorable or 
logical result. As detailed below, we advocate for the use 
of realistic simulations to objectively select the algorithm 
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for estimation and inference and prespecify the statistical 
analysis plan.

The statistical analysis plan delineates key features of 
the real-data analysis, including the target population, pri-
mary outcome, exposure conditions, causal effect of interest, 
approaches to handling potential inferential threats (e.g., con-
founding and missing data), statistical estimand, primary/sec-
ondary analyses, and sensitivity analyses. While many of these 
features follow from earlier steps of the Roadmap, the statis-
tical analysis plan requires us to state the precise implemen-
tation of the estimator, including approaches for estimating 
nuisance parameters and approaches for obtaining inference. 
(Nuisance parameters are quantities needed to evaluate the 
statistical estimand, but are not the estimand itself.) Full pre-
specification requires more than simply stating the statistical 
estimand (e.g., the longitudinal G-computation formula) and 
the general class of estimators (e.g., targeted minimum loss-
based estimation [TMLE]). Indeed, the process of prespeci-
fying a statistical analysis plan requires us to think critically 
about different estimation and inferential strategies as well as 
their expected performance before running any analyses to 
assess causality. As a result, prespecification of the statistical 
analysis plan helps improve transparency and protect against 
ad hoc analyses, which can lead to a “fishing expedition” to 
find the most promising results and inflated type-I error rates.

Regulatory and funding agencies typically require the 
statistical analysis plan to be prespecified prior to conduct-
ing effectiveness analyses in randomized trials.6–9 There is 
also a growing movement to improve the reproducibility and 
transparency of observational studies through rigorous plan-
ning and reporting.10–13 Mathur and Fox14 provide an excel-
lent review of the principles and practices to improve open 
and reproducible research in epidemiology; in particular, they 
highlight preregistration of statistical analysis plans for obser-
vational studies and code sharing. Notably, Gruber et al.15 dis-
cuss how the Roadmap for Targeted Learning can inform the 
development of statistical analysis plans. Here, we build on 
this work by providing guidance and context on how to select 
the approach for statistical estimation and inference for the 
real-data application.

Our goal is to describe how finite sample simulations, 
informed by the Roadmap and reflecting the real-data appli-
cation, can be used to objectively compare estimation strate-
gies and develop a completely prespecified statistical analysis 
plan. For demonstration, we provide two worked examples: 
(1) an observational study with a time-varying exposure and 
censoring and (2) a randomized trial with missing and depen-
dent outcomes. We also highlight how this approach naturally 
leads to fully prespecified and quality-checked computing 
code. Thus, our approach has the potential to improve the 
transparency, reproducibility, and rigor of our analyses aiming 
to evaluate causal effects.

Our presentation assumes familiarity with founda-
tional concepts in causal and statistical inference (e.g., causal 

models, identifiability assumptions, and the G-computation 
formula). For a review of these concepts and an introduction 
to the Causal Roadmap, we refer to Petersen and van der Laan1 
and Dang et al.16 An overview of the Roadmap for the running 
examples is provided in Table 1. Indeed, our worked exam-
ples are inspired by real studies and are inherently complex, 
highlighting the real-world challenges that commonly arise 
when aiming to infer causality. The remainder of the article 
is organized as follows. First, we outline how simulations are 
used in epidemiology. Then, we demonstrate the utility of 
the Roadmap in setting up the statistical estimation problem 
and designing the simulation study. Next, we describe how to 
conduct simulations for estimator selection in real-data appli-
cations; specifically, we discuss the prespecification of the 
candidate estimators, data-generating process, performance 
metrics, and selection scheme. Finally, we describe the con-
sequences of our approach to improve research transparency 
and reproducibility.

ON SIMULATIONS IN EPIDEMIOLOGY
Simulation studies are widely applied in methodologic 

research to evaluate the finite sample properties of existing 
and recently developed estimators.23 Since the true value of 
the target parameter is known, simulations enable us to calcu-
late performance metrics, such as bias and confidence interval 
coverage. For example, the well-known Kang and Schafer cen-
sored data simulations revealed the instability of estimating 
equation-based methods under data sparsity and inspired sus-
picion of doubly robust approaches.24 Subsequent replication 
of these simulations has highlighted the potential for doubly 
robust, substitution estimators (e.g., TMLE and collaborative 
TMLE) to overcome these challenges.25 More recently, sim-
ulations have been used to illustrate the potential advantages 
and perils of using machine learning in analyses seeking to 
infer causality.26–28

Beyond methods evaluation, epidemiology uses simu-
lations in several other settings. Examples include teaching 
epidemiologic concepts, evaluating study designs, forecast-
ing disease trajectories, agent-based modeling, addressing 
transportability, and data pooling.29–35 Prior to data collection, 
simulation studies are commonly implemented to inform the 
design randomized trials, including power calculations.36–38 
Following data collection and after-effect estimation, simula-
tions are also applied in sensitivity analyses, including quanti-
tative bias analysis.39,40 However, to the best of our knowledge, 
there are few published examples of using simulations in 
the principled comparison and selection of estimators for a 
real-data analysis after data have been collected but before 
any effectiveness analyses are conducted. Some exceptions 
include the use of outcome-blind simulations to select the pri-
mary analysis in a SMART trial, to evaluate propensity score 
estimators within TMLE in a drug safety monitoring study, 
and to compare estimators for longitudinal effects with regis-
try data.41–43
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A pertinent commentary in the British Medical Journal 
called for the broader use of simulations to inform applied 
data analyses, but also recognized that the implementation and 
reporting of such studies is the subject of continued debate.44 
We aim to help address these and other issues by guiding 
researchers on the use simulations, informed by the Roadmap 
and reflecting the real-data application, to aid in the develop-
ment and full prespecification of the statistical analysis plan 
and corresponding computing code.

DEFINING THE ESTIMATION PROBLEM WITH 
THE CAUSAL ROADMAP

As illustrated in Table 1, the first six steps of the 
Roadmap setup the statistical estimation problem, which is 
defined by the statistical estimand and the statistical model.1 
Of course, one could specify these elements without the 
Roadmap. In our experience, however, applying the Roadmap 
has several strengths relative to other frameworks and the 
following benefits.5 Among others, the Roadmap helps clar-
ify the research goals, highlight potential inferential threats, 
specify the handling of events occurring after the initial expo-
sure or treatment, and facilitate transparent discussions about 
the plausibility of assumptions. Perhaps most crucially, the 
Roadmap leads to a statistical estimand reflecting our original 
research question as well as the real-world challenges in the 
data. In other words, even if the identifiability assumptions do 
not hold, the Roadmap guides us to statistical estimand com-
ing as close as possible to the wished-for effect. (The size of 
the “causal gap” can be formally explored in sensitivity anal-
yses and is taken into account during interpretation.5) In most 
cases, our statistical estimand is a complicated function of 
the observed data distribution and not equal to a single coef-
ficient in a parametric regression. This complexity is needed 
to generate the most appropriate answer to our research ques-
tion and often precludes the use of more traditional statisti-
cal approaches. Equally important, the Roadmap highlights 
that we rarely have the knowledge to support functional form 
assumptions, beyond treatment randomization in a trial. 
Instead, our statistical model is often nonparametric or semi-
parametric, and we need to harness machine learning during 
estimation to avoid unsubstantiated assumptions.

As a concrete example, consider a study aiming to 
evaluate the effect of a time-varying and nonrandomized 
exposure: sustained use of sodium-glucose cotransporter 
2 (SGLT2) inhibitors on the onset of renal disease among 
patients with diabetes. As shown in Table 1, application of 
the Roadmap highlights the potential for bias and mislead-
ing inference due to confounding, censoring, and practical 
violations of the positivity assumption, occurring when there 
is insufficient variability in the exposure within confounder 
strata.45,46 These inferential threats can be particularly fraught 
in settings with longitudinal exposures; the longer follow-up 
time, the more potential there is for time-dependent confound-
ing, right-censoring, and lower support for the longitudinal 

exposures of interest. Given these challenges, the Roadmap 
leads to a complex statistical estimand: a contrast of the 
iterated conditional expectation expression of the longitudi-
nal G-computation formula (eAppendix A; http://links.lww.
com/EDE/C169).18,19 Importantly, the Roadmap also leads 
to a nonparametric statistical model without functional form 
assumptions. Altogether, the Roadmap narrows the scope of pos-
sible estimators to algorithms that can handle time-dependent  
confounding, right-censoring, and poor data support as well 
as harness machine learning to avoid unsubstantiated model-
ing assumptions. For this setting, common approaches include 
singly robust estimators, such as inverse probability weighting 
and G-computation, as well as doubly robust alternatives, such 
as augmented inverse probability weighting and TMLE.2,18,47–

49 Each has statistical properties that may lend themselves (or 
not) to a specific analysis. As described below, we can use 
simulations, informed by the Roadmap, to choose the estima-
tor expected to perform best in the actual analysis.

As a second example, consider the SEARCH-Youth 
study, a cluster randomized trial to evaluate the effect of a mul-
ticomponent intervention on viral suppression among youth 
with HIV in East Africa.17 As shown in Table 1, the Roadmap 
highlights the impacts of randomizing the treatment to health 
clinics (instead of individuals) and missing data. Specifically, 
each Roadmap step reflects the dependence between partici-
pants within clinics and the potential biases from the missing 
data, equivalent to time-dependent confounding. Again, the 
Roadmap leads to a complex statistical estimand: a contrast of 
clinical-level summary measures, each accounting for base-
line and postbaseline causes of measurement and outcomes 
(eAppendix B; http://links.lww.com/EDE/C169).20,50,51 The 
Roadmap also leads us to a semiparametric statistical model, 
only reflecting our knowledge of treatment randomization. 
Here, the Roadmap narrows the set of possible estimators to 
those that flexibly handle dependent and missing data, spe-
cifically, approaches allowing the missingness mechanism to 
vary by cluster.20 In two-stage TMLE, for example, we first 
estimate a summary measure accounting for missing data in 
cluster separately and then evaluate the intervention effect on 
those cluster-level summaries. Additionally, as common in 
cluster randomized trials,52 few clinics were randomized, spe-
cifically 28, in SEARCH-Youth. Therefore, we also need an 
estimation and inferential approach that performs well with 
few independent units. Again, simulations can aid in the for-
mal evaluation of alternatives and prespecification of the pri-
mary analysis.

SIMULATIONS TO INFORM THE REAL-DATA 
ANALYSIS

We now detail how simulations, informed by the 
Roadmap and reflecting the real-data application, can aid 
in objectively selecting and appropriately implementing the 
estimation and inferential approach expected to perform best 
in the real-data analysis. To do so, we need to prespecify the 
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candidate estimators, data-generating process for the simula-
tions, performance metrics, and selection process.

Choosing the Candidate Estimators
It is essential to choose candidates targeting the statisti-

cal estimand of interest. This may seem obvious, but without 
careful consideration, we could end up comparing estimators 
of marginal versus conditional effects, especially in hierarchi-
cal data settings.22,50,53,54 As previously discussed, following 
the Roadmap narrows the set of candidate algorithms to those 
targeting the statistical estimand. This set can further be nar-
rowed by considering the asymptotic properties of the estima-
tors (e.g., efficiency, double robustness). Even if we settle on a 
single class of estimators, such as TMLE, there are still many 
decisions before the statistical analysis plan is fully specified.

We must decide how to estimate nuisance parameters. 
In doubly robust estimators, for example, nuisance parameters 
typically include the outcome regressions (i.e., the conditional 
expectation of the outcome given past exposure/measure-
ment and covariates) and propensity scores (i.e., the condi-
tional probability of exposure/measurement given the past). 
To respect our statistical model, machine learning is often 
required for flexible, data-adaptive estimation of nuisance 
parameters. However, the application of machine learning 
requires additional choices. For example, in the ensemble algo-
rithm Super Learner, we need to specify the candidate learn-
ers (including their tuning parameters), the cross-validation  
scheme, and the loss function.55,56 After obtaining initial esti-
mates of the nuisance parameters, there may be additional 
decisions. For example, with practical positivity violations, we 
can decide to truncate the estimated propensity scores at vari-
ous levels.45,57 Finally, there are a variety of options for statis-
tical inference. For TMLE, for example, some approaches for 
variance estimation are the nonparametric bootstrap, standard 
or cross-validated estimates of influence curve, plug-in esti-
mation of the variance, or other doubly robust options.2,21,58–60

For our running examples, Table 2 provides an overview 
of the candidate approaches that were prespecified for objec-
tive comparison in simulations. In the observational study, the 
candidate algorithms were longitudinal TMLE with various 
implementations. For nuisance parameter estimation, Super 
Learner with and without covariate screening and bounded or 
unbounded estimates of the propensity score were considered. 
For statistical inference, candidates included Wald-Type 95% 
confidence intervals with variance estimated by the influence 
curve or the nonparametric bootstrap. For the cluster random-
ized trial, we limited the candidate algorithms to two-stage 
TMLE with the following specifications. For estimation of 
the cluster-level endpoints accounting for missing outcomes, 
candidates were TMLE using Super Learner, TMLE using 
parametric regressions, and the empirical mean among those 
measured. For estimation of the intervention effect, candidates 
were TMLE with various approaches to covariate adjust-
ment for precision gains.58,61 Finally, candidates for variance 

estimation included standard or cross-validated estimates 
of the influence curve. We now discuss how to define the 
data-generating process for the simulation to formally evalu-
ate the performance of these candidates.

Defining the Data Generation Process for the 
Simulation

Thus far, the Roadmap has aided in defining the sta-
tistical estimation problem and specifying the set of candi-
date algorithms for estimation and inference. Simulations 
reflecting the real-data application can facilitate objective 
comparison and selection between these candidates if we 
choose a data-generating process that is close to the real 
one. Concretely, the application of the Roadmap high-
lighted several potential biases and inferential threats in the 
running examples (Table 1). For the observational study, 
we need to design a simulation with, at minimum, the same 
exposure/confounder/censoring structure and, therefore, 
the same practical positivity challenges as the real data. For 
the randomized trial, we need to design a simulation with, 
at minimum, the same number of clusters, a similar distri-
bution of participants per cluster, and a plausible missing 
data mechanism as the real data. Given these specifications, 
several options exist.

Monte Carlo simulations, where we repeatedly sample 
from a known data-generating process, are common and tradi-
tionally employ parametric models for data generation.63 Such 
parametric models often fail to reflect the complexities of the 
real data, especially in longitudinal or clustered data settings. 
Considering the limitations of fully parametric simulations, 
plasmode simulations have gained popularity and may be par-
ticularly useful for our focus: estimator selection after data 
have been collected but before effect estimation. Plasmode 
simulations, as defined here, encompass a range of semipara-
metric methods that sample partially from the empirical data 
distribution, while allowing for some user specification.45,64

There are various types of plasmode simulations. In 
“outcome-blind” plasmode simulations, we preserve the rela-
tionships between the baseline covariates, while simulating 
the outcome (and other variables) through parametric or semi-
parametric methods.41,42,65,66 In these simulations, the value of 
the (simulated) effect is known, but we remain blinded to the 
true exposure–outcome relationship. As described in Table 2 
and eAppendix A; http://links.lww.com/EDE/C169, outcome- 
blind simulations were conducted in the observational study 
by resampling the baseline covariates from the empirical 
distribution and then applying highly adaptive least absolute 
shrinkage and selection operator to simulate the longitudinal 
exposures, censoring, time-varying covariates, and outcome.67 
This approach preserves the complex relationships between 
baseline covariates while generating the remaining variables 
to reflect challenges in the real-data application (e.g., poor 
data support due to the rare exposure, long-term follow-up, 
and strong confounding).
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“Treatment-blind” simulations are another plasmode 
simulation technique where the covariate-outcome data are 
preserved but the treatment indicator is randomly permuted.61 
As detailed below, treatment-blind simulations are particu-
larly relevant for evaluating type-I error control, because the 
null hypothesis is true by design. As outlined in Table 2 and 
eAppendix B; http://links.lww.com/EDE/C169, such simu-
lations were implemented in the trial example by randomly 
shuffling the treatment indicator and imposing missingness on 
outcomes through a measurement indicator, which was gen-
erated by an independent statistician and as a function of the 
baseline cluster-level and individual-level covariates, the per-
muted treatment indicator, and time-varying covariates. This 
simulation approach preserves the covariates and underlying 
outcomes, while facilitating a rigorous comparison of alterna-
tive approaches and their potential to reduce bias due to differ-
ential outcome measurement and improve efficiency through 
covariate adjustment, as described next.

Specifying the Performance Metrics and 
Selection Approach

Once we have the set of candidate estimators and 
data-generating process for the simulations, we need to pre-
specify the performance metrics and process to objectively 
compare the candidates. In Table 3, we review some common 
metrics, such as the bias and variance of the point estimates 
as well as 95% confidence interval coverage (i.e., the propor-
tion of calculated confidence intervals that contain the true 
effect). To compare estimators in a way that is agnostic to the 
variance estimator and evaluate the extent to which an estima-
tor’s bias is negligible, we can use “Oracle coverage,” where 
the 95% confidence intervals are calculated using the variance 
of the point estimates across the simulation iterations, instead 
of the estimated variance. In simulations to inform random-
ized trials, common metrics include statistical power (i.e., the 
proportion of times the false null hypothesis is rejected) and 
type-I error control (i.e., the proportion of times the true null 
hypothesis is rejected). We may additionally be interested in 
estimating the potential savings in sample size to achieve the 
same power.61,65,68 Finally, we prespecify the selection process 
for objectively choosing the best-performing candidate and, 
thereby, the primary analytic approach.

For the running examples, Table 2 provides the perfor-
mance metrics, selection process, and final estimator. In both 
studies, selection was a two-step process, implemented in 
R, and with 1000 simulation iterations. In the observational 
study, the optimal approach for nuisance parameter estima-
tion was first selected to minimize the empirical variance but 
preserve Oracle coverage. Then given this choice, the optimal 
approach for inference was selected to minimize the variance 
estimate but preserve 95% confidence interval coverage. In 
the randomized trial, the optimal approach for estimating the 
cluster-level endpoints accounting for missing outcomes was 
based on attaining nominal confidence interval coverage for TA
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those endpoints and type-I error control for the intervention 
effect. Then given this choice, the optimal approach for esti-
mation and inference for the intervention effect was selected 
to maximize precision without sacrificing type-I error. 
Estimation approaches with good, but not optimal, perfor-
mance were then prespecified as sensitivity analyses.

FOSTERING TRANSPARENT AND 
REPRODUCIBLE RESEARCH

Informed by the Roadmap, we have conducted a simula-
tion study, reflecting the real-data application and facilitating 
objective comparison of various approaches for estimation 
and inference. Specifically, we prespecified our candidates, 
the data-generating process, the performance measures, and 
the selection scheme. With this simulation study, we have a 
responsible and “hands-off” approach to selecting the best 
estimator and, thus, the primary analytic approach for our 
real-data application. The corresponding statistical analysis 
plans for the running examples are given in the eAppendices; 
http://links.lww.com/EDE/C169 and include the design and 
results of the simulation study. As illustrated in Table 1, the 
interpretation of the study results must account for the sta-
tistical assumptions of the selected estimator as well as the 
plausibility of the identifiability assumptions. Altogether, our 
approach facilitates objective selection and implementation of 
the best analysis to answer our research question, while pro-
tecting research integrity by ensuring we remain blinded to 
the true causal effect. Importantly, our approach is in line with 
regulatory guidelines to update the statistical analysis plan 
based on a blinded review of the data.6

Our proposed process has several consequences for 
improving research transparency and reproducibility. First, 
the simulation leads to a fully prespecified statistical analy-
sis plan, where analytic decisions are clearly stated and can 
be critically evaluated. Second, conducting the simulation 
requires implementing all candidate estimators in computing 
code. Thus, these simulations serve as an invaluable tool for 
debugging code and identifying potential issues (e.g., lack of 
convergence due to rare outcomes) that may arise in the real-
data application. Uploading the computing code and results 
from both the simulation study and real-data analysis to an 
online repository, such as GitHub, and including detailed 
explanations through a markup language further improve 
reproducibility, trust, and open science.

DISCUSSION
For real-data analyses, we have outlined how simula-

tions can guide the objective selection of the optimal approach 
for estimation and inference and, thus, full prespecification 
of the statistical analysis plan. Anchored on the Roadmap, 
these simulations are designed with our research question at 
the forefront and to explore the primary concerns of the real-
data application. The results of the simulation may ultimately 
reveal that it is not feasible to reliably estimate the statistical 

estimand of interest. In such cases, we may need to return to 
the early steps of the Roadmap and modify the research ques-
tion and causal estimand to accommodate the limitations in 
the real data.45

Further guidance is needed, and our presentation has 
limitations. First, we focused on plasmode simulations and 
did not cover alternative approaches, which might be needed 
if the real data are not available or only partially available. 
Additionally, we emphasized the need to emulate the real 
data closely but did not discuss how to assess the quality of 
the emulation. It is worth noting that creating simulated data 
that are “too close” to the true distribution can inspire fears 
of data “snooping”;69 prespecification and code sharing can 
help alleviate these fears. Third, our presentation did not 
cover practical implementation, such as how to vary simu-
lation parameters, determine the number of iterations, and 
parallelize; we refer to Morris et al.23 for an excellent over-
view of these and other considerations. Additional practical 
details on the projects inspiring our running examples are 
available in Nance et al.43 and Balzer et al.70 Fourth, while 
our worked examples incorporated common challenges, 
including confounding, dependence, and missing data, they 
did not cover other concerns such as generalizability, trans-
portability, and partial identification in detail.71–75 Finally, 
we have presented a two-step process for estimator selection 
and implementation: (1) conduct a realistic simulation study 
to objectively compare prespecified estimators according to 
prespecified metrics and (2) implement the optimal esti-
mator (as defined by the simulation study) for the real-data 
analysis. Alternative approaches, such as auto-TMLE, are 
being developed to dynamically evaluate estimators in sim-
ulations and implement the optimal estimator in a single 
step.76,77

Altogether, we believe simulations, anchored on the 
Roadmap, are an indispensable and underutilized tool for the 
objective comparison of approaches for estimation and infer-
ence in real-data applications. They are a crucial alternative 
to the status quo: naively applying a preferred algorithm or 
trying several algorithms and selecting the “best” in an ad hoc 
manner. Instead, our approach provides a formal framework 
for comparative assessment of alternative strategies for esti-
mation and inference, prespecification of the corresponding 
statistical analysis plan, and generating quality-controlled 
computing code. Our approach strives to improve the trans-
parency, rigor, and reproducibility of real-data analyses in epi-
demiology and beyond.
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