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Abstract

Experimental and Computational Exploration of Structure-Property Relationships in

Perovskite-Derived Functional Materials

by

Emily Elizabeth Morgan

Over the past 100 years, the perovskite structure-type has become ubiquitous in ma-

terials science. Although the conventional perovskite structure is simple, it can ac-

commodate many different combinations of ions, producing a wide range of functional

materials. Additionally, even ions that cannot form a conventional perovskite can form

perovskite-derived structures such as 2D layered perovskites, double perovskites, or

ordered-vacancy perovskites. In order to tailor these materials to specific applications,

it is critical to develop an understanding of how the chemical makeup and crystal struc-

tures of these materials impact their properties. Additionally, the role of different syn-

thetic approaches cannot be overlooked. In this work, I will discuss work connecting

structure with properties in several perovskite-derived systems, with a focus on three

different applications. Specifically, I will emphasize the use of both experimental and

computational techniques to understand the specific origins of the material properties

of interest.

First, I will discuss a series of compounds with the overall formula Cs3Bi2(Cl1−xIx)9.

Interestingly, the compositions with a mixture of Cl and I take on a 2D ordered-vacancy

perovskite structure which is distinct from the structures formed by the end members.

Additionally, when synthesizing these compounds by solution-process methods, the

products are unexpectedly iodine-rich compared to the initial stoichiometry of the re-

ix



action. The origin of the driving force for I incorporation and effect on optoelectronic

properties was studied by experiment and computation, and appears to be closely con-

nected to the formation of the 2D structure-type.

Next, I introduce vacancy-ordered perovskite structures based on W and Mo. First,

I discuss the air-free and anhydrous synthesis and characterization of compounds with

the composition A2WCl6. These compounds show unusual temperature-dependent

magnetism which suggests a need for a better theoretical understanding of d2 mag-

netic ions. Additionally, I compare my materials with those reported in the literature

which were synthesized by hydrothermal methods. The hydrothermal compounds have

the formula Cs2MOxX6 – x, where M is Mo or W and X is Cl or Br. These compounds show

exceptional near-IR luminescence, and the origin of this emission has been examined

in detail.

Finally, I discuss a screening process for the identification of materials with low di-

electric constants (κ). Computational estimates suggested that the compound Al(HCOO)3,

which has the ReO3 structure-type, should have a favorable dielectric constant. How-

ever, experiments revealed that the true dielectric constant is larger than predicted.

Explanations for the discrepancy between theory and experiment are discussed in or-

der to further improve our guidelines for the identification of low-κ materials.
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Chapter 1

Introduction

1.1 Perovskite-derived structures

The term “perovskite” originated in 1839 with the discovery of CaTiO3, and the

structure was first described in 1926 by Victor Goldschmidt. [1] Since then, this

structure-type has become well-known and extensively-researched for giving rise to

a number of functional materials. Much of the current interest in halide perovskites,

which are the primary focus of this work, originates from their intriguing optoelec-

tronic characteristics, with the best-known example being CH3NH3PbI3 (MAPbI3). Con-

ventionally in these materials, the A-site is a large monovalent cation such as Cs+ or

CH3NH3
+ (MA), the B-site is a metal in the 2+ oxidation state, and the X site is a

halide anion. These ions are arranged to form a network of BX6 corner-sharing octahe-

dra, where the A-site cations fill the cages created by each group of 4 octahedra. The

prototypical structure, shown in Figure 1.1, is cubic, but these materials are prone to

distortions which lead to room-temperature structures with lower symmetry.

The hybrid halide perovskites, in which the A-site is an organic cation, such as MA,

1



Introduction Chapter 1

Figure 1.1: Crystal structure of the prototypical cubic perovskite.

were first reported by Weber in 1978. [2] However, for almost 30 years they were stud-

ied only for fundamental science reasons with no clear industrial applications. [3, 4]

Research on these compounds accelerated when, in 2009, the first report was pub-

lished on the use of MAPbI3 and MAPbBr3 as light-absorbing layers for photovoltaics.

[5] Although the initial efficiency of these devices was low, this was a particularly ex-

citing discovery because it suggested the possibility of producing cheap, flexible, and

lightweight solar cells. Over the past 15 years, these materials have been extensively

researched and optimized, with perovskite cells now achieving over 25% efficiency, and

perovskite-Si tandem cells achieving over 30% efficiency. [6]

Due to the surge of interest in MAPbI3 and related compounds, halide perovskites

have now been studied both experimentally and computationally for many applications

related to their tunable composition and optoelectronic properties, including photo-

voltaics, sensing, light-emission, gas storage, and photo-catalysis. [7] In this work, I

will discuss materials which have been proposed for a number of these applications, in-

cluding light absorption and emission and dielectric properties. Although these studies

were in many ways inspired by the traditional 3D-connected structures like MAPbI3,

I will emphasize structures which do not have the conventional 3D perovskite struc-
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Figure 1.2: Schematic representation of some of the perovskite-derived structures
discussed in this work. Adapted from the work of Vishnoi et. al. [8]

ture, but are instead perovskite-derived. Therefore, here I will give a brief summary

of the requirements to form a perovskite structure, as well as the criteria for forming

other structures related to perovskites. An overview of some of the perovskite-derived

structures discussed in this work can be found in Figure 1.2.

One attractive aspect of the traditional perovskite crystal structure is that it is pos-

sible to predict which ions will form this structure using only geometric requirements

based upon the radii of the ions. The well-known Goldschmidt tolerance factor for

perovskite-formation is presented in Equation 1.1. [1] Here, rA is the radius of the A-

site cation, rB is the radius of the B-site cation, and rX is the radius of the X-site anion.

The ideal value for the tolerance factor should be between 0.8 and 1.0. In addition

to the tolerance factor, there is also the radius ratio requirement, which says that the

ratio between rB and rX must be greater than
√

2 − 1. Compositions that are close to

the stability limits dictated by these equations will form either distorted perovskites or

entirely different phases. Ionic radii can usually be obtained from the work of Shan-

non [9, 10], or in the case of organic cations, the work of Kieslich [11, 12], and the

3
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combinations of ions which can form the ABX3 structure can be predicted.

TF =
rA + rX√
2(rB + rX)

(1.1)

By changing the stoichiometry or chemical composition of the conventional per-

ovskite, a diverse range of perovskite-derived structures can be obtained. These include

ReO3-type structures, double perovskites, vacancy-ordered double perovskites, and 2D-

layered perovskites. The ReO3 structure-type can be viewed as an even simpler version

of the perovskite, where the A-site cation has been removed. Here, the B-site can be a

variety of transition metals, often in a 3+ or 6+ oxidation state. In the inorganic ReO3

materials, the anion can be an single atom, such as O2 – or F– or a polyatomic anion,

such as OH– or CN– . Additionally, there are several examples of metal-organic frame-

work (MOF) materials which have the ReO3 structure-type. The simplest example of

this are the metal formates, which have the general formula M(HCOO)3, where M is

Al, Fe, Ga, or In. [13] ReO3 materials have been studied for many applications, includ-

ing energy harvesting and storage, catalysis, and gas storage or separation. However,

in this work I will examine the material Al(HCOO)3, whose structure is shown in Fig-

ure 1.3, for an application that has not been considered until now: as a low-κ dielectric

material. I will show that while Al(HCOO)3 has all of the qualities of a “good” low-κ

material in theory, its performance in experiment is less promising. The reason for

this behavior is explored computationally and likely arises from the types of vibrations

available to atoms in this structure.

Another variation on the traditional perovskite structure is the double perovskite,

where the structure is formed by having two alternating B-site ions with oxidation

states of 1+ and 3+. These two B-sites can be chemically distinct, as in the case of
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Figure 1.3: Crystal structure of Al(HCOO)3.

Cs2AgBiBr6, or have the same element in two different oxidation states, as in the case

of Cs2AuIAuIIICl6. [14] While there are many reported fluorides and chlorides for this

structure-type, there are relatively few bromides and iodides. Recent work in our group

has revealed that this is largely due to the fact that ions which are large enough to stabi-

lize the iodide double perovskites are often very air-sensitive, making characterization

of these phases challenging. [15] In spite of this, we have successfully synthesized

and characterized a few examples of this class of compounds. [16] As in the case of

the conventional perovskite, these materials have been studied since the early 1900s;

however, recent research interest has been largely driven by the goal of identifying

materials with optical properties similar to MAPbI3 but with improved stability. While

there has been somewhat limited success in achieving this goal, research in this area

has identified several other interesting functional materials with potential applications

in sensing and light emission. [17]

In addition to double perovskites with two distinct B-site ions, there is another class

of materials in which the second B-site is vacant. Known as the K2PtCl6 structure, or
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vacancy-ordered double perovskite, these materials contain isolated [BX6]2 – octahedra,

where the B-site is a metal in the 4+ oxidation state. The best known compounds of

this type are Cs2SnI6 and Cs2TeI6 due to their interesting optoelectronic properties, but

there are many combinations of ions which can form this structure-type. [18, 19] These

compounds are particularly interesting to study because they represent an intermedi-

ate between 0D molecular complexes, such as those studied in solution-state inorganic

chemistry, and the conventional 3D perovskites. [14] Therefore, many of their proper-

ties can be systematically manipulated through an understanding of simple molecular-

orbital diagrams. In this work, I will describe work on the compounds A2MoX6 and

A2WX6. In contrast to some of the other vacancy-ordered systems referenced here,

there remains a poor understanding of these compounds in the literature, with dif-

ferent sources reporting experimental observations which are not easily explained or

conflicting information about material properties. Some of these reports are especially

notable because they claim that these compounds show unexpected properties, such

as near-IR luminescence [20] and topological surface states. [21] Therefore, I have

attempted to clarify both the structure and properties of the A2WCl6 compounds, and

I highlight the features which distinguish them from the related oxyhalide compounds

such as Cs2WOxCl6 – x. Figure 1.4 demonstrates the differences in crystal structures and

composition for these two types of compounds. In the case of the molybdenum com-

pounds, I show that there seem to be no reliable reports of compounds with the for-

mula Cs2MoCl6. Instead, all reported syntheses lead to compounds with the formula

Cs2MoOxCl6 – x. However, these oxygen-containing species do show notable near-IR lu-

minescence which will be an important area for future study.

The final class of perovskite-derived materials that I will briefly discuss here are the

2D layered perovskites. Inorganic layered oxide perovskites have long been studied,
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Figure 1.4: Crystal structures of (a) Cs2WCl6 and (b) Cs2WOxCl6 – x

but following the discovery of high-temperature superconductivity in the cuprates, [22]

there was a renewed interest in the structure and properties of these layered materials.

This led to the first reports of 2D hybrid organic-inorganic perovskites in the 1980s and

90s. [23–25] The two most commonly-studied categories of the 2D layered perovskites

are the Ruddlesden–Popper and Dion–Jacobson phases, which have the compositions

A’2An – 1BnX3n+1 and A’An – 1BnX3n+1, respectively, where n refers to the number of layers

of BX6 octahedra in each inorganic “slab”. In these structures, generally a small organic

cation such as MA serves as the A-site cation within the inorganic layers (for the case

of n ≥ 2), while a larger organic cation, such as butylammonium, will serve as the A’

“spacer” cation in between the layers. Similarly to the 3D structures, these compounds

are semiconducting with interesting phase transitions and structure-property relation-

ships. [26, 27] However, in contrast to the 3D structures, the properties of the layered

perovskites are strongly anisotropic due to the insulating organic cations in between

each inorganic layer. Additionally, as a result of quantum-confinement, the optoelec-
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Figure 1.5: Crystal structure of Cs3Bi2(Cl1−xIx)9.

tronic properties of these compounds can be tuned by selecting the value of n. Finally,

many of the 2D phases show improved stability compared to the 3D structures, and

there are a much greater variety of cations which can form the 2D structures, making

this a rich area of study. [28] It is also possible to further manipulate the composi-

tion of the 2D perovskites to produce layered double perovskites, allowing for further

manipulation of optical and magnetic properties. [29]

Work in our group has primarily investigated the structure and optoelectronic prop-

erties of the Pb-, Bi-, Sn-, and Ge-based versions of the layered hybrid halide per-

ovskites. More specifically, we have shown how different synthesis routes can tune the

optical properties of these compounds [30] and how the selection of organic cations

can template interesting structural motifs. [31, 32] These studies will not be discussed

in detail in this work, but they provide good examples of how small changes in the

structure of these compounds can be used to manipulate their properties. In this docu-

ment, I will focus on compounds with the composition of Cs3Bi2(Cl1−xIx)9. The struc-

ture of this compound, shown in Figure 1.5, is interesting because it is an example

of an all-inorganic layered halide perovskite in which the Cs+ cations are both within

and between the layers of BiX6 octahedra. However, this series of compounds does
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Figure 1.6: Schematic representation of the geometric criteria for constructive inter-
ference, as described by Bragg’s Law.

not have the typical stoichiometry of other layered halide perovskites because it has

ordered vacancies of Bi atoms, giving the structure a “corrugated” appearance. While

these compounds do not have suitable properties to serve as solar materials, they pro-

vide an interesting case study for how DFT and experiment can be used to understand

the roles of structure and composition in material properties.

1.2 Diffraction techniques

Given that this work primarily focuses on material characterization through a num-

ber of experimental and computational methods, it is important to address the basic

principles of these techniques and the motivation for using them. The first, and prob-

ably most-commonly used, technique is diffraction, which is used to probe long-range

order in crystalline materials. In this thesis, I will discuss crystal structures which have

been determined using a variety of diffraction techniques, including lab powder X-ray

diffraction (XRD), synchrotron XRD, single-crystal XRD, and neutron diffraction. Al-

though each of these techniques follows the same basic principles, each has its own

advantages and drawbacks, which will be discussed here.
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All diffraction-based techniques are fundamentally based on Bragg’s Law, which

is shown in Equation 1.2. This equation gives the condition for constructive interfer-

ence for a beam with a wavelength of λ incident upon a crystalline lattice. Here, d is

the distance between planes of atoms, θ is the angle between the incident beam and

the plane of atoms, and n is an integer, as shown in Figure 1.6. Additionally, for a

successful diffraction experiment, the wavelength of the incident beam must be of a

similar magnitude to the spacings between atoms in order to observe diffraction. For

each combination of d and θ where this condition is satisfied, there will be construc-

tive interference, and therefore a peak in the intensity of the diffracted beam will be

measured. When this condition is not satisfied, then destructive interference will occur

and no intensity will be measured. It is important to note here that in this work I only

discuss diffraction using elastic scattering, where λ is constant. For the lab-based X-ray

diffraction discussed here, the wavelengths used are Cu Kα (λ = 1.5406 Å) for pow-

ders and Mo Kα (λ = 0.7093 Å) for single crystals. For synchrotron X-ray diffraction

experiments, the wavelength of radiation used at 11-BM can vary between 0.34 and 1

Å, but the data in this thesis were collected with λ = 0.458933 Å. Similarly, for neutron

sources, neutrons of different wavelengths may be available, but here the wavelength

was 1.540 Å.

nλ = 2dsin(θ) (1.2)

In a powder experiment, it is assumed that the sample is made up of many randomly-

oriented crystallites, where the size of these crystallites should be much smaller than

the size of the overall sample. Whether the radiation is from a lab source, synchrotron,

or neutron source, the results of a diffraction experiment are visualized as a plot of

counts vs. 2θ or Q, where Q = 4πsin(θ)
λ

= 2π
d

. Although 2θ is the most common axis
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used in plotting software, Q is useful because it allows for comparison of diffraction

patterns obtained with different wavelengths of radiation. The location and intensity of

peaks in diffraction experiments is determined by the structure factor, which is shown

in Equation 1.3. In this equation, f is the scattering factor and x, y, and z are the coor-

dinates for the jth atom, while (hkl) refers to a reciprocal lattice point. This equation

tells us that the locations of the peaks in a diffraction pattern will be determined by

the size and symmetry of the unit cell, while the peak intensities will be determined by

the identity of the atoms. Using this equation, it is possible to take powder diffraction

data and fit the peak intensities and locations to a structural model using either Paw-

ley, [33] Le Bail, [34] or Rietveld analysis [35] in a software package such as TOPAS.

[36] An example of a pXRD pattern and a Rietveld refinement of the data is shown in

Figure 1.7. The major difference here is that in a Pawley or Le Bail fit, only the size

and symmetry of the unit cell are modeled, while in a Rietveld fit it is possible to de-

termine atomic positions and identities. Fitting software can also be used to account

for instrument parameters, particle size and strain effects, and other types of defects

which cause deviations from ideal crystallinity. Often a useful strategy is to first per-

form a Pawley or Le Bail refinement to verify the spacegroup and determine the lattice

parameters and an appropriate peak shape. After those parameters have been refined,

they can be kept constant in a Rietveld analysis. Additionally, a number of resources

are available in the literature which provide guidance for the use and interpretation of

these refinement methods. [37, 38]

Fhkl =
N∑
j=1

fje
[−2πi(hxj+kyj+lzj)] (1.3)

As the name implies, in a single-crystal experiment, the sample is a single crystal,

usually with a size on the micron scale. In this experiment, the sample itself must be
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Figure 1.7: Example lab pXRD pattern and associated Rietveld refinement for Al(HCOO)3.

rotated with respect to the X-ray source and detector in order to probe all the atomic

planes. In this case, the resulting data is a series of images which show the diffraction

intensity at various points in reciprocal space. Software is then used to process these

images to form a 3D “map” of electron density which can be used to determine the

structure of the crystal. The single crystal refinements discussed in this thesis were

performed using the GSAS [39] and SHELXTL softwares and were done by Dr. Lingling

Mao, Dr. Guang Wu, and Dr. Greggory Kent.

To conclude this section, I will provide a brief discussion of the advantages and

disadvantages of the various diffraction techniques presented here. Laboratory pow-

der X-ray diffraction is the most commonly-used technique due to the simplicity of the

experiment. While lab XRD is often used simply for phase matching or identification

and assessing the purity of a sample, it is also possible to use the data for Pawley or

Rietveld refinements in order to gain insights into sample structure and composition.
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For example, in Chapter 2, Rietveld analysis of lab pXRD data is used to show that

samples were phase-pure and to correlate changes in composition with changes in the

lattice parameter of the compounds. However, in this study the lab XRD data was not

of sufficient quality in order to directly refine the site occupancies in the structure. In-

stead, the occupancies were inferred using the lattice parameters and other experimen-

tal techniques. In order to directly determine the composition for these compounds,

synchrotron data would have been preferable.

In a synchrotron XRD experiment, the main disadvantage is that time and plan-

ning are required to send samples to a synchrotron source, such as 11-BM at Argonne

National Lab. Another complication is that highly air- or water-sensitive samples may

decompose during shipping or measurement, as the polyimide capillaries used as sam-

ple holders are permeable to air over extended time periods. However, there are also

numerous advantages to conducting synchrotron experiments. The primary advantages

are the high flux and collimation of the X-ray source, the tunability of the X-ray wave-

length, and the ability to select from a wide range of temperatures for each experiment.

As a result, data with high signal-to-noise and resolution can be obtained quickly over

a large Q range at a synchrotron. Additionally, more sophisticated experiments can

be performed where the wavelength of radiation is varied in order to give information

about the location of various elements in the crystal structure. [40] This higher-quality

data makes it possible to perform more detailed refinements, including the determina-

tion of site occupancies and atomic displacement parameters (ADPs), which can give

important insights into the structure and composition of materials.

Neutron diffraction is generally considered a complementary technique to syn-

chrotron diffraction, and it can be performed either at a nuclear reactor or spalla-

tion source. The utility of neutron diffraction data is exemplified here by the study of
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NaZr2(PO4)3 in Appendix A, where variable temperature neutron diffraction was used

to determine lattice parameters, atomic positions, and anisotropic ADPs with high pre-

cision. In neutron diffraction, the basic principles of the technique are similar to XRD;

however, while X-rays interact with the electrons surrounding each atom, neutrons in-

teract with the atomic nuclei. Therefore, while the scattering strength of an atom in

XRD is proportional to its atomic number, in neutron diffraction this is not the case.

Instead, the scattering strength of various elements appears almost random through-

out the periodic table, which makes this technique especially suitable for probing some

low-atomic-number nuclei. A related phenomenon is that in neutron diffraction, the

scattering intensity does not have the sameQ dependence as in X-ray diffraction, where

scattering decreases quickly at higher Q. Therefore, in neutron diffraction it is possible

to obtain high quality data over a larger Q range. [40] This was particularly impor-

tant in the diffraction work and refinements presented here (performed by Dr. Hayden

Evans), as it allowed us to determine the atomic positions and ADPs of atoms with

fairly low atomic numbers. For this set of experiments, the only disadvantage to neu-

tron diffraction was that a large mass of high-purity sample was required. Additional

complications in neutron diffraction can also arise if a sample contains elements which

either absorb neutrons strongly or have very little neutron scattering.

Finally, we can consider the advantages of single-crystal X-ray diffraction, which is

an especially important technique in the field of hybrid halide perovskites. The main

advantage of single crystal diffraction is that it allows the structure of the material

to be determined even if little information is known initially about its symmetry and

structure. This is especially important for the halide perovskites which are lower in

symmetry and therefore have complicated powder diffraction patterns. In these cases,

it can be challenging to determine the crystal structure from powder diffraction with-
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out an initial model. Additionally, as long as the sample is of high quality, single-crystal

diffraction allows the determination of symmetry, lattice parameters, atomic positions,

occupancies, and ADPs with small uncertainties. Single crystal diffraction was par-

ticularly important for the contents of Chapters 2, 3, and 4, where it was important

to precisely determine the occupancies of certain atomic positions in order to know

the overall composition of the compounds of interest. For this technique, the most

challenging aspect is to obtain crystals which are of suitable quality. For many halide

perovskites, good quality crystals can be obtained from hydrothermal synthesis in acid

solutions. However, if the desired compound is not compatible with these conditions,

then it is necessary to experiment with different temperatures and solvents to produce

a good sample. Additionally, for compounds not soluble in organic solvents, it is also

possible to grow crystals using a solid-state vapor transport method. [16]

In conclusion, diffraction is one of the most routine and important tools for de-

termining the structure and composition of a material. While all of the techniques

here share the same underlying physical principles, each has its own distinct advan-

tages and disadvantages. For example, for many of the inorganic perovskites discussed

here, powder XRD, either in the lab or at a synchrotron, is often sufficient. However,

for some perovskites, such as those discussed in Chapters 3 and 4, as well as many

hybrid halides, single-crystal XRD can provide the most straightforward method for

structure determination. Finally, in some specific cases where large amounts of sample

are available, neutron diffraction can serve as a complementary technique to provide

information that may not be accessible using X-ray methods.
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1.3 Spectroscopic techniques

In addition to diffraction, the other most important experiments discussed in this

thesis are spectroscopy-based. As in diffraction, spectroscopy gives us access to in-

formation about the structure, composition, and sometimes dynamics in a compound.

However, rather than probing the physical location of atoms, spectroscopy probes the

electronic and vibronic energy levels available in atoms of interest. In this thesis, some

relevant techniques are X-ray spectroscopy, Raman spectroscopy, UV-vis and photolu-

minescence measurements, and nuclear magnetic resonance (NMR) spectroscopy.

The first two techniques I will present are X-ray fluorescence (XRF) spectroscopy

and X-ray photoelectron spectroscopy (XPS). Both of these techniques are often used

to provide compositional information, but use different physical mechanisms and have

distinct advantages. In XRF, the sample is exposed to high-energy X-rays which have

sufficient energy to eject core electrons from the sample. When these electrons are

ejected, higher-energy electrons within the sample will release energy in order to move

to the lower-energy state that was left empty by the ejected electrons. The energy that

is released (also in the form of X-rays) is detected by the instrument. Since each ele-

ment has a characteristic electronic configuration, each will be associated with different

patterns in the energies of the radiation emitted. Therefore, by measuring the intensity

of the radiation emitted at different energies, the composition of the sample can be

inferred. When using this technique, there are a number of important factors to keep

in mind in order to get reliable results. The first aspect to consider is that most instru-

ments have both “quantitative” and “qualitative” modes. The first is what is often used

in industrial settings and requires measuring a number of samples with known compo-

sitions in order to establish a calibration curve for highly accurate analysis. The second

mode is used either to validate whether an element is present in a sample, or in an ex-
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perimental setting where there are no reference samples available. In the “qualitative”

mode, it is still possible to obtain accurate compositions, but this mode is primarily

useful in cases where a comparison between similar samples is desired. Furthermore,

in this mode it is very important to ensure that the energy of the radiation that you

plan to measure for a given element does not overlap with that of another element

present. Finally, sample composition should ideally be verified by making multiple

measurements of the same composition and by using XRF in combination with other

experimental techniques.

Similarly to XRF, XPS also involves exposing the sample to X-rays which eject elec-

trons from the sample. However, rather than measuring the radiation emitted by the

sample, in XPS the ejected electrons themselves are measured, as illustrated in Fig-

ure 1.8. Using the principle of the photoelectric effect, the measured kinetic energy of

the electrons can then be used to determine the binding energy of those electrons. This

binding energy is directly determined by the element and orbital where the electron

originated. Therefore, by monitoring the number of electrons with specific binding

energies, the composition of a compound can be determined. Additionally, using high-

resolution XPS spectra, different oxidation states and bonding environments can be

identified. This detailed information gives XPS certain advantages over XRF; however,

XPS data also requires more detailed modeling, as shown in Figure 1.9, and requires

samples to be measured in an ultra-high vacuum environment, making these experi-

ments more time-consuming than XRF. XPS is also a highly surface-sensitive technique.

Therefore, compositional analysis results can be skewed by a contaminated or non-

homogeneous surface. In summary, both XRF and XPS can give information about

the composition of samples. However, the choice of technique is based on the type of

information desired as well as the number and types of samples to be measured.
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Figure 1.8: Illustration showing the difference between the measurements performed
in XRF (radiation detection) and XPS (electron kinetic energy detection).

Figure 1.9: Example high-resolution XPS spectrum of Cs2MoOxCl6 – x and associated
modeling of the Mo 3d and Cs 4s peaks.
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The next experimental technique I will introduce is Raman scattering, which is used

to probe the vibrations of atoms within a crystal structure. This technique is particu-

larly useful because it can be used to probe bonding in many different types of samples.

Additionally, as discussed in Chapter 4, it is possible to perform variable temperature

measurements which allow for the detection of phase transitions or other changes in

the dynamics of a sample. Raman scattering is an inelastic process in which the sam-

ple is exposed to monochromatic light (generally a laser source in the visible range).

In most cases, light is elastically scattered by the sample, meaning that no energy is

absorbed by the sample. However, in some cases, energy will be absorbed by the sam-

ple, so that the light that is re-emitted and detected by the instrument has a slightly

different energy than the incident light. The difference in the energies is known as the

Raman shift and corresponds to the energy of a vibrational mode. For a given sample,

there may be many different vibrational modes possible, each of which will have their

own Raman shift, leading to peaks at different energy values in the spectrum. The vi-

brational modes that can be detected in a Raman experiment are those which lead to a

change in the polarizability of the structure. Therefore, symmetry analyses can be used

to predict the number of Raman-active modes. In structures that are relatively simple,

like the vacancy-ordered perovskite, the number of peaks that are expected in the Ra-

man spectrum can be predicted by a simple group-theoretical analysis. In the case of

more complex structures, the Bilbao Crystallographic Server’s “Spectral Active Modes”

(SAM) tool [41–43] can be helpful for prediction of Raman spectra. Furthermore, DFT-

based calculations can provide more detailed information about peak intensities and

locations. In summary, Raman spectroscopy can give detailed information about bond-

ing in many different types of materials, especially when accompanied by the use of

computational tools and comparison with the structures of known materials.
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In addition to clarifying the structure and composition of a material, spectroscopy

can also tell us about its electronic properties. The most common experiment to deter-

mine the electronic transitions in a compound is UV-vis spectroscopy. For samples that

are in a solution or thin-film, these measurements can be performed in a transmission

geometry, where light passes through the sample, and the intensity of the transmit-

ted light is compared to the intensity of the incident light. In these experiments, the

source is a white-light source, and the wavelength of the incident light is selected by

a monochromator. For wavelengths of light that correspond to the energy of an elec-

tronic transition in the sample, the sample will absorb light, leading to a decrease in

the intensity of the transmitted light. For solution-state samples, transmittance versus

wavelength data can be converted to absorbance versus wavelength using the Beer-

Lambert Law. In solid-state samples, the situation is more complex, because most

experiments are performed in a reflectance geometry, where the material of interest is

embedded in an inert matrix such as barium sulfate. In this type of experiment, the

reflectance is measured as a function of wavelength and referenced against a sample

which contains only the matrix material and the sample holder. In order to convert

the measured reflectance data to absorbance, the Kubelka-Munk transformation [44]

is often used. This equation was originally developed to describe the absorbance of

pigments in paints, but due to its simplicity it has become the standard method for

interpreting reflectance data. A typical application of these measurements is to deter-

mine the bandgap of a material, as discussed in Chapter 2, but it can also be used to

identify other electronic transitions. In order to obtain accurate results from solid-state

measurements, it is important to ensure that sample preparation and data processing

are done in a consistent manner across samples. Additionally, to account for the ef-

fects of dispersing the sample in the matrix material, it is often a good idea to prepare

samples with different concentrations of the material diluted in the matrix.
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A related technique to UV-vis spectroscopy is fluorimetry and other photolumines-

cence measurements. Generally, UV-vis spectra will be collected first to identify at

which energies a material will absorb light. Next, in a fluorimetry experiment, the

material is excited with those wavelengths of interest, while detecting re-emitted light

at different wavelengths. Similarly to the UV-vis experiment, for solid-state samples

this measurement must be done in a reflectance geometry. Additionally, if a material is

known to emit light of certain energies, the excitation energy can be tuned to systemat-

ically determine which absorption transitions produce specific features in the emission.

These experiments are especially common in the hybrid halide perovskites, where ma-

terials often absorb and emit light in the visible range. In the case of the oxyhalides

described in Chapters 3 and 4, the materials absorb in the visible range but emit in the

near-IR. Therefore, the majority of experiments described used a laser source and CCD

detector. The use of a laser is also advantageous because it allows for the collection of

time-resolved data. In these experiments, rather than continuously exciting the sam-

ple, a pulsed excitation is used, and the intensity of emission is monitored over time.

By modeling this data with an exponential decay function, the emission lifetime can be

determined, which can help to clarify the mechanism of emission.

The final experimental method that I will introduce in this section is NMR spec-

troscopy. In its most basic form, NMR involves the investigation of the environment

surrounding nuclei of interest by determining the relative shielding effects of the elec-

trons on the nuclei, as well as coupling interactions (namely the dipolar and J cou-

plings, and in some cases quadrupolar coupling). Samples are placed in an external

magnetic field, the nuclear spins are excited using radio-frequency (RF) radiation, and

then the NMR signal is measured over a period of time. This time-domain signal, called

the free-induction decay (FID), is converted to a frequency-domain spectrum by Fourier
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Figure 1.10: Example of a solid-state NMR spectrum demonstrating the components
of the chemical shift tensor. Figure adapted from Reference [46].

transform. This yields a spectrum of peaks corresponding to different chemical envi-

ronments at different frequencies. Conventionally, the frequency axis is then converted

to a chemical shift axis with units of ppm so that spectra obtained on different instru-

ments can be compared. By providing information about the environment around the

nuclei, NMR experiments can give information about bonding, the distance between

nuclei, the symmetry of a particular site on a crystal lattice, and the types of atomic

motion within materials. [45]

δ =
σref − σsample

1− σref
≈ σref − σsample (1.4)

The most commonly reported NMR parameters are the isotropic chemical shield-

ing or chemical shifts, where the chemical shielding/shift is represented by a second

rank tensor. The isotropic chemical shielding/shift is given by the average of the three

components of the diagonalized tensor and the conversion between chemical shift and

shielding is given by Equation 1.4. In a solution-state experiment, the components of

the chemical shift tensor are averaged by the rapid motion of molecules in solution,
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Figure 1.11: Example NMR spectra highlighting the differences in peak shape for
spin-1/2 and spin-3/2 nuclei. Figure adapted from Reference [45].

so only the isotropic chemical shift is reported. In a static solid-state experiment, the

motion of atoms is restricted, which results in a powder lineshape such as that shown

in Figure 1.10 which reflects the anisotropy of interactions in the material. The position

and appearance of this lineshape can provide information about the components of the

chemical shift tensor, which can then be used to determine the chemical shift anisotropy

(CSA, ζδ) and isotropic chemical shift. In most solid-state NMR experiments; however,

magic-angle spinning is used to average out the anisotropic interactions in the sample,

and therefore this work will focus on the isotropic chemical shielding and shift values.

Additionally, for any nuclei with a nuclear spin greater than 1/2, there will be

an interaction between the quadrupolar moment of the nucleus and the electric field

gradient (EFG) around the nucleus. In solid-state NMR, even under magic-angle spin-

ning, the quadrupolar interaction cannot be completely averaged out. This results in
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a lineshape which differs from the typical single peak observed for a spin-1/2 nucleus,

illustrated in Figure 1.11. Similar to the chemical shielding, the quadrupolar interac-

tion is described by a second-rank tensor, which when diagonalized, has components

|VZZ | > |VY Y | > |VXX |. These components are used to define the quadrupolar cou-

pling constant (CQ) and asymmetry parameter (ηQ), as shown in Eqns. 1.5 and 1.6,

where eQ is defined as the quadrupolar moment of the nucleus. [47] The values for

these parameters determine the width and shape of the quadrupolar lineshape and are

generally determined by fitting spectra in a software package such as Topspin.

CQ =
eQVZZ
h

(1.5)

ηQ =
VXX − VY Y

VZZ
(1.6)

Although there are other important interactions in NMR experiments, such as the

dipolar and J couplings, the measurements in Appendix A focus on the values of the

isotropic chemical shift and the quadrupolar coupling constant in a solid-state sam-

ple. The chemical shift is usually used to evaluate the bonding environment around

the nuclei of interest. In solution-state experiments, the correlation between specific

chemical shift ranges and bonding environments is well-known, facilitating interpre-

tation of spectra. However, in solid-state experiments, the interpretation is often less

clear, making DFT calculations of chemical shielding values an important technique.

These calculations will be discussed in subsequent sections. In contrast, the quadrupo-

lar coupling constant is sometimes more easy to interpret than the chemical shift. The

quadrupolar coupling directly corresponds to the asymmetry of the site surrounding

the nuclei of interest, such that highly symmetric sites show a low value of CQ, while
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asymmetric sites have a large value. By probing how this value changes with tem-

perature, changes in a crystal structure or dynamics can be determined. Finally, by

comparing experimental values of these parameters with those calculated by DFT, the

validity of different structural models can be investigated.

1.4 Magnetic measurements

Although much of this thesis does not deal directly with magnetic properties, mag-

netic measurements were key to our understanding of the molybdenum- and tungsten-

based perovskites in Chapters 3 and 4. Therefore, here I provide a brief overview

of concepts in magnetism, magnetic measurement, and common equations which are

used to model magnetic behavior.

In this work, all magnetic measurements were performed using a superconduct-

ing quantum interference device (SQUID) in a Quantum Design MPMS 3 instrument.

Within this device, a sample is passed through a number of superconducting coils which

are coupled to the SQUID. Via the Josephson effect, the output voltage of the SQUID is

directly related to the magnetic moment of the sample passing through the coils. This

signal is then further amplified and processed to give the sample magnetization, which

is recorded by the data collection software. [48] In a typical experiment, the magnetic

field (H) is kept constant and the temperature (T ) is changed while measuring the

magnetization (M). We can also calculate an additional quantity, the magnetic sus-

ceptibility (χ), which is defined as M/H. Alternatively, T can be held constant while

sweeping H and measuring M . In this work I will primarily discuss measurements of

the first type, which can help us to understand the composition of a material as well as

any phase transitions that may be present.
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Magnetism arises from the spin of electrons, and in the context of this thesis, be-

cause all the materials are semiconducting or insulating, we will assume that electron

spins can be visualized as being localized to a particular atom. This is distinct from the

models that are used to understand magnetism in metallic systems. Depending on how

many electrons there are in a system and their interactions with one another, there are

a number of ways that we can classify magnetism in materials. The first distinction

which can be made here is whether or not a system contains unpaired electrons. In

the case where all electrons are paired, the compound is described as being diamag-

netic. Examples of some diamagnetic compounds described in this thesis are Cs3Bi2Cl9

or NaZr2(PO4)3. In reality, all compounds exhibit some amount of diamagnetism, but

because this effect is weak compared to other types of magnetic behavior, it is not

the dominant response observed in a magnetic measurement unless all electrons are

paired. Diamagnets repel a magnetic field, therefore the experimentally-measured sus-

ceptibility will be negative. In the case where there are unpaired electrons, there are a

few possibilities for how these electrons will be oriented. At high temperatures (what

constitutes a high temperature is highly material-dependent), materials with unpaired

electrons are paramagnetic, indicating that the spins are not aligned in any particu-

lar direction. However, when a magnetic field is applied, the spins will tend to align

with the field, giving a positive value for the susceptibility. As the material is cooled,

the spins can become ordered in a number of possible orientations. The two most

common cases are where all spins are aligned in the same direction (ferromagnetism),

or where neighboring spins are aligned in opposite directions (anti-ferromagnetism).

Other groundstates are also possible, but they will not be discussed in detail here, as

all the compounds discussed in this work remain paramagnetic for all temperatures

measured.
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χ =
C

T − θCW
(1.7)

Magnetic measurements can provide insight into the composition of a material and

what type of magnetic interactions may be present. This is often done by applying

the Curie-Weiss law, shown in Equation 3.3. Here, χ is the susceptibility determined

from the magnetization measured at each temperature point and normalized by the

mass of the sample and the molar mass of the compound, such that the units are emu

mol−1 Oe−1. T is the temperature in K, C is the Curie constant, and θCW is the Curie-

Weiss temperature. It is important to note that this formula should only be applied to

susceptibility data in the paramagnetic regime where χ−1 is linear with T (significantly

above the temperature range of any magnetic transitions). Additionally, as previously

mentioned, all materials also show a diamagnetic response, so often a diamagnetic

correction factor, χ0, is included in Curie-Weiss fitting. The best practice for fitting

susceptibility data to determine χ0, C, and θCW is to fit χ−1 using Equation 1.8. [49]

From the fit to this equation, the values of C and θCW can be extracted. The sign of θCW

indicates whether the dominant interactions in the material are ferromagnetic (positive

values) or anti-ferromagnetic (negative values). Additionally, the magnitude of this

parameter indicates the strength of the interactions. The value of C is related to the

effective magnetic moment per magnetic ion in units of Bohr magnetons by Equation

1.9. The value of the moment calculated using C can be compared to the expected

moment based on the number of unpaired electrons in the system using Equation 1.10,

where J represents the total angular momentum and gJ is the electron g factor (usually

assumed to be 2). If there is a large discrepancy between the calculated moment from

C and the expected moment, then it may indicate that the composition of the material

is not what is expected, or that there are other interactions that the Curie-Weiss law
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does not account for (spin-orbit coupling is a common example).

χ−1 =
T − θCW

χ0(T − θCW ) + C
(1.8)

µeff =
√

8C (1.9)

µexp = gJ
√
J(J + 1) (1.10)

Another important analysis method for M vs. T data for some compounds is to fit

the data to the appropriate Kotani equation. More specifically, these equations can only

be applied for metal ions in an ideal octahedral field where the ions are sufficiently dis-

tant from one another. [50] These requirements make the vacancy-ordered perovskites

a suitable series of compounds in which to apply these equations, as they tend to have

ideal octahedra which are separated from one another by the A-site cations. The Kotani

equations are models for how the magnetic moment of various transition metal ions

should vary with temperature, depending on the number of d electrons and the strength

of spin-orbit coupling for the ion. In order to apply these equations, the susceptibility

at each temperature is converted to an effective moment, and these values are plotted

against kBT/ξ, where ξ is a measure of the strength of spin-orbit coupling. The results

are then compared with a plot of the appropriate Kotani equation against kBT/ξ, and

ξ can be varied to obtain a good match between experiment and theory. Similarly to

a Curie-Weiss analysis, if there are large discrepancies between experimental data and

the appropriate Kotani model, then the metal ions may have a different oxidation state

or coordination environment than that which was assumed.

28



Introduction Chapter 1

1.5 Density functional theory techniques

Several of the studies described in this thesis rely on density functional theory (DFT)

calculations, which allow us to computationally probe the influence of different aspects

of a crystal structure on properties. For example, in Chapters 2 and 5, DFT calculations

were used to illustrate how changes in composition or atomic positions can change a

material’s bandgap or dielectric constant. Additionally, DFT calculations can help us to

disentangle the effects of competing influences on material properties in a way which

can be challenging to do in experiment. In DFT calculations, both the local environ-

ments of individual atoms and the bulk properties can be investigated using a variety

of software packages such as the Vienna Ab-initio Simulation Package (VASP) [51–53]

or the Cambridge Serial Total Energy Package (CASTEP). [54] These calculations rely

on the theorems of Hohenberg and Kohn, which state that (1) the ground-state energy

of a system is a unique functional of the electron density, and (2) the electron density

that corresponds to the minimum value of this functional represents the true electron

density of the system. [55] This fundamental relationship allows for the calculation of

electronic, magnetic, and mechanical properties of many materials. In the following

section, I will introduce the important terminology and concepts which underlie the

use of common DFT software packages. Specifically, I will focus on plane-wave DFT

packages, which are used for calculations on extended solids.

Using the Hohenberg and Kohn theorems described above, Kohn and Sham devel-

oped equations which provide a means to use these theorems to solve for the lowest

energy state of an inhomogeneous electron gas. These equations lay the foundation for

modern DFT calculations. [56] They show that the energy functional could be written

in terms of components with previously derived forms, such as the kinetic energy of

the electrons, the coulombic attractions between electrons and nuclei, and the repul-
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sions between pairs of electrons, in addition to a component with an unknown form,

called the exchange-correlation functional, as shown in Equation 1.11. [57] The first

proposed form of the exchange-correlation functional was the local density approxi-

mation (LDA), which is dependent on the density of the electron gas at each point in

space. More complex functionals were later implemented, such as the Perdew, Burke,

and Ernzerhof (PBE) functional, which depends both on the electron density and its

spatial gradient. [58] Most of the calculations presented in this work rely on the PBE

functional, as it provides a good balance of accuracy and computational efficiency.

{1

2

−→
∇2 + VH [n0(r)] + VEXT (r) + VXC [n0(r)]

}
φi(r) = εiφi(r) (1.11)

In addition to the derivation of sufficiently accurate exchange-correlation function-

als, several other key advances are key to the DFT calculations presented here. The first

was the question of how to represent the Kohn-Sham orbitals in the type of extended

crystalline solids that are generally of interest to materials scientists. Using Bloch’s

Theorem, as shown in Equation 1.12 and 1.13, provided a solution. [57] Orbitals used

to solve the Kohn-Sham equations, φ, can be represented using a series of planewaves

with energies up to some cutoff energy determined by the user.

φj(r) =
∑
k

e−ikruj,k(r) (1.12)

uj.k(r) =
∑
G

cj,kGe
−iGr (1.13)

This planewave expansion a provided way of representing the electron wavefunc-

tions within a DFT calculation; however, in order to represent the wavefunctions of
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electrons close to the nucleus, extremely large planewave energy cutoffs are neces-

sary. Calculations including these electrons were thus very computationally expensive,

prompting the use of pseudopotentials rather than all-electron wavefunctions.[59–63]

Under this approximation, the electrons are defined as either core or valence, and the

core electrons are assigned to a fixed configuration where they are described by smooth

pseudo wave functions. Valence electrons are then defined using a nodeless pseudo-

wave function, and the interaction between core and valence electrons is represented

by the pseudopotential.[57] An additional development in this approach was the use

of ultasoft pseudopotentials [64], which allow even lower energy cutoffs to be used.

A final key innovation that made certain DFT calculations possible was the projector

augmented wave (PAW) [65, 66] transformation. The PAW method provides a way of

transforming the pseudopotentials used in the electronic energy minimization calcu-

lations back to all-electron wavefunctions, so that properties that depend on the core

electrons can be calculated.

Following the development of these techniques, as well as computing advances that

make DFT calculations feasible within a reasonable length of time, it has become fairly

routine to perform DFT calculations on a variety of compounds. A standard DFT cal-

culation will begin with setting up the input files for the calculation, which specify

the identity of the atoms and their location in the structure, the PAW pseudopotentials

used to describe the electronic structure of those atoms, the way the structure should

be described in reciprocal space, and the desired output of the calculation. The sim-

plest type of calculation is the electronic minimization calculation, which allows us to

converge on the electronic groundstate of the material of interest. In this process, an

initial “guess” for the charge density is supplied, and that guess is used to determine an

effective potential and to construct a Hamiltonian to solve the Kohn-Sham equations.
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By solving the equation, a new charge density is determined, and a new Hamiltonian is

constructed. This process, known as a self-consistency cycle, is continuously repeated

until the energy of the new charge density is sufficiently similar to that of the old one.

Once this criterion for the energy difference is met, the calculation has reached conver-

gence and will terminate.

Once the electronic groundstate has been found, the Hohenberg and Kohn theo-

rems tell us that we can use this information to access many other properties of the

compound of interest. Here, I outline a few standard calculations which appear in

the text of this thesis. The first is the structural relaxation, in which, starting from an

initial model of the crystal structure, atoms are allowed to move in order to reduce

the overall energy of the structure. In these calculations, after the electronic energy

of the system is converged, the atomic positions are changed slightly, and a new se-

ries of self-consistency cycles is initiated. After these cycles are finished, the energy

of the new structure is compared to that of the old structure, and the process begins

again. As in the electronic energy minimization, the structural energy minimization

involves specifying a convergence criterion for when the energies of the new and old

structures are sufficiently similar. This technique has many uses, including evaluat-

ing the validity of structural models from diffraction studies, or investigating potential

phase transitions and structural deformations. Additionally, structural relaxations can

be constrained to preserve certain features of the original structure, including symme-

try, lattice parameters, and unit cell volume. These types of constraints are especially

helpful in facilitating comparisons with experimental data. For example, in Appendix A,

structural relaxations were performed on the NaZr2(PO4)3 crystal structures, and NMR

calculations were performed on the relaxed structures to compare with experimental

values. Similarly, in Chapter 5, structural relaxations were performed to determine if
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Figure 1.12: Example of a DFT-calculated bandstructure for Cs3Bi2Cl9 with arrows
illustrating the calculated bandgap for the material. Figure adapted from Reference
[67]

they could give better agreement with experimentally-measured dielectric constants.

Another series of calculations which are commonly used in the study of halide per-

ovskites are band structure calculations. For these calculations, it is necessary to al-

ready have a converged charge density from the self-consistent calculations outlined

above. This charge density is then used to calculate the energy levels available to elec-

trons at certain points of interest in reciprocal space, as shown in Figure 1.12. These

points and the path taken between them are generally determined by the symmetry of

the crystal structure. For semiconducting materials, like most halide perovskites, we

are interested in understanding the behavior near the valence band maximum (VBM)

(the highest occupied states) and the conduction band minimum (CBM) (the lowest

unoccupied states). Some properties that we may be interested in are the energy dif-

ference between the VBM and CBM or the curvature of the bands around the VBM and

CBM, as this will give us information about the bandgap of the material and the elec-

tron and hole effective masses. One well-known issue is that DFT calculations using

the PBE functional tend to underestimate the bandgap of the material, and the magni-
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tude of the error varies significantly depending on the system. [68] It is still possible

to make qualitative comparisons of the bandgaps between similar compounds, but it is

still often desirable to have a more quantitatively accurate bandgap estimate to com-

pare with experimental results. Two common methods to resolve this issue are the

∆-sol method [68] and the use of hybrid functionals. The ∆-sol method uses a GGA

functional, such as PBE, but estimates the bandgap by calculating the energy required

to create an unbound electron-hole pair in the system of interest. This method is com-

putationally cheap, but does rely on a number of assumptions and approximations. In

a hybrid functional, some amount of exact exchange to account for electron correlation

is included in the functional, where the magnitude and form of this exchange depends

on the functional used. Common examples include the HSE and B3LYP functionals.

This method can provide improvements in a number of predicted properties for semi-

conductors; however, the drawback is that they are significantly more computationally

expensive. Therefore, if calculations on many systems are desired, it is often more

practical to use the ∆-sol method, while a hybrid functional may be used to perform

more detailed calculations on a single system.

A related technique is the density of states (DOS) calculation. Similarly to the band

structure calculation, this requires an already-converged charge density and tells us

about the electronic states available in the material and their energy with respect to the

Fermi level. However, rather than showing how these energy levels vary in reciprocal

space, the DOS calculation is used to show the relative number of states available at

each energy, and often the orbital character of these states. An example of this is

shown in Figure 1.13. In the halide perovskites, these calculations are useful in helping

us determine which atoms in the crystal structure are influencing the VBM and CBM,

which in turn can provide insight into how the optoelectronic properties of a material
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Figure 1.13: Example of a DFT-calculated DOS for Cu2I2(1,5 – naphthyridine) with
orbital projections. Figure adapted from Reference [69]

might be manipulated. In these calculations as well, the use of the PBE functional can

lead to inaccuracies in the DOS for semiconductors due to the error in the calculated

bandgap. Another common issue seen in standard orbital-projected DOS calculations is

charge spilling, which is when the software cannot accurately assign the charge density

to a given atom and/or orbital. This issue can be at least party resolved through the use

of the LOBSTER software package [70–73], which can also give access to information

about whether a state arises from bonding or anti-bonding interactions. This software

was used in Chapter 2 to help clarify the influence of iodine site preference on the

bandgap of various compositions. The primary disadvantages of this type of calculation

is a slightly increased computational cost and the fact that LOBSTER is not compatible

with calculations that involve spin-orbit coupling. Therefore, it is not always suitable

for use on calculations on the lead halide systems, as spin-orbit coupling has a strong

influence on the nature of the VBM and CBM in these systems.

The final set of calculations that I will address here are those that involve deter-

mining a material’s response to an external stimulus. These calculations, such as NMR
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or dielectric response calculations, are more complex than a standard DFT calcula-

tion, because they require more than simply finding the electronic groundstate of a

structure. For example, in an NMR calculation, the goal is to determine the chemical

shielding and electric field gradient (EFG) tensors for various atoms in the structure,

which describe the response of those atoms to radiofrequency (RF) radiation under

an applied magnetic field. While the EFG tensor can be determined by the ground-

state charge density, the calculation of the shielding tensor requires the calculation of

the induced magnetic field, which is given by the Biot-Savart law in Equation 1.14.

More specifically, an expression for the first order current, j(1)(r′), must be derived.

[47] In the VASP and CASTEP software packages, the standard approach to this cal-

culation is known as the gauge-including projector augmented wave (GIPAW) method.

The key achievement of the GIPAW method was to build on the previously-discussed

PAW method to derive a Hamiltonian and expression for j(1) that correctly incorporated

the use of pseudopotentials and maintained translational invariance. [74] By meeting

all of these requirements, the GIPAW method provides both accuracy and reasonable

computational cost. This method was used extensively in Appendix A to aid in the

interpretation of NMR spectra for NaZr2(PO4)3. While it can be useful for many sys-

tems, a major shortcoming of the GIPAW method is that it does not incorporate the

effects of temperature. In order to accurately include the effects of atomic motions at

various temperatures, more advanced calculations are required, such as Monte Carlo

simulations, [75] molecular dynamics, [76] or phonon mode calculations. [77]

Bin(r) =
1

c

∫
d3r′j(1)(r′) × r− r′

|r− r′|3
(1.14)

In the case of dielectric property calculations, the goal is to determine the response

of the charge density to an applied electric field. This problem is computationally chal-
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lenging for a number of reasons. The first is that there are both ionic and electronic

contributions to the dielectric response. The ionic contribution arises from the move-

ment of the atoms themselves, while the electronic contribution is due to the polariza-

tion of the electron cloud around each atom. Additionally, each of these responses has

its own frequency-dependence due to the differing timescales of nuclear and electron

motion. For frequencies that are similar to the timescale of these motions, resonance

will enhance the contribution of that motion. Similarly, for frequencies that are of a

significantly faster timescale, the contribution from that motion will approach zero. In

Chapter 5 of this work, dielectric response calculations were limited to determination

of the static dielectric constant, so frequency-dependence is not incorporated. These

calculations follow the work of Gajdoš et. al., [78, 79] and the reported results are

based on the calculated macroscopic dielectric tensor. Similarly to other calculations

discussed here, the dielectric response calculation often suffers from errors related to

inaccuracies in the bandgap prediction or the fact that temperature effects are ne-

glected. However, there have been advances in reducing these errors using hybrid

functionals and phonon calculations. [80, 81]

In summary, this section has introduced a number of key concepts and terminology

which are essential to understanding routine DFT calculations like many of those pre-

sented in this thesis. DFT allows us to develop an understanding of materials simply by

knowing its structure and composition, making it an important tool in many disciplines

within materials science. These calculations have been key both in providing a funda-

mental understanding of bonding and electronic structure in materials of interest, as

well as in facilitating interpretation of experimental data, as will be demonstrated in

the following chapters.
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Tunable Perovskite-Derived Bismuth

Halides: Cs3Bi2(Cl1−xIx)9

Bismuth-based perovskites are of interest as safer alternatives to lead-based optoelec-

tronic materials, with several prior studies reporting on the compounds Cs3Bi2Cl9,

Cs3Bi2I9, and Cs3Bi2Cl3I6. Here we examine a range of compounds of the formula

Cs3Bi2(Cl1−xIx)9, where x takes values from 0.09 to 0.52. Powder and single crystal

X-ray diffraction were used to determine that all of these compounds adopt the lay-

ered vacancy-ordered perovskite structure observed for Cs3Bi2Cl3I6, which is also the

high-temperature phase of Cs3Bi2Cl9. We find that even with very small I incorpora-

tion, the structure is switched to that of Cs3Bi2Cl3I6 with I atoms displaying a distinct

preference for the capping sites on the BiX6 octahedra. Optical absorption spectroscopy

was employed to study the evolution of optical properties of these materials, and this

is complemented by density functional theory electronic structure calculations. Three

The contents of this chapter have substantially appeared in Reference [67]. Reproduced with permis-
sion from: E. E. Morgan, S. M. L. Teicher, G. Wu, L. Mao, and R. Seshadri, Tunable Perovskite-Derived
Bismuth Halides: Cs3Bi2(Cl1−xIx)9 Inorg. Chem. 59 (2020) 3387–3393. Copyright 2020 American
Chemical Society
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main absorption features were observed for these compounds, and with increasing x

the lowest-energy features are red-shifted.

2.1 Introduction

In the past decade, significant improvements have been made in the efficiency of

halide perovskite-based solar cells, [82] where the most efficient devices have been

made using lead-containing perovskites, which have the general chemical formula

APbX3. [6] Here, A denotes a monovalent cation, which is generally either a large

inorganic cation such as Cs+, or a small organic cation, such as methylammonium

or formamidinium, and X denotes a halide, usually Cl– , Br– , or I– . Lead-halide per-

ovskites containing at mixture of different A site cations [83] and X site anions [84]

have provided tunability of particular interest to researchers. As these materials now

display efficiencies comparable to those seen in commercially-available silicon-based

cells, it is likely that they will play a significant role in the future of solar energy. [82]

Despite the promise of lead-halide perovskites, there is substantial concern as to

whether they can be implemented on a large scale due to the toxicity associated with

lead-based compounds. Although significant lead emissions are already associated with

conventional industrial processes, [85] potentially high levels of lead exposure could

occur as a result of the manufacturing or improper disposal of lead-perovskite solar

cells. [86] While there may be methods to circumvent these issues, many researchers

have sought lead-free perovskites that may be able to match the exciting optoelectronic

properties associated with lead-halide perovskites. Metals such as tin, germanium, an-

timony, and bismuth have been proposed as potential substitutes for lead; however,

there have not been any reports of lead-free perovskites that have comparable perfor-
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mance to the lead-halide system. [87]

Among these metals, Bi is viewed as one of the most promising alternatives to lead,

because Bi3+ has the same electronic structure as Pb2+, can form the perovskite struc-

ture, has low toxicity, and is air-stable. [88] Accordingly, Bi-based perovskites have

been studied with a variety of combinations of A-site cations and X-site anion, and in

a range of forms, including thin films, nanocrystals, and bulk crystals. [89, 90] Previ-

ous experimental and computational work on materials such as BiI3 [91] and A3Bi2I9

(A = K, Rb, Cs) [92] has concluded that these materials have properties that make

them promising for photovoltaic applications. Furthermore, Park et al. proposed the

compounds Cs3Bi2I9, MA3Bi2I9, and MA3Bi2I9−xClx as photovoltaic materials with low

toxicity, with Cs3Bi2I9 exhibiting a power conversion efficiency of greater than 1%.

[88] Subsequently, Cs3Bi2I9 nanocrystals have been extensively studied for their photo-

voltaic properties, [93, 94] and MA3Bi2I9 thin films have achieved improved efficiencies

of 3.17%. [95]

While these Bi compounds are bulk 3D crystals, the connectivity of the BiX6 octa-

hedra often yields an electronic structure with effectively limited dimensionality. In

their work, Xiao et al. demonstrate that in order for lead-free perovskites to match

the efficiencies observed in the APbX3 compounds, they must exhibit higher electronic

dimensionality. [96] Thus, in order to improve the performance of materials such as

Cs3Bi2Cl9 and Cs3Bi2I9, it is of interest to find ways to convert these structures, which

feature 1D and 0D connectivity, respectively, to 2D connectivity. One example of this

is the compound Cs3Bi2I6Cl3, which has a 2D layered structure, an absorption edge of

2.07 eV, and a direct band gap. [97]

In this work, we expand the family of compounds with the formula Cs3Bi2(Cl1−xIx)9,

where x ranges from 0.09 to 0.52 through solution synthesis. The compounds were
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characterized by X-ray fluorescence spectroscopy, single-crystal and powder X-ray diffrac-

tion, UV-vis spectroscopy, and electronic structure calculations, and compared to the

end-member compounds. We find that adding small amounts of I to Cs3Bi2Cl9 causes

a large change in both the structure and electronic properties of the material, and that

adding successively greater amounts of I allows systematic tuning of the optical absorp-

tion edge within the visible region of the optical spectrum. Interestingly, the structures

adopted by members of the solid solution described here are not the stable structures of

either of the end-members, Cs3Bi2Cl9 or Cs3Bi2I9. Density-functional theory-based elec-

tronic structure calculations provide insights into the causes for the dramatic changes

in the optical absorption onset upon I substitution.

2.2 Experimental Methods

2.2.1 Synthesis

All reagents were purchased from Sigma Aldrich or Fisher Scientific and were used

without further purification or modification.

Cs3Bi2Cl9 was prepared by adding 1 mmol Bi2O3 to 4 mL of HCl (37 wt% in H2O).

The mixture was heated and stirred at 100 ◦C for 2 min to fully dissolve the Bi2O3.

3 mmol CsCl was added to the solution, and the mixture was heated and stirred for an

additional 5 min. After cooling, colorless crystals were isolated and dried by vacuum

filtration.

Cs3Bi2I9 was prepared by adding 1 mmol Bi2O3 to mixture of 4 mL HI (57 wt% in

H2O) and 0.15 mL H3PO2 (50 wt% in H2O). The mixture was heated and stirred at

100 ◦C for 2 min to fully dissolve the Bi2O3. 3 mmol CsCl was added to the solution,
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and the mixture was heated and stirred for an additional 5 min. After cooling, dark red

crystals were isolated and dried by vacuum filtration.

Cs3Bi2Cl9−xIx samples were prepared by first preparing mixtures containing various

proportions of HCl (37 wt% in H2O) and HI (57 wt% in H2O) by adding volumes of HI

varying from 0.05 mL to 0.50 mL, to 4 mL HCl. 1 mmol Bi2O3 was added to each acid

solution. The mixtures were heated and stirred at 100 ◦C for 2 min to fully dissolve

the Bi2O3. 3 mmol CsCl was added to each solution, and the mixture were heated and

stirred for an additional 15 min. After cooling, crystals which ranged in color from

yellow to reddish-orange were isolated and dried by vacuum filtration.

2.2.2 X-ray diffraction

Powder X-ray diffraction (PXRD) measurements were performed on a Panalytical

Empyrean powder diffractometer in reflection mode with a Cu-Kα radiation source.

Rietveld analysis was performed to estimate lattice parameters using the TOPAS soft-

ware package. [36]

Single-crystal X-Ray diffraction (SC-XRD) data was collected for Cs3Bi2Cl9 and one

Cs3Bi2Cl9−xIx sample on a Bruker KAPPA APEX II diffractometer with an APEX II CCD

detector, TRIUMPH monochromator, and Mo-Kα radiation source (λ = 0.71073 Å).

The crystal structure was solved by Dr. Lingling Mao using direct methods and refined

by full-matrix least squares on F2 using the OLEX2 program package. [98] Crystal

structures were visualized using the VESTA software package. [99]
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2.2.3 X-ray fluorescence spectroscopy

X-ray fluorescence (XRF) data were collected using a Rigaku ZSX Primus IV XRF

spectrometer, which was used to determine the relative mass % of Cl and I present

in each sample. The program used was set up to detect Cs, Bi, Cl, and I using the

Cs-Kα, Bi-Lα, Cl-Kα, and I-Kα lines with a scanning time of 15 sec and a fixed angle

measurement time of 15 sec for each element. Multiple measurements, each with a

scan diameter of 0.5 mm, were made for each compound, and the results were averaged

to determine the composition of each compound.

2.2.4 UV-vis spectroscopy

Absorbance spectra were obtained by measuring diffuse reflectance on a Shimadzu

UV3600 UV-Vis-NIR spectrometer equipped with an integrating sphere. Reflectance

was converted to absorbance using the Kubelka-Munk transformation. [44]

2.2.5 Density functional theory calculations

All electronic structure calculations were performed using density functional theory

(DFT)[55, 56] as implemented in the Vienna Ab initio Simulation Package v5.4.4 [51–

53] by Dr. Samuel Teicher. Calculations used the VASP-recommended PAW potentials

[66, 100] and the PBE [58] and HSE06[101] functionals with energy convergence

better than 10−6 eV.

We used structural parameters from Cs3Bi2Cl9 single crystal diffraction for the 0D-

connectivity space group 62 structure. For the 2D-connectivity structures in space

group 164, we performed calculations using the structure refined from single-crystal
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X-ray for Cs3Bi2I0.8Cl8.2 as well as using lattice parameters linearly-interpolated be-

tween hypothetical 0% and 100% iodine incorporation structures based on the trends

from powder X-ray diffraction Rietveld fits (see Figure 2.3). We employed a plane-wave

energy cut-off of 500 eV and used the automatic k-mesh generation scheme with the

length parameter, l, set to 20 and 30 for PBE and HSE06 calculations, respectively

(l = 30 corresponds to a k-mesh of 4 × 4 × 2 for the group space 62 structure and a

mesh between 5× 5× 3 and 4× 4× 3 for the group 164 structures). Band structure cal-

culations were performed using a density of 30 and 16 k-points per branch for the PBE

and HSE06 calculations, respectively. Using these parameters, the band gaps appear to

be converged much better than 0.1 eV in all cases. Crystal orbital Hamilton bonding

analysis was performed in the LOBSTER software package. [70–73]

2.3 Results and Discussion

Single crystals of Cs3Bi2Cl9 and of a compound whose composition was established

to be Cs3Bi2Cl8.16I0.84 were obtained directly from the reaction mixtures, and their

structures as determined from single-crystal X-ray diffraction at room temperature are

shown in Figure 2.1. The conditions for single crystal data collection and select crys-

tallographic parameters are summarized in Table 2.1. Additional images of the crystals

and crystallographic details can be found in Appendix C. The structure of Cs3Bi2Cl9

matched the reported structure which is found at temperatures up to T = 646 K. The

structure is orthorhombic, in the Pnma space group and can be visualized as 1D chains

of clusters of BiCl6 octahedra (Figure 2.1 (a,b)). While this structure has corner-

connected BiCl6 octahedra reminiscent of a perovskite, the A sites do appear to de-

scribe the topology of a simple cubic lattice. Therefore, the structure Cs3Bi2Cl9 is not
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Figure 2.1: (a) One-dimensional crystal structure of Cs3Bi2Cl9 (Pnma, S.G. #62)
viewed down the 1D chains of BiCl6 octahedra. (b) The same structure of Cs3Bi2Cl9
emphasizing one of the chains of BiCl6 octahedra. (c) Two-dimensional vacan-
cy-ordered perovskite structure of Cs3Bi2Cl8.16I0.84 (P 3̄m1, S.G. #164) viewed down
the b axis, depicting the 2D sheets of BiCl6 octahedra. (d) Zero-dimensional structure
of Cs3Bi2I9 (P63/mmc, S.G. #194) showing the condensed, face-shared double oc-
tahedra of Bi2I9

3 – . Single-crystal X-ray diffraction and refinements performed by Dr.
Lingling Mao.
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Empirical formula Cs3Bi2Cl9 Cs3Bi2Cl8.16I0.84

Form. wt. (g mol−1) 1135.74 1212.61
Crystal habit and color Rods, colorless Hexagonal plates, yellow

Crystal system Orthorhombic Trigonal
Space group Pnma (No. 62) P 3̄m1 (No. 164)

Temperature (K) 300 299
Wavelength (Å) 0.71073 0.71073

a (Å) 18.644(5) 7.7587(6)
b (Å) 7.6182(19) 7.7587(6)
c (Å) 13.186(4) 9.5183(8)
α (◦) 90 90
β (◦) 90 90
γ (◦) 90 120

Volume (Å3) 1872.8(8) 496.21(9)
Density (calc.) (g cm−3) 4.028 4.058

θ range (◦) 3.276 to 28.327 2.140 to 30.550
Completeness to θ = 25.242◦ 99.5% 100%

Reflections collected 8746 3782
Data / restraints / parameters 2497 / 0 / 76 616 / 0 / 20

Goodness-of-fit 1.100 1.097
Final R indices [I > 2σ(I)] Robs = 0.0319 Robs = 0.0261

wRobs = 0.0658 wRobs = 0.0678

Table 2.1: Single-crystal X-ray diffraction refinement data and results for Cs3Bi2Cl9
and Cs3Bi2Cl8.16I0.84. Single-crystal X-ray diffraction and refinements performed by
Dr. Lingling Mao.
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technically a perovskite. Similarly, Figure 2.1(d) displays the other end member of the

series, Cs3Bi2I9, which is also not perovskite-derived since the BiI6 form as face-sharing

pairs.

The compound Cs3Bi2Cl8.16I0.84 crystalizes in the trigonal space group P 3̄m1 and

adopts a structure than be described by an ordered vacancy (�) ordering on the per-

ovskite A3B2�X9 that results in layers of vacancies separated by double-layers of BiX6

octahedra. The structure is very similar to that of β-Cs3Bi2Cl9, but with a unit cell that is

3.8% smaller than what is reported, due to the fact that the structure of β-Cs3Bi2Cl9 was

reported at 723 K. [102] The 2D structure described here is also adopted by Cs3Sb2I9

[103] and Rb3Bi2I9. [92] In this structure, the BiX6 octahedra are corner-sharing and

form corrugated 2D layers (Figure 2.1 (c)). The broad family of A3B2�X9 structures

have been previously described [104] as adopting 0D, 1D, and 2D variants, related

by the order-disorder framework developed by Dornberger-Schiff and Grenn-Niemann.

[105]

In their characterization of the structure of Cs3Bi2I6Cl3, which has a similar struc-

ture, McCall et.al. found that the I atoms preferred to occupy the capping positions

on the octahedra in the structure, while the Cl atoms occupy the bridging positions

between the octahedra. [97] In the refinement of the structure presented here for

Cs3Bi2Cl8.16I0.84, we observe a similar tendency, with corner-sharing sites between oc-

tahedra occupied exclusively by Cl, and a mixture of I and Cl atoms in the other sites.

This site preference may provide a driving force for the incorporation of I into the struc-

ture, as the structure tries to maximize the amount of I in the capping sites. The origin

of this site preference is revisited in the discussion of the electronic structure.

The composition of the different Cs3Bi2Cl9−xIx compounds in the series were de-

termined using X-ray fluorescence, and the results are displayed in Figure 2.2. As ex-
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Figure 2.2: (a) Compositions of the title compounds as determined by X-ray fluo-
rescence (XRF) as a function of the percentage of HI in the reaction mixture. For
the solid solution compound Cs3Bi2Cl8.16I0.84, the composition obtained from single
crystal X-ray diffraction (SCXRD) refinement is indicated in appropriate location. (b)
Values of x in Cs3Bi2(Cl1−xIx)9 plotted against the proportion of HI in the reaction
mixture.

pected, it was observed that the mass % of Cl and I vary linearly with the percentage

of HI in the reaction mixture. Interestingly, it should be noted that in the plot of I

occupancy vs % HI in the reaction, the slope of the linear fit is close to 6% I/1% HI,

demonstrating that the occupancy of the X sites is not the same as the ratio of I to Cl in

the reaction mixture. For example, when the reaction mixture contained 7.27% HI, the

product had an I occupancy of 52 %. It is clear from these results that there is a large

driving force for the incorporation of I into the structure, which likely originates from

the previously-discussed site preference for I and Cl.

Figure 2.3 displays the evolution of powder X-ray diffraction patterns of the differ-

ent compounds in the solid solution that crystallize in the 2D vacancy-ordered per-

ovskite structure in space group P 3̄m1. The overlaid Rietveld fits suggest that all of

the samples are single phase within the detection limits established by laboratory x-

ray diffraction data. In the case of the end-member compounds, powder patterns for
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Figure 2.3: (a) Evolution of X-ray diffraction patterns of the compounds
Cs3Bi2(Cl1−xIx)9 with the single-phase Rietveld fits to the 2D vacancy-ordered per-
ovskite structure overlaid. Rietveld analysis confirms the absence of extraneous peaks
that would suggest secondary phase. (b) Evolution of the cell parameters with x of
Cs3Bi2(Cl1−xIx)9.

Cs3Bi2Cl9 and Cs3Bi2I9 (not displayed) matched those of previously reported structures

for α-Cs3Bi2Cl9 and bulk Cs3Bi2I9. In addition to a shift to lower 2θ values with increas-

ing I content, the peaks also exhibit broadening with increasing amounts of I, as shown

in Figure 2.3. This broadening is attributed to the decreasing size of the crystallites as

the amount of I in the sample increases.

Diffuse reflectance spectra transformed using the Kubelka-Munk method into ab-

sorbance for each compound is shown in Figure 2.4. As expected from the appearance

of compounds, the absorption edge shifts to lower energies with increasing I occupancy.

Additionally, the absorbance peak widens with increasing I. From the absorbance data,

the absorbance edge for each compound was calculated and is presented as a function

of the composition in Figure 2.4(b). A large decrease in the energy of the first ab-

sorption edge is noted immediately upon I incorporation, corresponding to the change

from the 1D structure to the 2D structure. As more I is incorporated into the lattice, the
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Figure 2.4: (a) Kubelka-Munk transformed optical absorption data on powders of
Cs3Bi2(Cl1−xIx)9. (b) Absorption onset as a function of x.

energy of the absorption edge decreases nearly linearly with the increasing I occupancy.

The optical absorption data suggests that the structure and composition of these

compounds have distinct influences on their optical properties. Therefore, density

functional theory-based calculations were carried out in order to gain a better under-

standing of the relative roles of roles of structural connectivity and I substitution on the

measured band gaps. Figure 2.5 presents the calculated band gaps of compounds with

the 2D vacancy-ordered perovskite structure. This includes hypothetical compositions

of Cs3Bi2Cl9, Cs3Bi2I9, Cs3Bi2Cl3I6, in which I sits on the 6i capping Wyckoff site and

Cl sits on the 3e site, and Cs3Bi2Cl6I3, in which Cl and I occupation is reversed to the

6i and 3e sites, respectively. The treatment of these four structures provides qualitative

understanding of the role of I site occupation without breaking space group symmetry

and needing to consider more complex supercell calculations. In addition to stoichio-

metric changes, there is significant lattice expansion with increased I concentration. In
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Figure 2.5: DFT band gaps of compounds in the vacancy-ordered 2D perovskite
structure in space group P 3̄m1. We compare simulations of compounds Cs3Bi2Cl9,
Cs3Bi2Cl6I3, Cs3Bi2Cl3I6, and Cs3Bi2I9 structures with varying iodine filling and vary-
ing lattice parameter. In addition, we have repeated all the calculations using the
lattice parameters of Cs3Bi2Cl8.16I0.84 determined by single crystal X-ray diffraction
(Note: the c/a ratio for Cs3Bi2Cl8.16I0.84 is slightly different from that determined by
powder Rietveld refinement, so the c axis is not valid for these data points; the adjust-
ment is very minor, however). All simulations incorporated spin-orbit coupling. DFT
calculations performed by Dr. Samuel Teicher.
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order to account this effect, we have performed calculations for all four structures at

lattice parameters corresponding to 0 %, 20 %, 40 %, 60 %, 80 %, and 100 % I substi-

tution based on the linear lattice parameter trends of the powder Rietveld fits (Figure

2.3) as well as the lattice parameters of single crystal Cs3Bi2Cl8.16I0.84.

Transitions of the valence band maximum (VBM) and conduction band minimum

(CBM) in Figure 2.5 are displayed using dashed lines. We find that across this solid

solution, as in other perovskite systems with relatively flat conduction bands, [106] a

great number of direct and indirect transitions can be favored based on subtle changes

in bonding. Second, the fact that both Cs3Bi2Cl9 and Cs3Bi2I9 in the vacancy-ordered

perovskite structure adopts a Γ-M/A gap in at their preferred lattice parameters sug-

gests that the dominant transitions in the real material should be close to Γ-M/A.

When comparing with the calculated bandgap (PBE) for the 1D chain (Pnma)

structure of Cs3Bi2Cl9 structure of 2.32 eV (Figure 2.6), the band gap of Cs3Bi2Cl9 in

the hypothetical 100% Cl P 3̄m1 structure is 2.09 eV. The difference here is significant,

but not as large as the absorption onset energy decrease between the first two data

points of Figure 2.4(b) (≈ 0.5 eV). This suggests that structural transformation to the

2D-connectivity alone is not sufficient to recreate the band gap trend. Similarly the lat-

tice parameter trend alone also cannot explain the large reduction in the experimental

band gap. While the bandgap of Cs3Bi2Cl9 decreases by about 0.3 eV upon compression

to the theoretical lattice parameter of the Cs3Bi2I9 structure, the trend does not hold

for any the structures with I. The full I structure has a much smaller band gap than

that of the full Cl structure and the magnitude of this reduction is consistent with the

large drop seen in experiment. This is not surprising because of the relatively large

size of I orbitals compared to Cl orbitals and the expectation that there will therefore

be larger band dispersion in the I compound. The HSE band gaps, which are expected
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to quantitatively match the measured values more closely than the PBE values, further

confirm this intuition. The HSE band gap of the full Cl compound is quite close to that

of Cs3Bi2Cl9 measured in experiment, and the 2.8 ev to 1.7 eV band gap range between

Cl and I compounds is roughly consistent with the range seen in experiment, albeit

downshifted by about 0.2 eV from the values of 2.4(b).

A more subtle point is that the band gap of Cs3Bi2Cl6I3 is systematically lower than

that of Cs3Bi2Cl3I6. This may seem surprising at first because the latter structure has

double the concentration of I. This is due to the different bond distances and bond

strengths for 6i and 3e site occupancy. The value of the integrated crystal orbital Hamil-

ton population (ICOHP) has been found to form an effective computational proxy for

bond strength in a wide variety of systems. The more negative the ICOHP, the stronger

the bonding. Larger ICOHPs evidence stronger bonding in the full I structures: −3.4 eV

and −2.1 eV for Bi-I bonding in Cs3Bi2I9 on 6i and 3e sites, respectively, while for Bi–

Cl bonding in Cs3Bi2I9 on the same sites these values are −2.5 eV and −1.5 eV (here,

we consider the ICOHP in the single crystal structure of Cs3Bi2Cl8.16I0.84. Moreover,

the bonding strength of I on the 6i capping site is much greater than I on the 3e site

or Cl on either site; this may explain the strong preference for I occupation on the 6i

site. The bonding asymmetry is more broadly reflective of asymmetry in the electron

distribution near the bismuth atom. The inset of Figure 2.6 shows the electron local-

ization function of the Bi atom in relation to the octahedral bonding demonstrating a

stereochemically-active lone pair that points away from the 6i sites and towards the 3e

sites.

Figure 2.6 shows selected portions of the orbital-projected band structures of Cs3Bi2Cl9

in the 2D vacancy-ordered perovskite structure (P 3̄m1) and the structure with 1D

chains (Pnma). As expected, the 2D-bonding connectivity structure can be seen to
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Figure 2.6: Calculated band structures of Cs3Bi2Cl9 in the 1D chain structure (Pnma,
S.G. 62) of Cs3Bi2Cl9 and 2D vacancy-ordered perovskite structure (P 3̄m1, S.G. 164)
of Cs3Bi2Cl8.16I0.84 single-crystal refined structures. The size of the dots represents the
relative magnitude of orbital projections. Blue arrows indicate the smallest direct and
indirect bandgaps (Γ/Γ;Γ-Y/Γ for the Pnma structure and Γ/Γ;Γ-M/A for the P 3̄m1
structure). The HSE conduction and valence band are provided for reference on the
S.G. 164 band structure. The third panel shows bond-projected COHP pairs for Bi–Cl
orbital bonding with Cl on the 3e and 6i octahedral sites. The inset shows the electron
localization function on the Bi atom at a contour of 0.57 electron in relation to the 3e
and 6i sites. Annotations indicate: (∗) Bi-s/Cl-p antibonding contribution at the VBM,
(†) Bi-p-Cl(6i)-p bonding and antibonding states that contribute to the CBM, and (‡)
Bi-p-Cl(3e)-p bonding and antibonding states that contribute to neither the CBM nor
the VBM. DFT calculations performed by Dr. Samuel Teicher.
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have larger band dispersions in both the conduction and valence band than the 1D-

connectivity Pnma structure. As in many other perovskite systems, electron filling of

the Cl/I p orbitals and the loss of electrons by Bi p yields a band structure with dom-

inant Cl/I p contributions in the valence band and dominant Bi p in the conduction

band. A large Bi s contribution at the top of the valence band arises due to Bi s / Cl

p antibonding interactions. The third panel of Figure 2.6 presents the un-integrated

partial COHP of Bi–Cl bonding interactions in the 2D P 3̄m1 structure. Atoms on both

the 6i and 3e sites contribute to the Bi s / Cl p antibonding interactions(∗) that push

the VBM upwards in energy, whereas only atoms on the 6i site contribute to the Bi p /

Cl p antibonding interaction(†) that pushes the CBM upwards in energy. This explains

why the band gap of Cs3Bi2Cl6I3 is lower than that of Cs3Bi2Cl3I6. While placing I on

either site increases bonding strength and band dispersion, ultimately closing the band

gap, placing I on the non-preferred 3e site raises the energy of the Bi s/Cl p antibond-

ing states in the valence band without also raising the energy of antibonding Bi p/Cl p

states in the conduction band, closing the band gap much more rapidly.

Overall, the computational results suggests that, in addition to the increased 2D

bonding connectivity in the vacancy-ordered perovskite structures, the effect of I incor-

poration on local bonding is essential to explaining the sharp reduction in band gap

seen in experiment. Bonding asymmetry due to the stereochemically-active lone pair

on the Bi is likely one reason for the preference for I occupation on the capping sites.

2.4 Conclusion

We have shown that even small I incorporation (small x) in the solid solution

Cs3Bi2(Cl1−xIx)9 switches the structure from lower dimensional structures to the vacancy-
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ordered perovskite-type in the trigonal space group P 3̄m1. Associated with this sub-

stitution are dramatic changes in the optical properties, which can be further tuned

with increasing I incorporation. Density functional theory-based electronic structure

calculations point to the importance of the electronic changes induced by the orbital

states of I over the changes in the structural dimensionality as dominating the changes

in the optical absorption properties. They also point to the potential origin of the

site-preference tendency of I– that results in the structure being switched from 1D to

perovskite-derived 2D upon I– incorporation and that provides a driving force for I–

incorporation into the structure.
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Chapter 3

Hybrid and Inorganic Vacancy-Ordered

Double Perovskites A2WCl6

We report hybrid and all-inorganic, vacancy-ordered double perovskites of d2 W4+ with

the formulae A2WCl6 (A = CH3NH3
+, Rb+, and Cs+). These compounds, which are

reddish in color, can be distinguished from structurally similar compounds obtained by

hydrothermal methods on the basis of structure, spectroscopic, and magnetic proper-

ties. The latter are green and incorporate oxygen, with actual formulae Cs2WOxCl6−x

and distinct optical absorption and emission behavior. The local-moment magnetism of

the pure red d2 compounds reported here do not correspond to the appropriate Kotani

model, suggesting as-yet undiscovered physics in these systems.

The contents of this chapter have substantially appeared in Reference [107]. Reproduced with
permission from: E. E. Morgan, G. T. Kent, A. Zohar, A. O’Dea, G. Wu, A. K. Cheetham and R. Seshadri,
Hybrid and Inorganic Vacancy-Ordered Double Perovskites A2WCl6. Copyright 2023 American Chemical
Society
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3.1 Introduction

The K2PtCl6 structure type — more familiarly referred to as the vacancy-ordered

double perovskite — was first identified in 1834, [14, 108] with the crystal struc-

ture established by Dickinson [109] in 1922. In recent years, compounds with this

crystal structure have emerged as promising materials for optoelectronic applications.

The structure type is defined by the formula A2MX6, where A is a monovalent cation

such as Cs+ or CH3NH3
+ (MA), M is a metal in the 4+ oxidation state, and X is a

halide anion. As implied by the name, the structure of these compounds can be visual-

ized as a double perovskite in which the second M′ site is vacant, resulting in isolated

MX6
2 – octahedra bound electrostatically by A-site cations. [18, 110] Despite the lack

of continuous cation–anion–cation connectivity, the iodide compounds display disperse

bands as a consequence of the extended and polarizable orbitals on the anion. [110–

112] Therefore, recent interest in these compounds has been driven by the potential

use of Cs2SnI6 [110] and Cs2TeI6 [111, 113] as photovoltaic materials. Additionally,

computational studies have explored the electronic structures of many members of the

vacancy-ordered family and revealed structure-property relationships that can be used

to select compounds with the most promising optoelectronic characteristics. [114–117]

Many early transition metal oxides prefer metal–metal bonding as a means of deal-

ing with unpaired d electrons [118] which makes magnetic compounds with d1, d2, etc.

configurations elusive. In the structure type described here, transition metal ions are

forced to be somewhat distant, obviating metal–metal bonding, and permitting mag-

netism to manifest. Consequently, vacancy-ordered double perovskites based on tran-

sition metals have been used as model systems to study magnetism. For example, com-

pounds such as Cs2NbX6 and Cs2TaX6 have revealed the influence of the X-site on mag-

netic properties, [119] and Cs2TaCl6 shows particularly interesting low-temperature
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magnetism. [120, 121] Recently, some of us have reported a family of compounds with

the general composition A2RuX6 [8, 122] where the identity of the A-site and X-site

can be used to tune the effective strength of spin-orbit coupling in these compounds,

as determined by fitting magnetic data to models proposed by Kotani.[50] Given the

interesting trends revealed in these prior works, we wished to understand if similar

behavior is seen in compounds with the overall formula A2WX6. It was also of interest

to determine whether hybrid halide compounds of magnetic d2 W4+ could be obtained.

There are a few reports of A2WX6 compounds where A = K, Rb, Cs, Ba, or Tl and

X = Cl or Br. A solid-state synthesis from the alkali chloride salts and WCl6 yielded

reddish powders of A2WCl6. [123] Additionally, a single crystal structure study of

Cs2WCl6 confirmed the red color and vacancy-ordered structure of this compound, but

no further characterization was reported. [124] Interestingly, a more recent report has

suggested that Cs2WCl6 and Cs2MoCl6 can be obtained from hydrothermal synthesis in

HCl and describes both as forming green crystals displaying bright near-IR emission.

[20]

Given that the reported properties of Cs2WCl6 appear to vary significantly depend-

ing on the synthesis method, we sought to synthesize the A2WX6 compounds and de-

termine their compositions, structures, and properties. We find that they can be most

easily prepared by combining the appropriate A-cation salt and WCl4 under anaero-

bic and anhydrous conditions. This set of compounds shows trends in their optical

properties that are similar to what was observed in other vacancy-ordered systems.

[122] Additionally, we have found that magnetism in these compounds deviates from

the Kotani model; however, the reasons for this behavior remain unclear. Finally, we

demonstrate that these A2WX6 compounds, which do not show strong optical emission,

are compositionally distinct from the compounds produced by hydrothermal synthesis,
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which do. This difference in composition is central to explaining the different observed

optical properties.

3.2 Experimental Methods

3.2.1 Synthesis

All reagents were purchased from Fisher Scientific or Sigma Aldrich. With the ex-

ception of solvents, all other materials were used without further purification or modifi-

cation. In the case of solvents, diethyl ether (Et2O) and acetonitrile (MeCN) were dried

using a Vacuum Atmospheres DRI-SOLV Solvent Purification system and stored over 3 Å

molecular sieves prior to use. All handling of air-sensitive reagents and products was

performed under anaerobic and anhydrous conditions in a nitrogen-filled glovebox.

A2WCl6 compounds were synthesized by combining 0.25 mmol of the appropriate

A-cation salt (CsCl, RbCl, or CH3NH3Cl (MACl)) and 0.125 mmol of WCl4 in 5 mL of

acetonitrile and stirring. In the case of MA2WCl6, the solution changes color to a dark

reddish-purple after a few hours, and the reaction is complete after stirring for 24

hours. The majority of the product forms as a microcrystalline powder; however, single

crystals can be collected from the solid deposited on the sides of the vial during stirring.

The powder can be washed with diethyl ether and isolated by filtration. In the case of

Cs2WCl6 and Rb2WCl6, the reaction is complete after stirring for 5 days (due to the

low solubility of the salts in acetonitrile). Cs2WCl6 is a dark orange and Rb2WCl6 is

reddish-purple. The products form as very fine powders and no single crystals could

be obtained. The powders were isolated by washing with diethyl ether and carefully

decanting away the liquid phase to isolate the solid.
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For the sake of comparison with the literature, we also attempted to synthesize

Cs2WCl6 from a solvothermal synthesis in acid. In this case, the synthesis followed a

modified version of the literature report.[20] 0.25 mmol of CsCl was combined with

0.125 mmol of WCl4 and 3 mL of concentrated hydrochloric acid in a hydrothermal

vessel. The vessel was heated to 160 ◦C for 2 days, followed by slow cooling to room

temperature for 24 hours, producing bright green crystals. Single crystal X-ray diffrac-

tion reveals that the composition of these crystals is Cs2WO1.08Cl4.92.

3.2.2 Single-crystal X-ray diffraction

Single-crystal X-ray diffraction data was collected on a KAPPA APEX II diffractome-

ter with an APEX II CCD detector, TRIUMPH monochromator, and Mo-Kα radiation

source (λ = 0.71073 Å). For moisture-sensitive samples, nitrogen was blown over the

sample during data collection using an Oxford nitrogen gas cryostream system. Data

collection was performed at 298 K for MA2WCl6 and 100 K for Cs2WO1.08Cl4.92. Data

collection and cell parameter determination were conducted using the SMART pro-

gram. Integration of the data frames and final cell parameter refinement were per-

formed using SAINT software. Absorption corrections of the data were carried out

using the multi-scan method SADABS. Structure solution and refinement were per-

formed using SHELXTL. All crystal structures are visualized using the VESTA software

package. [99] Further crystallographic details can be found in Appendix D.

3.2.3 Synchrotron X-ray diffraction

High-resolution synchrotron powder X-ray diffraction data were collected at beam-

line 11-BM at the Advanced Photon Source at Argonne National Laboratory. The pow-
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der X-ray diffraction data were analyzed using the TOPAS software suite. [36] Initial

Pawley refinements [33] were performed to determine lattice parameters and peak

shapes. Subsequently, Rietveld refinements were performed to determine background,

zero-point error, atomic positions, and isotropic ADPs. In the case of Cs2WCl6, the sam-

ple contained some residual CsCl from the reaction mixture, so CsCl was included as a

second phase in the refinement.

3.2.4 X-ray photoelectron spectroscopy

X-ray photoelectron spectroscopy measurements were performed using a Thermo

Fisher Escalab Xi+ XPS system with a monochromated aluminum anode (1486.7 eV).

Powder samples were pressed onto carbon tape and were transferred to the instrument

using a homemade air-free sample holder. Since all measured samples were semicon-

ducting, charge compensation was applied and all spectra were referenced to the C

1s peak of carbon at 284.5 eV. Data fitting was performed using the CasaXPS software

package. For fitting of the tungsten high-resolution spectra, several constraints were

imposed. The 4f 5/2 peak was required to have 3/4 of the area of the 7/2 peak and the

same FWHM. Additionally, the two pairs of 5/2 and 7/2 peaks were required to have

the same separation in binding energy.

3.2.5 Raman spectroscopy and photoluminescence measurements

Raman spectroscopy and photoluminescence measurements were performed at room

temperature using a Horiba Jobin Yvon T64000 open-frame confocal microscope oper-

ating at a wavelength of 488 nm with triple monochromator and LN2-cooled CCD array

detector. Filters were used to reduce the laser to 25% of its original intensity to prevent
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beam damage to the samples. For air-sensitive samples, the powders were loaded into

a homemade air-free cell with a fused silica window (Corning glass) inside a glovebox.

Spectra were calibrated by referencing the spectrum of monocrystalline silicon, which

has a peak at 521 cm−1. Additionally, the spectrum of silicon inside the air-free cell was

used to confirm that the use of the cell only contributes very minor peaks or changes

to the baseline.

3.2.6 UV-vis spectroscopy

Absorbance spectra were obtained by measuring diffuse reflectance on a Shimadzu

UV3600 UV-Vis-NIR spectrometer equipped with an integrating sphere. Samples were

diluted in barium sulfate. Air-sensitive samples were transferred to the sample holder

inside of the glovebox and a glass coverslip was attached to the front of the sample

holder to minimize air exposure. Reflectance was converted to absorbance using the

Kubelka-Munk transformation. [44]

3.2.7 Magnetic measurements and data processing

Magnetic measurements were performed on a Quantum Design MPMS3 Squid in-

strument. DC measurements were performed in VSM mode. Approximately 10 mg of

sample was deposited inside plastic capsules purchased from Quantum Design, which

was mounted in a brass sample rod. Magnetization vs temperature measurements

were performed at fields of 500 Oe and 7 T between 1.8 K and 300 K. To calculate the

temperature-dependent effective moment for each sample, the magnetization was con-

verted to susceptibility (χ). For the Kotani fitting, a diamagnetic correction factor equal

to (molar mass/2)× 10−6 was added to the susceptibility values. The effective moment

63



Hybrid and Inorganic Vacancy-Ordered Double Perovskites A2WCl6 Chapter 3

at each temperature was calculated as 2.827
√
χT . For the Kotani fitting, Equations 3.1

and 3.2 for the effective moments were used for the d1 and d2 cases, respectively. In

these equations, x = A
kT

where A represents the strength of spin-orbit coupling in

cm−1, k is the Boltzmann constant, and T is the temperature. For the Curie-Weiss fit-

ting, the 1/χ data was fit using Equation 3.3, where χ0 is the diamagnetic correction to

the susceptibility, T is the temperature, C is the Curie constant, and θCW is the Weiss

temperature.

n2
eff =

8 + (3x− 8)e
−3
2
x

x(2 + e
−3
2
x)

(3.1)

n2
eff =

3{5
2
x+ 15 + (x

2
+ 9)e−x − 24e

−3
2
x}

x(5 + 3e−x + e
−3
2
x)

(3.2)

χ−1 =
T − θCW

χ0(T − θCW ) + C
(3.3)

3.3 Results and Discussion

The compounds MA2WCl6, Rb2WCl6, and Cs2WCl6 were prepared by combining a

stoichiometric ratio of the A-cation chloride salt and WCl4 in anhydrous acetonitrile and

stirring for several days at room temperature, as described in the Experimental Meth-

ods. Due to the air- and moisture-sensitivity of these compounds, they were prepared

and stored in a nitrogen-filled glovebox. In the case of MA2WCl6, maroon single crystals

could be obtained directly from the reaction mixture. For Rb2WCl6 and Cs2WCl6, the

compounds were insoluble in organic solvents and precipitated as fine reddish-orange

and purple powders, respectively.
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Figure 3.1: (a) Single crystal structure of MA2WCl6 with thermal displacement el-
lipsoids depicted at 50 % probabilty. (b) Structure of Cs2WCl6 as determined from
synchrotron XRD. (c) Single crystal structure of Cs2WO1.08Cl4.92 with thermal dis-
placement ellipsoids depicted at 50 %. Single-crystal X-ray diffraction and refinements
performed by Dr. Guang Wu and Dr. Greggory Kent.
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The crystal structures of MA2WCl6 and Cs2WCl6 as determined from single-crystal X-

ray diffraction (XRD) and synchrotron XRD, respectively, are shown in Figure 3.1. The

compound MA2WCl6 crystallizes in the trigonal space group R3̄m. Notably, we believe

this to be the first true hybrid vacancy-ordered halide perovskite structure based on

tungsten. This compound is structurally analogous to MA2RuCl6, [8] and similarly

to this compound, the octahedra are very regular, despite not being constrained by

symmetry. The unique bond angles are 90.44◦ and 89.56◦ and W–Cl bond distances

are all 2.3782(18) Å. The structure type is stabilized by hydrogen bonding, with a

minimum N···Cl distance of 3.447(8) Å. The alignment of the methylammonium cations

in this structure maximizes their hydrogen bonding interactions of the NH3
+ group with

the Cl– anions. Due to the larger size of tungsten, its unit cell is slightly larger than that

of the ruthenium analogue, with a = 7.1125(14) Å and c = 21.975(6) Å. Synchrotron

X-ray diffraction data, showing that the single-crystal structure is consistent with the

structure of the bulk powder, is shown in Appendix D.

The compounds Rb2WCl6 and Cs2WCl6 were difficult to recrystallize due to low

solubility in organic solvents, so the structures were determined by synchrotron X-

ray diffraction of the powders, shown in Figure 3.2(a) and (b). For these compounds,

which both crystallize in the space group Fm3̄m, we found that their structures are sim-

ilar, but not identical, to what has been reported in the literature. [124] Pawley and

Rietveld refinements indicate that Rb2WCl6 has a cubic cell parameter of 10.02(1) Å,

and Cs2WCl6 has a cell parameter of 10.326(2) Å. The lattice parameter for Cs2WCl6

is larger than the previously-reported value of 10.245(1) Å determined from single

crystal diffraction,[124] and the value of 10.27 Å estimated from powder Debye X-ray

photographs. [123] One potential explanation for this discrepancy is simply the differ-

ent diffraction techniques used in the structure determinations. A second possibility is
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Figure 3.2: 11-BM synchrotron X-ray diffraction data, fit, and difference for (a)
Cs2WCl6, Rwp = 7.27 %, Rp = 5.97 % and (b) Rb2WCl6 Rwp = 8.92 %, Rp = 7.26 %.
The broad hump in the diffraction pattern between Q = 1.0 Å−1 and 2.0 Å−1 is
due to the kapton sample holder. (c) Raman spectra for A2WCl6 compounds and
Cs2WO1.08Cl4.92.
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that the differences in cell parameters could reflect differences in composition due to

the use of different synthetic strategies.

To further explore the relationship between the synthesis method and the properties

of the A2WCl6 compounds, we attempted to synthesize Cs2WCl6 using a hydrothermal

method reported in the literature. [20] This synthesis produces bright green cuboc-

tahedral crystals, and a single-crystal XRD refinement for these crystals gives a cell

parameter of 10.23(2) Å. Furthermore, this compound is stable under ambient condi-

tions, which contrasts with the air- and moisture-sensitivity of the other synthesized

A2WX6 compounds. Suspecting that there must be a difference in composition between

the hydrothermal product and the compounds prepared under inert conditions, we

performed Raman spectroscopy, the results of which are shown in Figure 3.2(c). In the

case of the hydrothermal compound, we observe strong peaks at 171 cm−1, 235 cm−1,

334 cm−1, and 960 cm−1. These are similar to the values reported previously for this

hydrothermal product. [20] Considering the spectrum of the Cs2WCl6 prepared un-

der dry and anaerobic conditions, we can see similar features at lower wavenumbers,

with strong peaks at 169 cm−1, 235 cm−1, and 345 cm−1, and only a very small peak

at 960 cm−1. Similarly, for Rb2WCl6, there are strong peaks at 173 cm−1, 236 cm−1,

and 348 cm−1, and a weak peak at 960 cm−1. MA2WCl6 has strong peaks at 174 cm−1

and 344 cm−1 and a small peak at 975 cm−1. Based on symmetry considerations, the

Fm3̄m structure should have only three Raman-active modes and the R3̄m structure

should have two modes. [41–43] Furthermore, previous literature on tungsten com-

pounds suggests that the peak at 960 cm−1 should be attributed to the W –– O bond in

a WOCl52 – distorted octahedron, while the three intense lower energy peaks are due

to the motions of the W – Cl bonds. [125] Overall, the Raman spectra suggest that

the hydrothermal sample contains a large number of W –– O bonds, while the samples
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prepared under inert conditions contain very few.

Based upon our analysis of the Raman spectra, we developed a new structural

model of the hydrothermal compound, which is shown in Figure 3.1(c). In this model,

an oxygen position was added to the structure in between the W and Cl positions such

that the W–O bond distance is 1.90(8) Å and the W–Cl bond distance is 2.369(7) Å.

The occupancies of the O and Cl positions were then refined and constrained to add up

to one, based on the assumption that each W atom should have six-fold coordination.

Using this model, we have determined the composition of the hydrothermal product

to be Cs2WO1.08Cl4.92. We believe this to be a reliable estimate, as the estimated stan-

dard deviation on the oxygen content in the formula unit is 0.07 (i.e. 1.08(7)). This

suggests that the majority of octahedra in the structure will have a composition of

[WOCl5]2 – , but that there may also be some with a composition of [WO2Cl4]2 – . The

presence of oxygen in this compound also explains observations that the hydrothermal

product tends to have a smaller cell parameters, due to the higher oxidation state of

W in the oxyhalide octahedra and the short W–O bonds. We also note that a similar

compound was previously reported with a composition of Cs2WOCl5; [125] however,

a full single-crystal structure solution has not been obtained until now. After exam-

ining a number of samples prepared using this hydrothermal method, we have found

that the oxygen content, as determined by this type of refinement, can vary between

1 and 1.5 oxygen per formula unit. In addition to the Raman data and cell parameter

trends, a clear justification for the use of our model is that if the structure is refined

with the incorrect composition of Cs2WCl6 the R-factor is 3.53%, while the R-factor for

Cs2WO1.08Cl4.92 is 2.54%. This result is consistent with previous findings that a M –– O

bond can closely resemble a M – Cl bond in single crystal diffraction and refinements of

disordered compounds, [126] and in this case leads to a large reduction in R-factor.
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Figure 3.3: XPS spectra for the W 4f and 5p regions of (a) Cs2WCl6 and (b)
Cs2WO1.08Cl4.92. (c) Kubelka-Munk transformed UV-vis spectra for A2WCl6 com-
pounds and Cs2WO1.08Cl4.92.

Given the fact that Cs2WCl6 and Cs2WO1.08Cl4.92 appear similar in diffraction data,

it was important to further evaluate the composition of these samples. High-resolution

XPS spectra, shown in Figure 3.3(a) and (b), were examined to determine the oxida-

tion state of W in each sample. Additionally, we compared the XPS survey scans for

Cs2WCl6 and Cs2WO1.08Cl4.92 (shown in Appendix D) to verify that Cs2WCl6 contains

a higher proportion of Cl, while Cs2WO1.08Cl4.92 contains more O. All of the W XPS

spectra examined showed similar features, with two sets of doublets corresponding to

the 4f photoelectron peaks, and one peak at higher binding energy corresponding to

the 5p photoelectron peak. For Cs2WCl6, the most intense 4f 7
2

and 4f 5
2

photoelectron

peaks, which we attribute to W4+, occur at 34.7 eV and 36.9 eV. These values are sim-

ilar to those for Rb2WCl6 (34.7 eV and 36.9 eV) and MA2WCl6 (34.6 eV and 36.8 eV).

The W high-resolution spectra for these compounds are displayed in Appendix D. In the

case of Cs2WO1.08Cl4.92, the most intense 4f peaks, which we attribute to W5+, occur
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at 36.4 eV and 38.6 eV. For all the samples, an additional set of W 4f photoelectron

peaks is present, in which the 4f 7
2

peak is observed at 35.6 eV and the 4f 5
2

at 37.7 eV.

Given that these peaks are observed with similar intensities and locations in all com-

pounds, we attribute them to the presence of surface oxidation in the samples. This

oxidation may also provide an explanation for the weak peaks at 960 cm−1 observed in

the Raman spectra of the A2WX6 compounds.

The UV-vis absorbance data for the A2WCl6 compounds is shown in Figure 3.3(c).

As expected from the appearance of the two compounds, the absorbance profiles of

MA2WCl6 and Rb2WCl6 are very similar, with both showing absorbance maxima at

530 nm and 327 nm. Similarly to the analogous ruthenium compounds [122] and pre-

vious literature reports [123], the absorption maxima for Cs2WCl6 are shifted to higher

energy, and occur at 440 nm and 323 nm. This is because the larger Cs+ cations de-

crease the interactions between the [WCl6]2 – octahedra, leading to a less-disperse va-

lence band and higher-energy absorption onset for this compound. The lower-energy

maxima in all the A2WCl6 compounds are attributed to d − d transitions, while the

higher-energy features are ligand-to-metal charge transfer (LMCT) transitions. [123]

The spectra for the A2WCl6 compounds are clearly different from the spectrum of

Cs2WO1.08Cl4.92, which shows two broad peaks with maxima at approximately 400 nm

and 800 nm. Using the molecular-orbital diagram developed by Gray et. al. for the

molybdenyl ion, [127, 128] we can assign these features to the dxy to dx2−y2 and dxy

to dxz, dyz transitions, respectively. Here, the [WOCl5]2 – unit is non-centrosymmetric,

therefore enhancing the intensity of the d− d transitions compared to those in A2WCl6.

Additionally, some higher-energy absorption features are visible for wavelengths shorter

than 400 nm. These likely correspond to the dxy to dz2 and LMCT transitions.

We also confirmed that Cs2WO1.08Cl4.92 displays intense photoemission with a max-
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Figure 3.4: (a) Temperature dependence of the effective moment of the A2WCl6 com-
pounds and Cs2WO1.08Cl4.92, as well as comparison with previous reports and theory.
The spin-orbit coupling parameter ζ is assumed to be 3000 cm−1. (b) Curie-Weiss fit
of the magnetic data for Cs2WO1.08Cl4.92. The Weiss temperature is −8.92 K and the
effective moment is 1.70µB.

imum around 900 nm under 488 nm laser excitation. In contrast, the A2WCl6 com-

pounds do not emit under these conditions. Based on the difference in the optical

properties, it is clear that the substitution of O for Cl plays a key role in near-IR emis-

sion. Again using the molecular-orbital diagram [127, 128] we suggest that the emis-

sion arises from a d − d transition. This explanation for the optical properties differs

from that in previous work, which attributes the luminescence to self-trapped excitons

which induce a large Stokes shift. [20]

Earlier works on the A2WCl6 compounds indicate that their magnetic behavior is not
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consistent with the Kotani model, and suggest that this deviation originates from an-

tiferromagnetic interactions. [123] Therefore, it was of interest to determine whether

our compounds displayed this same behavior. Figure 3.4 demonstrates that our mea-

surements on Cs2WCl6 and Rb2WCl6 are similar to this previously-reported data. Ad-

ditionally, none of the data can be adequately fit to the Kotani model for d2 ions. [50]

This model is used to account for the influence of the orbital angular momentum on the

temperature-dependence of the effective magnetic moment for transition metal ions in

an octahedral field. By fitting magnetic data to the appropriate Kotani equation, the

strength of spin-orbit coupling in a compound can be determined. Here, we have as-

sumed a spin-orbit coupling constant of 3000 cm−1, which is similar to the constant

that is predicted for a free W4+ ion. [129] However, for any value chosen for the

spin-orbit coupling, it is not possible to fit the data, because at low temperatures the

observed moment is significantly lower than theoretically predicted. Regardless of spin-

orbit coupling constant, all Kotani d2 ions should converge to a moment of 1.22µB at

0 K, [50] while our A2WCl6 compounds all show low-temperature moments of approxi-

mately 0.5µB. Therefore, it is reasonable to attribute the discrepancy to antiferromag-

netic interactions. However, the closest W–W distance in these structures is 7.088 Å in

Rb2WCl6, so we do not believe that there could be direct antiferromagnetic exchange

between the W atoms. Additionally, we emphasize that the discrepancy between the-

ory and experiment does not appear to be due to the onset of an antiferromagnetic

transition, as the curvature of the lines describing the effective moments for theory

and experiment are different even at intermediate temperatures. Works on related

compounds have hypothesized that antiferromagnetic interactions could be mediated

by the delocalization of unpaired electrons onto the chloride ligands; [130] however,

further study is required to determine the precise mechanism of this interaction and

whether this is the case in these compounds.
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For comparison, we also show the magnetic behavior of the Cs2WO1.08Cl4.92 com-

pound and plot it with the Kotani model for a d1 metal. In this case the discrepancy

between theory and experiment is expected, because the WOCl52 – ion does not have

ideal octahedral symmetry. The lowering of symmetry quenches the orbital angular mo-

mentum, which should lead to an effective moment that is close to the spin-only value

for a single unpaired electron. [130, 131] A Curie-Weiss fit of the magnetic data for

this compound, shown in Figure 3.4(b), gives a Weiss temperature of −8.92 K, a Curie

constant of 0.362µ2
B, and an effective moment of 1.70µB. As expected, this is close

to the theoretical moment for a single unpaired electron, which is 1.73µB.Therefore,

magnetic data provides another method of differentiating between the pure chloride

materials and the oxychlorides

3.4 Conclusion

In summary, the vacancy-ordered double perovskites A2WCl6 (A = MA (CH3NH3
+),

Rb, and Cs) and the oxyhalide Cs2WO1.08Cl4.92 have been studied. MA2WCl6 constitutes

the first report of a hybrid W halide with a perovskite-related structure. We have also

shown that Cs2WCl6 and Cs2WO1.08Cl4.92 closely resemble one another in diffraction

data, but can be distinguished via spectroscopy, magnetism, and even by eye. For ex-

ample, the appearance of an intense peak in the Raman spectrum around 960 cm−1 is a

clear sign of W –– O bonds. Cs2WO1.08Cl4.92 has two broad absorption maxima in the vis-

ible range and shows intense photoluminescence in the near-IR regime under 488 nm

laser excitation. The incorporation of O into this compound is significant to its optical

properties, and we believe that it is the splitting of the d orbitals, due to the lower sym-

metry of the WOCl52 – ion, that gives rise to the distinct absorption features and bright
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emission. Interestingly, the structure and optical properties of similar compounds have

previously been studied, [131, 132] and Cs2NbOF5 has also been identified as a strong

emitter with a large Stokes shift, attributed to a self-trapped state.[133] Therefore, it

may be worthwhile to re-examine the optical properties of these related compounds

in future works. Additionally, we note that the results reported here for the differ-

ences between the compounds Cs2WCl6 and Cs2WO1.08Cl4.92 should also apply to the

molybdenum-based versions. We have also attempted to synthesize the pure A2MoCl6

compounds using a number of methods; however, we find that the oxychlorides will

always be preferentially formed. Therefore, we believe that the materials reported as

Cs2MoCl6 by Liu et. al are probably Cs2MoOxCl6−x Finally, the magnetic behavior of

Rb2WCl6 and Cs2WCl6 are similar to those reported by Kennedy et. al., [123] but the

temperature-dependence of the effective magnetic moment cannot be explained using

the Kotani model and remains an open challenge which we plan to explore in future

works.
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Chapter 4

Understanding the Near-IR

Luminescence of Molybdenum and

Tungsten Oxyhalides

Materials with near-IR luminescence are highly desirable for applications including

communications and biomedical imaging. The most well-known materials with this

property rely on careful doping of host lattices with rare-earth elements or transition

metals. However, recently, another class of materials with intrinsic near-IR emission

has been reported. The compositions of these materials were initially described as

Cs2MoCl6 and Cs2WCl6, but further investigation has revealed them to be Cs2MoOxCl6 – x

and Cs2WOxCl6 – x, where 1 < x < 2. This difference in composition entails a different

coordination environment and oxidation state for the molybdenum and tungsten cen-

ters. Therefore, in this work, we reconsider the mechanism for near-IR emission in

At the time of publication, the contents of this chapter were in preparation for submission as E.
E. Morgan, S. Panuganti, G. T. Kent, A. Zohar, A. Brumberg, A. Mikhailovsky, M. G. Kanatzidis, R. D.
Schaller, A. K. Cheetham, and R. Seshadri, Understanding the Near-IR Luminescence of Molybdenum
and Tungsten Oxyhalides.
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these materials. We demonstrate that the luminescence is actually due to the unique

d-orbital splitting caused by the presence of oxygen in the distorted [MOX5]2 – octahe-

dra. Furthermore, the fine structure in the emission spectra at low temperatures is due

to vibronic coupling to the Mo –– O and W –– O bond stretches. This interpretation of the

emission spectra provides an explanation for the temperature-dependence of the lumi-

nescence and suggests how this desirable emission can be realized and manipulated.

4.1 Introduction

Vacancy-ordered double perovskites, having the general formula A2MX6, where A is

a monovalent cation, M is a metal in the 4+ oxidation state, and X is a halide anion, are

a popular area of study due to their tunable and desirable optical properties. [14] For

example, doping of compounds such as Cs2ZrCl6 [134, 135] and Cs2SnCl6 [136, 137]

gives rise to useful properties such as bright white-light emission and near-IR lumines-

cence. Near-IR luminescence is particularly sought-after because of its potential utility

in applications ranging from food inspection and biomedical imaging to communica-

tion. Unfortunately, the fact that most near-IR emission is achieved by doping limits

the brightness of emission and makes it difficult to predict new compositions for these

applications. [138] Therefore, it was novel and somewhat surprising that Cs2WCl6 and

Cs2MoCl6 were reported as materials with bright near-IR emission which did not re-

quire doping or other structural modifications. When these compounds are excited in

the visible range, they show broad emission between 900 nm and 1300 nm, and these

materials are both solution processable and highly stable. Additionally, it was demon-

strated that they could be used to make prototype near-IR imaging devices. [20]

Although the initial results presented for Cs2WCl6 and Cs2MoCl6 were exciting in
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terms of performance, there were some aspects of the report that raised questions

about the composition of these materials and therefore the mechanism of their lumi-

nescence. For example, the reported Raman spectra for these compounds contained

more peaks than would be expected for crystals with Fm3̄m symmetry. Additionally,

the luminescence was reported to occur through absorption by defect states and several

self-trapped excitons with distinct energies. However, the compounds appeared to be

highly crystalline and the nature of the defect states and distortions associated with the

self-trapped excitons was unclear.

Subsequent work on these compounds by the present authors have revealed that the

compounds reported have true compositions of Cs2MoOxCl6 – x and Cs2WOxCl6 – x, where

1 < x < 2. These compounds were previously reported in the literature, [125, 130]

but their luminescent properties were not known. Additionally, in our previous work

focusing on the tungsten-based vacancy-ordered perovskites, we hypothesized that the

observed excitation and emission spectra could be explained using a molecular-orbital

diagram for the molybdenyl ion. [127, 128] More specifically, the absorption between

400 nm and 500 nm and the emission at 900 nm to 1300 nm appeared to correspond to

two distinct d-to-d transitions in these materials, explaining the large difference in en-

ergy between the two. However, at the time, we had not investigated the temperature-

dependence of the luminescence or determined the origin of the fine structure observed

at low temperatures. Therefore, in this work, we address both of these points in order

to provide additional evidence for our hypothesis. We also show that the behavior ob-

served in the chlorides is present in the bromide compositions, suggesting that other

oxyhalide compounds may make good near-IR emitters. Additionally, while the identity

of the halide anion can be used to tune the absorption of light in these materials, the

emission features are strongly influenced by the character of the M –– O bond. Therefore,
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the present work highlights how to manipulate the absorption and emission energies

of other potential oxyhalide-based near-IR emitters.

4.2 Experimental Methods

4.2.1 Synthesis of Cs2WO1.3Cl4.7

0.25 mmol of CsCl and 0.125 mmol WCl4 were combined in 3 mL of concentrated

hydrochloric acid in the PTFE liner of a 23 mL Parr hydrothermal vessel. The vessel was

heated to 160 ◦C for 2 days, followed by slow cooling to room temperature. The green

crystals were separated from the hydrochloric acid and washed with a small amount of

ethanol.

4.2.2 Synthesis of Cs2MoO1.2Cl4.8 and Cs2MoO1.6Br4.4

0.25 mmol of CsCl and 0.125 mmol MoCl5 were combined in 3 mL of concentrated

hydrochloric acid (in the case of the oxychloride) or hydrobromic acid (in the case of

the oxybromide) in the PTFE liner of a 23 mL Parr hydrothermal vessel. The vessel

was heated to 160 ◦C for 2 days, followed by slow cooling to room temperature. The

crystals were separated from the acid and washed with a small amount of ethanol. In

the case of the chloride, the crystals were bright green. In the case of the bromide, the

crystals were dark red.
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4.2.3 Powder X-ray diffraction and Rietveld refinements

Powder X-ray diffraction (PXRD) measurements were performed on a Panalytical

Empyrean powder diffractometer in reflection mode with a Cu-Kα radiation source.

Structure and phase-purity were confirmed using the TOPAS software package. [36]

4.2.4 Single crystal X-ray diffraction and refinements

Single-crystal X-ray diffraction data was collected on a KAPPA APEX II diffractome-

ter with an APEX II CCD detector, TRIUMPH monochromator, and Mo-Kα radiation

source (λ = 0.71073 Å). Structure refinements were performed by Dr. Greggory Kent

in the SHELXTL software package. Crystal structures were visualized using the VESTA

software package. [99]

4.2.5 Raman spectroscopy

Raman spectroscopy was performed using a Horiba Jobin Yvon T64000 open-frame

confocal microscope operating at a wavelength of 488 nm with monochromator and

LN2-cooled CCD array detector. Calibration was confirmed by referencing the spectrum

of monocrystalline silicon, which has a peak at 521 cm−1. For variable-temperature

measurements, samples were pressed onto copper tape and sealed inside a vacuum

chamber, where temperature was controlled using a nitrogen flow with a Lake Shore

Cryotronics temperature controller. The sample was allowed to equilibrate at each

temperature point for 15 minutes prior to data collection.
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4.2.6 UV-vis spectroscopy

Absorbance spectra were obtained by measuring diffuse reflectance on a Shimadzu

UV3600 UV-Vis-NIR spectrometer equipped with an integrating sphere. Samples were

diluted in barium sulfate. Reflectance was converted to absorbance using the Kubelka-

Munk transformation. [44]

4.2.7 Near-IR fluorimetry

Samples were encapsulated in poly(methyl methacrylate) (PMMA) and mounted

on a glass slide. A PTI Quantamaster fluorimeter equipped with a near-IR detection

system and a 950 nm long-pass filter was used for all measurements. For the excitation

scan, the emission at 1000 nm was monitored while scanning the excitation wavelength

between 350 nm and 800 nm. The final spectra were obtained by normalizing the raw

data by the intensity of the lamp for this spectral range.

4.2.8 Photoluminescence measurements

For the experiments conducted using 400 nm excitation, temperature-dependent

and time-resolved photoluminescence experiments were performed using the 800 nm

output of a Ti/sapphire amplifier with 2 kHz repetition rate and 35 fs pulse width.

Samples were photoexcited with 400 nm front-facing excitation. The incident pulse

was generated with a beta barium borate (BBO) crystal for frequency-doubled output of

the laser. Temperature-dependent photoluminescence spectra of powder samples were

collected in a 4 K closed-cycle cold-finger cryostat under a base pressure of 1 × 10−7

torr. Samples were equilibrated for 5 minutes at each temperature point prior to data
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Figure 4.1: Single-crystal XRD structures for (a) Cs2WO1.3Cl4.7 (b) Cs2MoO1.2Cl4.8 (c)
Cs2MoO1.6Br4.4. Structures determined by Dr. Greggory Kent.

collection. Spectra were collected using a 100 µW near-IR detector with a range of 800

nm to 1300 nm. Time-resolved photoluminescence lifetimes were collected with time-

correlated single photon counting electronics using a CCD detector. The cryostat details

for temperature-dependent lifetime measurements are the same as written above.

For analysis of the photoluminescence spectra, the abscissa was converted to units

of eV using the standard relation E = hc/λ. In order to account for the difference be-

tween wavelength- and energy-dependent spectra, the ordinate was transformed using

Equation 4.1. Gaussian peak-fitting was performed using the Fityk software package.

[139]

IE = Iλλ
2(hc)−1 (4.1)

4.3 Results and Discussion

The crystal structures of the compounds studied are shown in Figure 4.1. These

compounds all crystallize in the space group Fm3̄m, and their compositions based on

single-crystal XRD refinements are Cs2WO1.32Cl4.68, Cs2MoO1.20Cl4.80, and Cs2MoO1.602Br4.398.
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Refined composition Cs2WO1.32Cl4.68 Cs2MoO1.20Cl4.80 Cs2MoO1.602Br4.398

Lattice parameter (Å) 10.208(3) 10.216(5) 10.613(7)
M-X bond length (Å) 2.369(5) 2.367(4) 2.516(3)
M-O bond length (Å) 2.01(7) 1.97(6) 2.06(4)

R-factor without oxygen 3.27% 3.14% 7.56%
R-factor with oxygen 2.40% 2.20% 3.13%

Table 4.1: Details of single crystal structures.

For convenience, these compositions will be referred to in the rest of this work as

Cs2WO1.3Cl4.7, Cs2MoO1.2Cl4.8, and Cs2MoO1.6Br4.4. It is possible to refine the crystal

structures to have the incorrect compositions of Cs2WCl6, Cs2MoCl6, and Cs2MoBr6

and obtain satisfactory R-factors. However, when an oxygen position is included in

the refinements and the occupancy of the oxygen and halide sites are constrained to

add up to one, the improvements in the R-factors are significant. For example, in

Cs2MoO1.2Cl4.8, the R-factor without oxygen is 3.14%, while with oxygen it is 2.20%.

Further details can be found in Table 4.1. Phase purity and lattice parameter trends

were also validated using powder X-ray diffraction. Additional details of the powder

and single crystal diffraction data can be found in Appendix E. An additional impor-

tant observation about these compounds is that the refined oxygen content can vary

sample-to-sample, even when the same synthesis conditions are used. For the chlo-

rides, the refined oxygen coefficient tends to be between 1 and 1.5. For the bromide,

there is usually a larger amount of oxygen, generally between 1.5 and 2. We have

also attempted to synthesize the tungsten-based oxybromide, but the crystals were of

poor quality, making the composition difficult to determine. Therefore this sample was

excluded from this study.

Room temperature Raman spectra using an excitation wavelength of 488 nm are

shown in Figure 4.2(a) and (b). First considering the spectra for Cs2WO1.3Cl4.7 and

Cs2MoO1.2Cl4.8, we find that they are qualitatively quite similar due to similarities
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in composition and metal-ligand bond lengths. In these compounds, the majority of

the octahedra are expected to have a composition of [MOCl5]2 – , which has a point

group symmetry of C4v. In this case, group theory predicts that there can be up to

11 Raman-active modes observed, in contrast to the 3 modes expected for Oh symme-

try. In the low-frequency region for Cs2WO1.3Cl4.7 there are peaks at 170.5, 233.8,

and 333.6 cm−1. In Cs2MoO1.2Cl4.8 similar peaks are located at 173.4, 231.9, and

325.0 cm−1. Based on their similarity to the modes present in other vacancy-ordered

systems, these features can be assigned to the bending, asymmetric stretching, and

symmetric stretching modes of the M – Cl bonds. In other cases where local octahedral

symmetry is broken, such as in X-site alloying in Cs2TeX6, the additional peaks which

correspond to this lowering in symmetry are found between 100 cm−1 and 300 cm−1.

[140] However, in the case of the compounds studied here, the additional peaks ap-

pear at significantly higher energies due to the difference in the strength of the M=O

bonds compared to M-X bonds. These higher energy peaks are observed at 958.2 cm−1

in Cs2WO1.3Cl4.7 and 953.0 cm−1 in Cs2MoO1.2Cl4.8 and correspond to the M=O bond

stretches.

In contrast to the chloride compositions, the peaks for Cs2MoO1.6Br4.4 are relatively

weak and broad in the low-frequency region and there are additional peaks which do

not appear in the chloride compositions. This behavior can be attributed to the rela-

tively weaker Mo – Br bonds and the fact that this composition contains more oxygen

compared to the chlorides. In Cs2MoO1.6Br4.4 we expect that, in addition to octahe-

dra with the composition [MoOBr5]2 – , there will also be more octahedra with of the

type [MoO2Br4]2 – compared to the chloride compositions. Although there is no crys-

tal structure reported for the compound Cs2MoO2Br4, literature on related compounds

suggests that the two oxygens in the octahedra will be arranged in a cis configura-
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Figure 4.2: (a) Low-frequency region of the room temperature Raman spectra and
(b) High-frequency region of the room temperature Raman spectra for Cs2WO1.3Cl4.7,
Cs2MoO1.2Cl4.8, and Cs2MoO1.6Br4.4. (c) Low-frequency region of the variable-tem-
perature Raman spectra and (d) High-frequency region of the variable-temperature
Raman spectra for Cs2WO1.3Cl4.7.

tion. [141] Therefore, the expected point group for these octahedra is C2v, which can

contribute up to 15 additional Raman-active modes, thus explaining why several addi-

tional peaks are visible in both the low- and high-frequency regions of the spectrum.

The peaks at lower energies, which are weak and broad, should correspond to motions

of the Mo – Br bonds, while the peaks at higher energies, which are sharper and more

intense correspond to motions of the Mo –– O bonds.

We have also examined the variable-temperature Raman spectra between 80 K and

300 K for Cs2WO1.3Cl4.7 in order to check for phase-transitions or other changes in the

vibrational spectrum. As shown in Figure 4.2(c) and (d), the Raman spectra show

only small changes, indicating that the crystal structure remains nearly the same over

this range of temperatures. Closer analysis of the data does reveal some interesting

temperature-dependent trends, as shown in Figure 4.3. First considering the lowest
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Figure 4.3: Temperature-dependence of the Raman shifts for Cs2WO1.3Cl4.7.

energy peak, which is associated with bending modes of the W – Cl bonds, the posi-

tion of this peak remains relatively constant until approximately 150 K, after which

it begins to decrease in energy. Next, for the peak associated with the asymmetric

stretching modes, we find that this peak increases linearly in energy with temperature.

In contrast, the energy of the peak for the symmetric stretch decreases linearly with

temperature. Finally, for the peak associated with the W –– O stretch, the energy of this

peak decreases between 80 K and 150 K, and then remains relatively constant at tem-

peratures greater than 150 K. These trends will be discussed in further detail in the

context of the variable-temperature optical data.

The absorption spectra for all compounds are shown in Figure 4.4 (a). In order to

clarify the origin of absorption features in these compounds, we have reproduced as-

pects of a molecular-orbital diagram developed by Gray et. al. for the [MOX5]2 – ions

[127, 128] in Figure 4.4(b). First, we consider the lower energy transition, where the

absorption onset appears at approximately 920 nm in the tungsten-based compound

and at approximately 930 nm in the molybdenum-based compositions. This absorp-

tion was previously-reported to arise from sub-bandgap emission due to defect states
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Figure 4.4: (a) UV-vis absorption spectra (solid traces) and fluorimetry excitation
scans (dashed traces) for Cs2WO1.3Cl4.7, Cs2MoO1.2Cl4.8, and Cs2MoO1.6Br4.4. (b)
Simplified version of the molecular-orbital diagram developed by Gray et. al. [127]

[20]; however, considering past work on the spectroscopy of the [MOX5]2 – ions, it is

clear that this feature is actually due to a transition from the dxy orbital to the dxz,yz

orbitals. The energy of this transition is primarily influenced by the interaction of metal

center and the oxygen ligand, which explains why the absorption onset is slightly dif-

ferent for the tungsten- and molybdenum-based compositions. Next, we consider the

higher-energy absorption feature, where the absorption onset for the chlorides occurs

at approximately 510 nm, while the onset for the bromide occurs at 620 nm. The en-

ergies of these absorption features also correspond to the visual appearances of these

compounds, where both chlorides are green, while the bromide is a dark red. This fea-

ture is attributed to the transition between the dxy and dx2−y2 orbitals. In this case, the

transition energy is determined by the anti-bonding interaction between the metal and

halide ligands. Therefore, the bromide, which has weaker metal-halide bonding than

the chlorides, absorbs at lower energies. In all of the compounds, there are multiple

peaks in the absorption visible at wavelengths shorter than 400 nm. This is because in

this energy range it is also possible to begin exciting higher-energy d− d and ligand-to-

metal charge transfer transitions.
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After establishing the absorption properties of the tungsten and molybdenum oxy-

halides, we can begin to investigate the intense near-IR emission in these materials.

The first question to be addressed is which transitions in these materials give rise to

the near-IR emission (shown in Figure 4.5). As illustrated by the UV-vis spectra and

molecular orbital diagram, there are several possible scenarios which could produce

near-IR emission. The first is that for excitation wavelengths in the range of 400 nm to

500 nm, an electron could be promoted from dxy to dx2−y2 and then radiatively decay

to the dxz,yz states. The work of Gray et. al. suggests that the difference in energy be-

tween the dx2−y2 and dxz,yz states is approximately 1.14 eV (1087 nm), which is similar

to the energy of the emission. This scenario is also consistent with the work of Liu et.

al., which states that the most intense luminescence was observed using an excitation

wavelength of 400 nm for both their tungsten- and molybdenum-based samples. A sec-

ond possibility is that the emission arises from radiative decay from the dxz,yz states to

the dxy ground state. Based on the absorption onsets in the UV-vis spectra, the energy

of this transition is between 1.34 eV and 1.50 eV (925 nm to 827 nm). In order to

determine which of these transitions is responsible for the emission, near-IR fluorime-

try excitation scans were used. Here, the intensity of the emission at 1000 nm was

monitored while scanning the excitation wavelength. The results of the fluorimetry

experiments suggest that exciting either of the first two d − d transitions can produce

near-IR emission; however, the fact that the emission persists and is more intense for

lower energy (longer wavelength) excitation suggests that the emission comes from the

dxz,yz to dxy transition. In the case of the higher-energy excitation, we hypothesize that

the emission comes from initially promoting an electron to the dx2−y2 state, followed

by non-radiative decay to dxz,yz, and then followed by radiative decay to the dxy state.

In addition to determining which d-to-d transitions produce near-IR emission in
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Figure 4.5: Variable-temperature near-IR emission spectra under 400 nm excitation
for (a) Cs2WO1.3Cl4.7 (b) Cs2MoO1.2Cl4.8 and (c) Cs2MoO1.6Br4.4. Photoluminescence
data collected by Shobhana Panuganti at Northwestern University and Argonne Na-
tional Lab
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these compounds, it is also important to establish why multiple peaks are visible in the

emission, which are particularly apparent at low temperatures. In previous reports,

the multiple emission features were attributed to the presence of several self-trapped

excitons associated with different structural distortions. [20] However, the peaks are

at very similar energies in all of the spectra and, at the lowest temperatures, all show

a very uniform energy-splitting of approximately 0.11 eV between each peak. Given

the different compositions of the compounds explored in this work, it seems highly

unlikely that self-trapped excitons associated with structural distortions would follow

such a consistent progression in energies in all compounds. Additionally, in the molec-

ular orbital diagram of Gray et. al., there aren’t any combination of electronic tran-

sitions that would give rise to the observed pattern. Therefore, here we consider a

different explanation for this splitting pattern. Specifically, we find that the energy of

the splitting in the emission is remarkably similar to the energy of the M –– O stretches

observed in the Raman spectra of these compounds. For example, at 100 K we find

that the splittings between the three most prominent peaks in the emission spectra

are 0.113 eV and 0.101 eV, while the energy of the W –– O stretch at that temperature

is 958.8 cm−1 (0.119 eV) in Cs2WO1.3Cl4.7. Therefore, we believe that the fine struc-

ture of the emission in these compounds is largely due to vibronic coupling to the

M –– O stretches, rather than self-trapped excitons. Although the energies are not ex-

actly identical, we attribute the slight discrepancy to the uncertainty associated with

fitting multiple peaks under a curve, as well as the possibility of vibronic coupling to

other bond-distortions. For example, vibronic coupling in the emission to the Te – X

bond motions in the Cs2TeX6 compounds has been well-characterized. [142]

Finally, in order to provide a more-complete picture of the luminescence in these

compounds, we have investigated the temperature-dependence of the emission life-
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times, shown in Figure 4.6. As in the continuous-wave experiments, all data were

collected using a 400 nm excitation, as this provided the highest-quality data. In all

compounds, the lifetime was measured by measuring the emission at the wavelength

corresponding to the most intense emission. First, we find that at low temperatures, all

compositions show long emission lifetimes of approximately 45µs for Cs2WO1.3Cl4.7,

95µs for Cs2MoO1.2Cl4.8, and 80µs for Cs2MoO1.6Br4.4. These long lifetimes persist for

temperatures between 2.7 K and 25 K In the temperature range between 50 K and 150

K, all compounds show a sharp decline in the emission lifetime, and for temperatures

greater than 75 K, the behavior of the emission decay becomes more complex, requiring

multiple exponential functions to fit the emission profiles.

In Cs2WO1.3Cl4.7, at 75 K, the two lifetimes are 37µs and 12µs, with the relative

weights of these components being 36% and 64%. At 100 K, the lifetimes are 32µs

and 8µs, with component weights of 17% and 83 %. Finally, at 150 K, it is again

possible to model the emission decay with a single exponential with a characteristic

lifetime of 7µs. Therefore, in this compound it is possible that for temperatures greater

than 150 K, there are either two processes with similar lifetimes, or there is a complete

transition from the longer-lifetime process occurring at low temperatures to the shorter-

lifetime process at high temperatures.

In the molybdenum-based compounds, the situation is slightly different, as there is

a larger temperature range where there is a clear coexistence of long- and short-lifetime

processes. In Cs2MoO1.2Cl4.8 and Cs2MoO1.6Br4.4 at 75 K, the long-lifetime component

is 65µs, while the short lifetime components are 26µs and 18µs, respectively. In

Cs2MoO1.2Cl4.8, fraction of the longer-lifetime component declines more slowly than in

the other compounds. It decreases from approximately 50% to 10% between 75 K and

250 K, and remains around 10% for temperatures greater than 250 K. In the case of
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Figure 4.6: Temperature-dependence of the emission lifetimes for Cs2WO1.3Cl4.7,
Cs2MoO1.2Cl4.8, and Cs2MoO1.6Br4.4. Time-resolved photoluminescence data col-
lected by Shobhana Panuganti at Northwestern University and Argonne National Lab.

Cs2MoO1.6Br4.4, the fraction of the longer-lifetime component at 75 K is 32%, and the

fraction decreases to below 10% at 150 K and below 5% at 250 K.

Overall, between 50 K and 150 K all of the compounds studied here show a tran-

sition from emission which is dominated by longer-lifetime processes at low temper-

atures to relatively shorter-lifetime processes at high temperatures, with the details

varying slightly depending on the composition. Similarly to the structure and energy

range of the emission, the trends in the lifetimes show that the two molybdenum-based

compositions are more similar to one another than they are to the tungsten-based com-

pound, despite the fact that the two chloride compositions appear more visually sim-

ilar. At this time, it is not apparent if the slight differences in the lifetime trends for

Cs2MoO1.2Cl4.8 and Cs2MoO1.6Br4.4 are determined by the presence of Cl versus Br, or

if the differences in oxygen content are more influential. Additionally, given that the

time-resolved data was only collected at a few selected wavelengths, it is not possi-
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ble to definitively determine the nature of these longer and shorter lifetime processes;

however, we believe that the trends revealed in the variable-temperature Raman spec-

troscopy may offer some insight into this point. Given that in Cs2WO1.3Cl4.7 the tran-

sition to the short-lifetime process is complete at 150 K and there are changes in the

trends in the W – Cl bending and W –– O also around 150 K, we hypothesize that changes

in the bond dynamics around each metal center may facilitate different emission path-

ways that lead to the change in lifetimes. Similarly to the other optical phenomena

observed here, these changes are most likely driven by changes in the M –– O bonds.

However, Raman measurements over a more extended temperature range will be nec-

essary to clarify this point.

4.4 Conclusion

In summary, in this work we have shown that the compounds with the formula

Cs2MOxX6 – x (M = Mo or W, X = Cl or Br), which can be synthesized via a hydrother-

mal method, exhibit intriguing near-IR emission which arises from the presence of

oxygen in the [MOX5]2 – octahedra. The composition and structure of these materi-

als can be established using several diffraction and spectroscopic techniques, and the

results were used to show that the molecular orbital diagram of Gray et. al. can be

applied to understand the optical properties of these samples. Both UV-vis absorption

spectroscopy and photoluminescence measurements suggest that near-IR emission is

due to radiative decay from the dxz,yz to the dxy orbital. However, the emission can

be produced by promoting electrons to either the dx2−y2 or dxz,yz orbitals. Addition-

ally, the broadness of the emission is shown, at low temperatures, to arise from the

presence of multiple distinct peaks in the emission. Raman spectroscopy and analysis
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of the temperature-dependence of these features show that they are likely due to vi-

bronic coupling to the M –– O stretches. Finally, time-resolved measurements show that

at low temperatures, all compounds show long emission lifetimes on the order of 10s

of microseconds. However, between 50 K and 150 K, there is a transition to shorter-

lifetime emission which also coincides with subtle shifts in the energies of the Raman-

active modes. Future studies involving more Raman experiments and streak-camera

time-resolved photoluminescence measurements will help to determine the connection

between these observations.
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Chapter 5

Aluminum-based materials as low-κ

dielectrics

Advances in telecommunications require electronics that operate at ever-increasing fre-

quencies, exemplified by 5G or fifth generation technologies that operate in the GHz

regime. At high frequencies, electrical circuits are plagued by so-called RC delays,

arising from the time constant τ = RC for electrical signals which is the product of

the resistance R and the capacitance C, respectively, of conductors and their insulating

substrates. Beside using high quality, low-R electrical conductors such as high-purity

Cu with low surface roughness, small RC delays are achieved by lowering the dielec-

tric constant κ of the materials used in printed circuit board (PCB) substrates. These

largely comprise particles of an inorganic material, notably functionalized SiO2, embed-

ded in a polymer-based matrix. The value of κ of the composite is primarily dictated

by κ of the inorganic material. The properties of the inorganic component also impact

At the time of publication the contents of this chapter have been submitted to Chemistry of Mate-
rials as: E. E. Morgan, A. Zohar, S. Lipkin, B. Monserrat, R. Zhang, S. Vaidyanathan, D. Loeffler, A. K.
Cheetham, and R. Seshadri, Aluminum-Based Materials as Low-κ Dielectrics.
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other relevant parameters such the quality factor, mechanical strength, and thermal

expansion of the substrate. Here we ask whether there are inorganic compounds with

dielectric constants (measured at 10 GHz) that are lower than that of SiO2 that could

potentially replace it in electronics. We describe the key characteristics for low-κ ma-

terials and develop a framework for screening such compounds by employing some

guiding principles, followed by using a combination of empirical estimates and den-

sity functional perturbation-theory based calculations. We then report experimental

results on two promising, aluminum-based low-κ compounds for high-frequency ap-

plications. The first is the cristobalite form of AlPO4. The second is the simplest 3D

metal-organic framework, aluminum formate Al(HCOO)3. The measured values of κ

at 10 GHz, which are 4.0 for AlPO4 and 3.8 for Al(HCOO)3, compare well with what is

measured on SiO2 particles.

5.1 Introduction

The implementation of fifth-generation (5G) telecommunications technology promises

many significant advancements in data networks, including faster, more reliable, and

cheaper communication. One barrier to realizing these potential benefits is that current

hardware must be optimized for compatibility with the high-frequency ranges used in

5G networks. An example of this can be found in the development of specialized

electronics used for multiple-input multiple-output antennae in 5G handsets and base

stations. The ideal dielectric material for use in these electronics should possess a low

dielectric constant (κ) and low loss at the frequencies of interest, and should allow for

effective thermal and thermomechanical management. Critically, the material with the

lowest dielectric constant will produce the most efficient antenna, which in turn will
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reduce power consumption in devices. [143]

Identification of materials that have all of these necessary characteristics is a chal-

lenge for widespread implementation of the 5G technology. Furthermore, the need

for low-κ and low-loss materials extends beyond 5G applications to other types of ad-

vanced electronics that rely on printed circuit board (PCB) technology. [144, 145] In

general, the operational speed of a circuit is limited by its time constant τ = RC, the

product of the resistance R and capacitance C. As circuits become smaller, with thinner

wires placed closer together, the resistance of the wires and capacitive effects between

them increase, causing longer delays. Given that circuit miniaturization is required to

produce advanced devices, a critical strategy to lower τ is to reduce capacitive effects

by using a PCB material with a low dielectric constant. [146]

In addition to low dielectric constant, there are several other important character-

istics for the low-κ material to be used in PCBs. These include: low loss, thermal and

chemical stability, hydrophobicity, mechanical strength, low thermal expansion, and ac-

ceptable thermal conductivity. [145] In order to meet these requirements, a common

solution is to combine a low-κ inorganic component, such as silica particles or fibers,

with an organic polymer to produce a composite which takes advantage of the best

qualities of both materials. The dielectric properties of these composites can also be

enhanced through a number of strategies. For example, more C–C and C–F bonds can

be incorporated into the polymer to minimize polarizability and hence κ. [147] Addi-

tionally, porosity can be engineered into the composite in order to lower its density and

therefore reduce the number of dipoles. [147–149]

There are several ways to reduce the dielectric constant of composites, but each

often involves trade-offs with other desirable qualities. For example, the use of a larger

volume fraction of the organic component relative to the inorganic component may

97



Aluminum-based materials as low-κ dielectrics Chapter 5

lead to a lower dielectric constant for the composite but could produce deleterious ther-

mal expansion effects and poor mechanical properties. Therefore, in order to further

reduce the dielectric constant of PCB composites, it is important to identify materials

which have the desirable qualities of silica (low loss, mechanical strength, stability, and

good thermal management) while also possessing low dielectric constants (defined in

this work as being < 4.0 when measured at 10 GHz.)

Several materials have been proposed as alternatives to silica, including AlPO4–

BPO4–SiO2 ternaries, [146] cordierite, [150–152] and several borates. [153–155] The

characteristics of these compounds suggest that compounds with low-atomic number

atoms and open frameworks should be prioritized. Furthermore, the search for low-

κ materials should be contrasted with efforts to find inorganic high-dielectric constant

materials and ferroic materials [156–161] where traditionally second-order Jahn-Teller

[162] ions such as Ti4+ and lone-pair ions such as Bi3+ are used. [163] These works

aid in the search for low-κ materials by suggesting which ions are best avoided.

In the present work, we have focused on developing a methodology for the identifi-

cation of materials with dielectric constants comparable to or lower than that of silica.

The main challenges are the large number of parameters that require optimization for

a successful low-κ material and the lack of standardization in literature in reporting

of dielectric constants. We have found that estimates using the additive formula [164]

with empirical values tabulated by Shannon, [165] are suitable for identifying potential

low-κ candidates from a large database of materials. First-principles calculations based

on density functional perturbation theory (DPFT) then refine the search, and also per-

mit estimates to be made for compounds that are not suited for the Shannon approach.

As a result of this screening procedure, we have identified the simple aluminum-based

framework structures, AlPO4 and the metal-organic framework Al(HCOO)3 (ALF), as
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suitable for low-κ applications. ALF is arguably the simplest example of a metal-organic

framework and has both porosity and excellent mechanical properties. It has recently

been shown to be effective in a number of important gas separations. [166–168] We

have prepared these compounds and discuss different strategies for the measurement

of high-frequency dielectric properties of powders. Finally, we compare the case of

AlPO4, where DFT gives an accurate estimate of the dielectric constant, to the case

of Al(HCOO)3, where a simple DFT calculation does not initially correctly predict the

dielectric constant.

5.2 Methods

5.2.1 First-Principles Calculations

Static dielectric constants were estimated using density functional theory (DFT)-

based electronic structure calculations as implemented in the Vienna ab initio Simu-

lation Package (VASP). [51–53] All calculations used the PBE functional, [58] PAW

pseudopotentials, [66, 100] a plane-wave cutoff energy of 500 eV, and a Monkhorst-

Pack grid [169] with a length parameter of 30. For the density functional perturbation

theory calculations of the dielectric constant, [78, 79] we report the predicted constant

for a polycrystalline sample using Equation 5.1,

κ =
3λ1λ2λ3

λ1λ2 + λ1λ3 + λ2λ3

(5.1)

where λi are the eigenvalues of the total dielectric tensor calculated in VASP. This is the

convention used in other high-throughput DFT studies of dielectric constants. [170].
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As discussed previously, [171] estimating the dielectric constant of a polycrystalline

sample from the tensor components is not trivial except in the case of high symmetry

crystal structures, and the formula used here will not always give the same results as

other common approaches, such as averaging the eigenvalues.

5.2.2 Synthesis of Al(HCOO)3

A hydrothermal synthesis of Al(HCOO)3 was performed following the literature.

[172] 50 mg (0.64 mmol) of Al(OH)3 was combined with 7 mL of concentrated formic

acid and stirred for 30 min. The mixture was then transferred to a teflon-lined 23 mL

stainless steel digestion vessel and heated at 130 ◦C for 3 days. Cooling to room tem-

perature yields a white powder, which was isolated by filtration and rinsed with con-

centrated ethanol. In order to remove the template CO2 molecule from the cavities of

the structure, the powder was heated at 180 ◦C for 24 hours. [166]

5.2.3 Modification of AlPO4

AlPO4 was purchased from Fisher Scientific; however, the as-received powder was

multiphasic. In order to isolate the desired orthorhombic phase, which has the cristo-

balite structure, the powder was heated to 1300 ◦C in a furnace and allowed to equi-

librate for 1 h. The sample was then removed from the furnace and allowed to cool

rapidly in air.
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5.2.4 Powder X-ray Diffraction and Rietveld Refinements

Powder X-ray diffraction (PXRD) measurements were performed on a Panalytical

Empyrean powder diffractometer in reflection mode with a Cu-Kα radiation source.

Rietveld analysis was performed to confirm structure and phase-purity using the TOPAS

software package. [36] Crystal structures were visualized using the VESTA software

package. [99]

5.2.5 Scanning electron microscopy

The Al(HCOO)3 and AlPO4 powders were placed on double sided carbon tape and

inserted into an Apreo C FEG (ThermoFisher) microscope chamber. SEM images were

collected using secondary electron (SE) and InLens detectors with 5 keV accelerating

voltage and 0.8 nA current.

5.2.6 Infrared Spectroscopy

Fourier transform infrared (FTIR) spectra of powders were obtained using a Nicolet

iS10 FTIR equipped with a Smart Diamond ATR accessory in absorption mode.

5.2.7 Pellet Preparation

Two methods of preparing pellet samples for dielectric measurements were em-

ployed. The first was a modified version of a literature procedure [173] in which dif-

ferent volume loadings of inorganic particles were introduced into a paraffin wax ma-

trix. We prepared mixtures of different ratios of melted paraffin wax and the inorganic

101



Aluminum-based materials as low-κ dielectrics Chapter 5

phase of interest and drop-cast pellets of the mixtures onto polyethylene terephthalate

(PET) sheets. The pellets were flattened into thin films (thickness less than 1 mm)

suitable for measurement as the mixture cooled by pressing the PET sheets together.

While this first method has been shown to be reliable for measuring the dielectric

constant of a variety of materials, [173] it was difficult to obtain pellets of perfectly

uniform thickness. Given that the dielectric measurements are very sensitive to even

small differences in thickness, it was desirable to test a second set of samples where

we could control the thickness more carefully. For this set of samples, the material

under investigation was ground together with polytetrafluoroethylene (PTFE) beads in

an agate mortar and pestle. After grinding the materials, the mixture was placed into

a pellet die with a diameter of 25.4 mm and pressed with forces up to 5 tons. Using

helium pycnometry, it was estimated that this process achieves a pellet densification of

between 85% and 90%.

5.2.8 Dielectric Property Measurements

A split-post dielectric resonator (SPDR, purchased from Keysight Technologies) was

used in conjunction with a Agilent PNA model N5242A vector network analyzer (VNA)

for measurements of high-frequency dielectric properties. A complete description of

the method can be found in the literature. [174] In summary, two coupling loops in-

duce a continuous electric field in the microwave frequency regime within the plane

of the sample. The resonant frequency and quality factor of the SPDR will shift in the

presence of a sample, and therefore the sample properties can be determined by mea-

suring the SPDR in the absence and presence of the sample. The resonant frequency

can be found with uncertainties on the order of 0.5% to 1% of the measured resonant

curve bandwidth. The SPDR has a resonance frequency of 10.159 GHz and can mea-
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sure samples up to 0.95 mm thick, where the sample diameter was always equal to or

greater than 22 mm. The accuracy of the device was confirmed by measurement of a

fused silica reference sample included with the SPDR, which has a measured dielectric

constant of 3.824.

The SPDR was calibrated by first performing transmission measurements between

the two ports of the VNA in a shorted configuration using flexible SMA cables (to ac-

count for losses coming from those cables). The signal was normalized around the

resonance frequency 10.159±0.500 GHz using the calibration setting of the VNA soft-

ware. Following calibration, the SPDR was connected with the two SMA cables. A

reflectance measurement was used to find the resonant frequency. For an empty res-

onator, the frequency should be similar to the device specification (10.159 GHz). A

transmission measurement was recorded at the resonance frequency and the Q value

was extracted from the bandwidth at 3 dB beneath the peak of the transmission curve.

Next, the sample was inserted to the SPDR and the resonance frequency and Q value

were recorded.

The sample thickness was determined by micrometer or SEM cross section. The

collected values (resonance frequency,Q, and thickness) were entered into the software

to extract the dielectric constant and the energy loss factor following Equation 5.2.

κ = 1 +
fo − fs

hfoKκ(κr, h)
(5.2)

where h is the thickness of the sample under test, f0 is the resonant frequency of the

empty SPDR, fs is the resonant frequency of the SPDR with the sample and Kκ is a

function of κ and h determined by the software.

In order to determine the dielectric constant of solid inorganic materials, pellets
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were prepared as described in the previous section and their dielectric constants were

measured. The data for pellets of various compositions was then fit the the Looyenga

mixing model, [175] which is shown in Equation 5.3.

κ
1/3
mix = Vmκ

1/3
m + Vpκ

1/3
p (5.3)

where κm and κp are the dielectric constants of the organic matrix and inorganic parti-

cles, respectively, and Vm and Vp are their volume fractions.

5.3 Results and Discussion

There are several strategies for estimating the dielectric constant of materials, in-

cluding empirical estimates, [165, 176] machine-learning, [177] and high-throughput

DFT. [170] In our work, we have focused on using a combination of physics-based

principles to select a set of compounds on which we have carried out empirical esti-

mates and DPFT calculations. The strategy is outlined in Figure 5.1. The first step was

to establish a set of criteria for low-κ compounds, based on the literature [164, 178].

These principles are used to screen the Inorganic Crystal Structure Database (ICSD)

[179] to identify candidate materials. The criteria are that materials must be (i) in-

sulating, (ii) stable under ambient conditions and (relatively) easy to synthesize, (iii)

primarily comprise small (low-atomic-number) and high-charge atoms, (iv) crystallize

in structures with extended connectivity (no molecular structures or salts), and (v)

be relatively low-density (structures with corner-sharing polyhedra are prioritized over

those with edge- or face-sharing). Finally, disperse bands are contraindicated for low

dielectric constants at high frequencies, suggesting that highly covalent 3D networks
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Figure 5.1: Workflow for the identification of low-κ materials.
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(diamond for example) would not be suitable targets. A class of compounds that meets

many of the above criteria are the aluminosilicate zeolites, due to their porous nature

and low-atomic-number components. However, many zeolites are hydrophilic or are

otherwise prone to incorporating small molecules in their cages, making many of them

unsuitable as stabe low-κ dielectrics. We have separately attempted to screen for low-κ

materials using the Materials Project. [170, 180] However, among experimentally-

observed materials reported in the Materials Project, the materials with low dielectric

constants were either already known to us, molecular structures, or materials whose

calculated dielectric constants seemed unlikely to be accurate due to the presence of

small band gaps or unpaired electrons.

The second step, after identifying a number of inorganic compounds is to em-

pirically predict the dielectric constants. The estimate used here is based upon the

Clausius-Mosotti equation for the dielectric constant, where each element is assigned

an empirically-determined value for its dielectric polarizability αi, for ion i estimated

and tabulated by Shannon. [165] The equation, presented in Equation 5.4, only re-

quires the contents of the unit cell (number and type of each atom) and its volume as

inputs.

κemp. =
Ṽ + 2α(4π/3)

Ṽ − α(4π/3)
(5.4)

Here, α = Σiνiαi with νi being the stoichiometry coefficient of component i, and Ṽ

is the molar volume from the associated ICSD crystallographic information files (CIF)

file. A Python script was written to parse CIFs files and calculate the expected di-

electric constants. A disadvantage of this equation is that it can only be applied to

conventional oxide and fluoride crystal structures, so it is not suitable for all materi-
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als. Additionally, this equation is not accurate in cases of “unusual” dielectric prop-

erties, such as ferroelectrics or conductive materials, and it does not account for the

frequency-dependence of the dielectric constant. [165] Given that we had already se-

lected compounds with low atomic number element compositions, the estimated κemp.

were all fairly low (<10). However, this step was still important to confirm our selec-

tion criteria and provide a preliminary ranking for which materials should be further

investigated.

After calculating κemp., DPFT calculations were performed to provide a potentially

more accurate estimate of the dielectric constant κDFT . This step was particularly

important in order to validate the results of the empirical estimation and to estimate

the dielectric constant for compounds where the additive formula could not be applied

because of an absence of the requisite parametrization. Here, we have focused on

calculating the static dielectric constant, which is the sum of the electronic and ionic

contributions to polarization. A full frequency dependence was not calculated because

of the greater computational expense and because the static constant was expected to

be similar to what would be predicted for the GHz regime in a frequency-dependent

calculation. We additionally note that these DFT calculations were performed on CIFs

obtained from the ICSD and literature without performing geometry optimizations.

The results of some of the DFT-calculated dielectric constants plotted against their

associated empirical values are shown in Figure 5.2. The calculated values are also

shown in Table 5.1. The compounds represented in this plot are those identified by

our screening criteria or those reported in the literature as potential low-κ materials,

such as SiO2. In nearly all cases, the dielectric constant estimated by DFT is larger than

that estimated by the Shannon constant. This is consistent with other work on DFT

calculations, which has found that DFT tends to overestimate the dielectric constant.
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Figure 5.2: Plot of the DFT-calculated dielectric constant versus the associated empir-
ical estimates using the Shannon parametrization. The samples identities correspond-
ing to the numbering numbers are listed in Table 5.1.

Material κemp. κDFT Material κemp. κDFT
1. SiO2 (quartz) 4.56 4.65 13. Na2B6O10 4.02 5.45
2. SiO2 (tridymite) 3.62 4.01 14. NaB4O6F 3.80 4.72
3. SiO2 (α-cristobalite) 3.76 4.12 15. Na3Al2B7O15 3.89 6.80
4. SiO2 (β-cristobalite) 3.48 4.06 16. Na3AlB8O15 3.68 5.30
5. Mg2SiO4 7.03 6.99 17. Na3B7O12 4.51 5.38
6. Mg2Al4Si5O18 4.00 5.59 18. Na2B8O13 4.30 5.35
MgF2 5.25 5.13 19. H3BO3 2.80 3.40
NaSbF6 N.A. 4.45 20. BPO4 6.80 4.84
7. Mg3B2O6 6.85 7.23 21. AlPO4 (hex.) 4.60 4.67
8. Mg2B2O5 6.01 6.93 22 AlPO4 (ortho.) 3.74 3.96
9. Li2B3O4F3 3.91 4.47 α-Al(H2PO2)3 N.A. 3.96
10. LiB6O9F 4.05 4.09 γ-Al(H2PO2)3 N.A. 4.05
11. Na2B4O7 4.11 6.27 Al(HCOO)3 N.A. 3.14
12. Na2B6O9F2 4.03 5.51 Al(OH)(COOH)2 N.A. 3.91

Table 5.1: Estimated dielectric constants for crystalline compounds of interest using
the empirical formula (κemp.) based on the Shannon parametrization (when possible)
and density functional perturbation theory calculations (κDFT ). The numbers refer to
the labeling in Figure 5.2.
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[170] A notable exception to this trend is BPO4, whose Shannon constant is 6.8, while

the estimated constant from DFT is 4.8. Furthermore, other boron-based materials on

this plot also show significant differences between the empirical value and DFT pre-

diction. Based on the additive formula, many are predicted to have κ < 4.5, but their

predicted constants based on DFT are significantly higher. These differences most likely

arise from the empirical nature of the additive formula and the fact that the method

assumes the polarizability value for B3+ to be 0.05. Therefore, while boron-based ma-

terials may still be promising for low-κ applications, we find that the additive formula

with the values of αi provided by Shannon may not yield the most accurate prediction

of the dielectric constant for boron-rich compositions. Overall, we find that in most

cases, the DFT-calculated value can be considered an upper limit for the estimate of the

dielectric constant, while the Shannon value can be considered a lower limit.

Considering the results of the DFT calculations, we found that only a few materials

had predicted dielectric constants that were comparable to that of SiO2. These were

AlPO4 (κDFT = 3.96), Al(H2PO2)3 (κDFT = 3.96), and Al(HCOO)3 (κDFT = 3.14). In

the case of AlPO4, the constant estimated from the additive formula was slightly lower,

at 3.73. For the other materials, which are hybrid organic-inorganic structures, it was

not possible to calculate the empirical value, as no polarizability values are available for

the organic components. To validate our predictions, we chose to focus on the dielectric

constants of AlPO4 and Al(HCOO)3. These compounds were selected because AlPO4

has been previously reported as a potential low-κ material, while Al(HCOO)3 has the

lowest DFT-estimated constant of any material that we investigated and has not been

previously considered as a low-κ material.

In order to investigate the dielectric properties of AlPO4 and Al(HCOO)3, it was im-

portant to obtain phase-pure samples of these materials. Al(HCOO)3 can be synthesized
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Figure 5.3: FTIR of Al(HCOO)3 before and after heating to 180 ◦C overnight.

Figure 5.4: Powder X-ray diffraction patterns and Rietveld refinements for (a)
Al(HCOO)3 and (b) AlPO4. Insets show the crystal structures of the two compounds.
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Figure 5.5: SEM images of (a) Al(HCOO)3 and (b) AlPO4 before and (c) Al(HCOO)3
and (d) AlPO4 after ball-milling.

on the gram scale using hydrothermal synthesis, as reported in the literature. [172]

During the synthesis, CO2 molecules template the formation of the structure and should

be removed from the cavities by heating the material to 180 ◦C for 24 hours. [166] The

removal of CO2 was confirmed using FTIR spectroscopy, shown in Figure 5.3. The PXRD

pattern and Rietveld refinement for Al(HCOO)3 confirming phase-purity after heating

are shown in Figure 5.4(a). In the case of AlPO4, the material is purchased from com-

mercial vendors. However, we have observed that the powder is often received as a

mix of polymorphs. In order to obtain the pure orthorhombic phase, which was esti-

mated to have the lowest dielectric constant, the powder required heat-treatment. The

powder was heated to 1300 ◦C, held at that temperature for one hour, and then the

crucible was removed from the furnace to cool in air. The PXRD patterns and Rietveld

refinements shown in Figure 5.4(b) confirm that the material is single-phase following

this procedure.

After confirming phase purity using XRD, SEM was used to demonstrate that the
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samples were homogeneous and that no amorphous phases were present. SEM images

of Al(COOH)3 and AlPO4 particles are shown in Figure 5.5. In the case of Al(HCOO)3,

the as-synthesized particles are cube-shaped with a typical edge length ranging from

100 nm to 500 nm. These small cubes tend to form spherical aggregates which are

5µm to 10µm in diameter. For the AlPO4, we observed globule-shaped particles whose

size was also on the order of 10µm. These larger aggregates and particles are not

necessarily a problem for the measurement of dielectric properties. However, in prac-

tical applications, the particle size would need to be reduced to < 1µm in order to

produce homogeneous films. We therefore ball-milled samples to reduce particle size.

In Al(HCOO)3, the small cube-shaped particles remain after 30 minutes of ball-milling,

but the larger spherical aggregates are not observed. For AlPO4, SEM images show that

ball-milling effectively breaks the larger particles into smaller fragments. In both cases,

XRD confirms that the underlying crystal structure remains intact. This observation is

in agreement with previous reports which demonstrate that, unlike other metal-organic

frameworks, Al(HCOO)3 is mechanically robust. [166] In summary, with proper post-

synthetic modification, both materials could potentially be incorporated into epoxy

substrates for PCB applications.

After confirming the structure and composition of our materials, we sought to de-

termine their dielectric constants at high frequencies (10 GHz). A split post dielectric

resonator (SPDR) device connected to a vector network analyzer (VNA) was employed,

as described in the Methods section. This allowed us to quickly and reliably measure

many samples because it does not require contact deposition or customized hardware.

The SPDR is primarily designed for measuring composite films similar to PCB materi-

als; therefore, powders must be embedded in an organic matrix to form a thin film with

a diameter larger than 22 mm. For each inorganic material, the dielectric constant can
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Figure 5.6: (a) Measured dielectric constants for SiO2 and paraffin wax pellets and
fit to Looyenga model with κ = 3.82. (b) Measured dielectric constants for SiO2 and
PTFE pellets and fits to Looyenga model with κ = 3.82 accounting for different levels
of densification.

be evaluated by making samples with different ratios of inorganic particles to organic

matrix material. The dielectric constants of these samples are subsequently measured,

and the results fit to the Looyenga mixing model. [175] This model takes into account

the dielectric constants of the pure components and their volumetric fraction in the

mixture.

As discussed in the Methods section, two types of samples were prepared in order

to measure the dielectric constants of inorganic powders. Each of these methods has

its own benefits and drawbacks. In the case of the paraffin pellets, the main advan-

tage is that it is easier to control the precise composition of the mixture, which makes

the data most suitable for modeling with the Looyenga mixing model. However, the

drawback to this method is that the drop-cast mixture must be flattened into a thin

film as the mixture cools, which often leads to inhomogeneity in the thickness of the
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films. Additionally, it is difficult to produce films that have larger volume fractions of

the inorganic material, as the solidified mixtures become very brittle. For these rea-

sons, we also produced a second set of samples which were mixtures of PTFE and the

inorganic particles. These samples were prepared by grinding the materials in a mor-

tar and pestle and pressing them together using a pellet die and hydraulic press. This

method is effective because grinding the PTFE beads forms sheets which can encapsu-

late the inorganic powder, and the samples can be pressed to a very uniform thickness.

However, the disadvantage of this method is that it was not possible to achieve 100%

densification of the pellets. Therefore, in order to interpret the dielectric data, the role

of air must be accounted for in the mixing model, which adds additional uncertainty to

the interpretation of the data for these samples. In order to evaluate the effectiveness

of both sample-preparation methods, we used fumed silica powder as a test material,

which is known to have a dielectric constant of 3.82. The results for both sets of mea-

surements are shown in Figure 5.6.

First considering the results for the silica and paraffin wax pellets, we find that the

data fits fairly well to the Looyenga mixing model when the dielectric constant of the

pure wax is assumed to be 2.2 and the constant of pure silica is 3.82. However, for

some of the intermediate compositions there is a discrepancy between the measured

data and the model, which is likely due to variation in the thicknesses of some of the

samples. Next, considering the PTFE data, we find that the measured dielectric con-

stants for the pellets are much lower than would be expected if the pellets were 100%

dense. Here, the dielectric constant of PTFE is assumed to be 2.1, and silica again is

3.82. Therefore, in this case we needed to add air as an additional “component" in the

Looyenga model and adjust the volume fractions of the silica and PTFE accordingly.

Using this method, we find that the best match to our data corresponds to a densifica-
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Figure 5.7: Measured dielectric constants for (a) Al(HCOO)3 and paraffin wax pellets
(b) AlPO4 and paraffin wax pellets.

tion of approximately 85%. This is in good agreement with pycnometry measurements

of the pellets, which indicated a densification of approximately 90%. We find that the

fit is not as good for larger volume fractions of silica, which can be attributed to the

fact that the densification may be dependent on the composition of the pellet. Overall,

we find that the paraffin wax method provides a more reliable measurement of the

dielectric constant, but that PTFE pellets can be used to corroborate the results.

Given the results of the dielectric measurements for the silica pellets, we have used

paraffin wax pellets to estimate the dielectric constants of our two candidate materials.

The measurements and data fitting for paraffin pellets of Al(HCOO)3 and AlPO4 are

shown in Figure 5.7. Again using the Looyenga mixing model, the dielectric constants

were determined to be 3.8 for Al(HCOO)3 and 4.0 for AlPO4. Just as in the case of

the silica pellets, we have also confirmed these values by measuring mixtures of our

candidate materials with PTFE., as shown in Figure 5.8. The loss values for all materials
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Figure 5.8: Measured dielectric constants for (a) Al(HCOO)3 and PTFE pellets (b)
AlPO4 and PTFE pellets.

in the paraffin wax pellets are shown in Table 5.2. In the case of AlPO4, the measured

value is very close to the value of 3.96 predicted by DFT. However, for Al(HCOO)3,

there is a significant difference between the measured value of 3.8 and the value of

3.14 predicted by DFT. This finding is also somewhat unusual in that it represents a

case in which the experimental dielectric constant is higher than the DFT prediction.

We hypothesized that the discrepancy between theory and experiment for Al(HCOO)3

may be due to finite temperature effects which were not accounted for in the DFT cal-

culation, or inaccuracies in the position of the organic linkers in our structural model.

Therefore, we have further investigated how changes to the Al(HCOO)3 structure may

influence the calculated dielectric constant. In Figure 5.9, we show the crystal struc-

ture of Al(HCOO)3 determined from Rietveld refinements of neutron diffraction data

superimposed with the structure that results from relaxing the atomic positions in DFT

using the PBE functional. The first crystal structure was used in our original DFT cal-
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SiO2

Volume fraction Average loss
0 4.12 × 10–4

0.185 5.59 × 10–4

0.254 6.53 × 10–4

0.338 7.18 × 10–4

0.443 7.03 × 10–4

0.577 7.84 × 10–4

Al(HCOO)3

Volume fraction Average loss
0.209 3.48 × 10–3

0.292 7.29 × 10–3

0.382 1.00 × 10–2

AlPO4

Volume fraction Average loss
0.144 1.11 × 10–3

0.208 1.18 × 10–3

0.371 1.67 × 10–3

Table 5.2: Average dielectric loss values associated with the measurements of mate-
rials in paraffin wax.

Figure 5.9: Crystal structure fragment of Al(HCOO)3 at 300 K determined from neu-
tron diffraction superimposed with the structure obtained by relaxing the atomic po-
sitions in DFT.
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Figure 5.10: DFT-relaxed crystal structures of (a) polyethylene and (b) polytetraflu-
oroethylene (PTFE). Both relaxations used the PBE functional and a D3 dispersion
correction. [181, 182]

culations and gives the predicted dielectric constant of 3.14. We also calculated the

constant for the relaxed structure and obtained a value of 4.14. The main difference

between the two calculated values lies in a change in the ionic contribution to the di-

electric constant, where the original structure has an ionic component of 1.15, while

in the relaxed structure the value is 2.12. This result is somewhat surprising, as the

changes to the crystal structure are extremely small, indicating that the ionic compo-

nent of the calculated dielectric constant is strongly dependent on the atomic positions

in this structure.
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In order to determine whether the sensitivity of κDFT to structure is common to

different types of compounds, we also investigated the effects of DFT relaxation on

other compositions studied in this work. For example, in ALPO4, we found that the

value of κDFT changed from 3.96 (experimental structure) to 3.98 (atomic positions

relaxed with PBE-DFT). The more significant change for Al(HCOO)3 was consistent

with our idea that the presence of the organic linker may contribute significantly to

the dielectric constant for this compound. For this reason, we also used DFT to predict

the dielectric constants of polyethylene and PTFE. In the case of polyethylene, the

calculated value of κDFT is 2.52, while for the relaxed structure κDFT is 2.64. For

PTFE, there is no crystal structure available for ambient conditions, so a structure was

generated by changing the polyethylene structure such that all H atoms were replaced

with F, and the atomic positions and cell parameters were allowed to relax to their

lowest energy positions in DFT. The relaxed structures are shown in Figure 5.10 and

we confirmed that the bond distances and angles for the relaxed polyethylene and PTFE

were realistic by comparison with literature reports. The calculated κDFT for PTFE was

2.38. As discussed previously, the measured dielectric constants at 10 GHz for paraffin

wax (expected to be similar to polyethylene) and PTFE are 2.2 and 2.1, respectively.

These observations demonstrate that DFT-calculated values of the dielectric constant

for organic molecules are not especially prone to under-estimation or sensitive to small

changes in structure, as the predicted dielectric constants for the polymers and the

relaxed structure of Al(HCOO)3 show similar levels of accuracy when compared to

experimental data. This suggests that there is something unique about the structure

of Al(HCOO)3 determined by neutron diffraction which makes its calculated dielectric

constant especially sensitive to structural changes.
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5.4 Conclusion

In this work we have identified the key characteristics of low-κ materials and sug-

gest an effective workflow for searching for these compounds. Additionally, we high-

light both the advantages and drawbacks of empirical and DFT estimates of the di-

electric constant. Our results demonstrate that empirical methods are useful for sort-

ing through large databases of candidate low-κ materials, while DFT calculations are

better-suited for determining which materials to prioritize. Although it remains chal-

lenging to identify materials with dielectric constants lower than that of silica (κ < 3.82

at 10 GHz), we have found that certain aluminum-based materials are close to achiev-

ing these low values. We believe that this is due to the high charge on aluminum and

its ability to form open, 3D-connected, networks. In the case of AlPO4, the predicted di-

electric constant from DFT calculations was nearly identical to the constant determined

from measurements using paraffin pellets and the SPDR. In contrast, for Al(HCOO)3,

there was a significant discrepancy between the predicted constant and experiment.

This is because even minor changes in the crystal structure seem to contribute to a

significantly higher dielectric constant, which is highlighted by calculating the dielec-

tric constant of a DFT-relaxed structure. The relaxed structure shows that even small

changes in the O – C – O bonds can result in a much larger dielectric constant.
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Summary and Outlook

In this work, I have shown how the structural and chemical diversity of perovskite-

derived crystal structures make them important materials for a number of potential

applications. Additionally, I have shown that by making small changes in the composi-

tion of these compounds, their properties can be systematically tuned. For example, in

Chapter 2, a number of experimental and computational tools were used to show that

the incorporation of even small amounts of iodine in the crystal structure of Cs3Bi2Cl9

results in a significant change in the crystal structure as well as the optical properties.

Similarly, in Chapters 3 and 4, the incorporation of oxygen into the vacancy-ordered

perovskite structures of Cs2WCl6 and Cs2MoX6 causes these materials to exhibit strong

near-IR emission. Additionally, the addition of oxygen and resulting change in oxida-

tion state for the W and Mo ions makes the oxyhalide compounds stable under ambient

conditions, while the pure halide materials are highly air- and moisture-sensitive. Fi-

nally, in Chapter 4, Al(HCOO)3 is shown to have many of the ideal characteristics of

a low-dielectric constant material, as it is easy to synthesize, stable, and predicted to

have good dielectric properties. However, due to the flexibility of this structure, it is
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prone to small distortions which significantly increase the dielectric constant. In the

following sections, I will discuss some potential areas for future research based on the

results presented here.

6.1 Further exploration of the optical properties of the

transition metal oxyhalides

As discussed in Chapter 4, there are still a number of open questions regarding the

optical properties of the transition metal oxyhalides. For example, further studies will

be required to understand why there are two emission processes active at intermediate

temperatures in these materials and whether these processes are related to the change

in the trends of the Raman shifts. In addition to resolving mechanistic questions, it will

also be of interest to determine the effect of compositional tuning in these compounds.

From literature reports, it is clear that it should be possible to form oxyhalide com-

pounds with a range of transition metal ions that are stable in a 5+ oxidation state,

but the emission properties of these compounds have not been studied in detail. From

the results on the Mo and W compounds, it seems that the identity of the metal has

the strongest influence on the emission energy, while the halide ligand determines the

energy of the absorption. Therefore, it will be of interest to observe whether this trend

holds for other compounds. Furthermore, the role of the A-site cation has not yet been

determined. Some preliminary work on the compound Rb2MoOBr5 has shown that

the smaller A-site cation causes the oxygen to order as the octahedra become closer

together. This yields an orthorhombic unit cell with the space group Pnma. There-

fore, in the future, the effect of oxygen ordering on the optical emission should be

investigated. To conclude, while a number of compositions of oxyhalide compounds
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are already known, their optical properties remain relatively underexplored. Exploring

emission mechanisms and structure-property relationships in these compounds will lay

the foundation for an understanding of an important new class of near-IR emitters.

6.2 Continuing the search for low-κ materials

Although the dielectric properties of Al(HCOO)3 were not as promising as originally

expected, our study of this material has revealed some important considerations for the

future identification of low-κ materials. For example, in our original screening crite-

ria, we did not consider the importance of surface functionalization. In industrially-

relevant materials such as silica particles, the size of the particles is chosen in order

to produce homogeneous films and the surface of the particles is modified with small

organic chains to enhance compatibility with the polymer epoxy. By producing a suit-

able interface between the organic and inorganic components, this allows for casting of

smooth and homogeneous films. In our work, we found that although ball-milling can

be used to obtain particles of the correct size for film-incorporation, a lack of surface-

functionalization results in films which are mechanically weak and crack upon curing.

Although Al(HCOO)3 contains organic linkers which should facilitate functionalization

and film incorporation, it proved challenging to identify synthetic conditions that mod-

ified the surface while leaving the bulk structure intact. Therefore, for any new low-κ

materials, the ease of surface modification must be considered.

An additional parameter that will be included in future evaluations of low-κ ma-

terials is the flexibility of the structure. As demonstrated by the Shannon formula for

the prediction of the dielectric constant, some amount of porosity in the crystal struc-

ture is desirable for minimizing the dielectric constant, as this lowers the density of the
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structure. However, it is simultaneously important for the structure to be mechanically

robust so that it can withstand the processing conditions. Additionally, as in the case

of Al(HCOO)3, if the structure is too porous or has very limited connectivity, then vi-

brational motion in the structure may enhance the dielectric constant. This suggests

that structures with very large pores, such as many MOF or zeolite materials, may not

be suitable as low-κ materials, despite the fact that they seem to fulfill many of the

criteria. In summary, future low-κ materials will require both open framework struc-

tures and strong bonding within those structures, which is a challenging requirement

to meet. These considerations demonstrate why amorphous silica particles remain the

material of choice in industrial applications.

6.3 Incorporation of temperature effects in DFT predic-

tions

The final future area of research discussed here will be DFT calculations which go

beyond traditional “0 K” DFT calculations in order to more accurately describe the be-

havior of materials in experiments. While standard DFT calculations are a useful tool

for material property prediction and interpretation of experimental data, the results in

Chapter 5 and Appendix A highlight that these calculations fall short in cases where

dynamics are important. Fortunately, there are a number of possible options in order to

include temperature-effects in DFT. In most cases, these calculations involve sampling

different structural configurations using Monte Carlo methods, molecular dynamics, or

phonon mode calculations and performing the appropriate averaging over these config-

urations. However, the disadvantage of these methods is that they greatly increase the

computational expense for these calculations, even for relatively simple crystal struc-
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tures. Additionally, these methods usually rely on harmonic approximations for the

atomic motions. Therefore, even calculations which account for temperature effects

are prone to a certain amount of error. It remains an open challenge and important

area of research to identify efficient ways to predict the temperature-dependence of

experimental properties, especially for materials where anharmonicity is significant.
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Appendix A

Lattice Dynamics in the NASICON

NaZr2(PO4)3 Solid Electrolyte from

Temperature-Dependent Neutron

Diffraction, NMR, and Ab Initio

Computational Studies

Natrium super ionic conductor (NASICON) compounds form a rich and highly chemically-

tunable family of crystalline materials that are of widespread interest because they

include exemplars with high ionic conductivity, low thermal expansion, and redox tun-

ability. This makes them suitable candidates for applications ranging from solid-state

The contents of this chapter have substantially appeared in Reference [183]. Reproduced from: E. E.
Morgan, H. A. Evans, K. Pilar, C. M. Brown, R. J. Clément, R. Maezono, R. Seshadri, B. Monserrat, and
A. K. Cheetham, Lattice Dynamics in the NASICON NaZr2(PO4)3 Solid Electrolyte from Temperature-
Dependent Neutron Diffraction, NMR, and Ab Initio Computational Studies Chem. Mater. 34, 9 (2022)
4029–4038. This work is open access and uses a Creative Commons public use license.
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batteries to nuclear waste storage materials. The key to an understanding of these

properties, including the origins of effective cation transport and low, anisotropic (and

sometimes negative) thermal expansion, lies in the lattice dynamics associated with

specific details of the crystal structure. Here, we closely examine the prototypical NA-

SICON compound, NaZr2(PO4)3, and obtain detailed insights into such behavior via

variable-temperature neutron diffraction and 23Na and 31P solid-state NMR studies,

coupled with comprehensive density functional theory-based calculations of NMR pa-

rameters. Temperature-dependent NMR studies yield some surprising trends in the

chemical shifts and the quadrupolar coupling constants that are not captured by com-

putation unless the underlying vibrational modes of the crystal are explicitly taken into

account. Furthermore, the trajectories of the sodium, zirconium, and oxygen atoms

in our dynamical simulations show good qualitative agreement with the anisotropic

thermal parameters obtained at higher temperatures by neutron diffraction. The work

presented here widens the utility of NMR crystallography to include thermal effects as

a unique probe of interesting lattice dynamics in functional materials.

A.1 Introduction

The crystal structure of NaZr2(PO4)3 was first reported in 1968 [184] and attracted

renewed interest beginning in 1976, as NaZr2(PO4)3 displayed exceptional ionic con-

ductivity [185, 186] and low coefficients of thermal expansion. [187] These NASI-

CONs — from natrium super ionic conductors — have been established as promis-

ing materials for a variety of applications, most notably in the field of energy stor-

age. [188–190] The original family of NASICON materials have the general formula

Na1+xZr2P3 – xSixO12, where the two end-member crystal structures are shown in Fig-
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ure A.1. These structures are both comprised of a network of corner-sharing MO6 octa-

hedra and XO4 tetrahedra, in which the combination of two MO6 octahedra joined by

three XO4 tetrahedra forms the characteristic “lantern” subunits. The compounds adopt

the spacegroup R3̄c (or lower symmetry sub-groups thereof), with the lantern subunits

stacked parallel to the [001] direction in the hexagonal setting. These subunits form an

open structure such that up to four Na+ cations can be accommodated in the interstitial

spaces. The stoichiometry of the compound can be used to tune the mobility of these

ions, and many substitutions are possible on the atomic positions, following the overall

formula AxMM’(XO4)3. In turn, these substitutions enable the precise tuning of prop-

erties such as ionic and electronic conductivity and thermal expansion, making these

ideal materials for solid-state electrolytes, electrodes, [188–190] and nuclear waste

storage. [191] Many compositions of the NASICON structure have been synthesized

and characterized since its discovery, and computational studies continue to highlight

new phases for use in these applications, [192–194] illustrating the thriving interest in

this class of compounds.

The most well-known application for NASICON compounds is for use in batteries,

where the versatility of the crystal structure makes it suitable as both an electrolyte and

electrode material for lithium- and sodium-ion batteries. In addition to the zirconium-

based family of materials, some other common compositions include NASICONs con-

taining iron, vanadium, and titanium. [188–190] For example, Na3MnZr(PO4)3 has

been recently reported as a potential high-voltage cathode material for sodium-ion bat-

teries [196], while Na3Ti2(PO4)3 has been proposed for low-voltage anode applications.

[197] Similarly, LiZr2(PO4)3 [198] and Li1.3Al0.3Ti1.7(PO4)3 [199] are promising elec-

trolytes for all-solid-state lithium batteries. The flexibility of the NASICON structure

has also allowed for the development of battery materials containing mobile divalent
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Figure A.1: The two end members of the Na1+xZr2P3 – xSixO12 family of compounds:
(a) NaZr2(PO4)3. [186] (b) Na4Zr2(SiO4)3. [195]

cations, such as calcium [200] or zinc. [201] Finally, in some recent studies, NASI-

CON compounds have also been examined for applications in unconventional battery

architectures, such as seawater [202] or redox-flow batteries. [203]

In addition to their tunable ionic and electronic conductivity, one of the key charac-

teristics that makes NASICON compounds desirable for energy storage is their low ther-

mal expansion. In NASICON-type materials, systematic lattice substitutions, diffrac-

tion, and dilatometry experiments have been used to construct a model for the thermal

expansion behavior. [187, 204–210] These studies have shown that when temperature

is increased, the Na+ sites become larger and the Na-O bond distances increase, driving

an expansion along the c axis. In order to minimize distortions of the ZrO6 octahedra

and PO4 tetrahedra, the polyhedra undergo coordinated rotations with respect to one

another, resulting in a decrease in the a lattice parameter. Depending on the specific

composition of the NASICON material, the relative magnitudes of the changes in the
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a and c lattice parameters can vary, causing the thermal expansion to be negative,

positive, or nearly zero. [205]

While static models have been successful in explaining the low thermal expansion of

NASICON materials, understanding local dynamics in the crystal structure is essential

to explaining the mechanisms of ion conduction. As discussed in a recent review, [211]

phonon mode calculations may provide a promising route for the discovery of new

solid-state electrolytes. For example, it has been shown that there is good correlation

between the frequency or amplitude of certain phonon modes and activation energies

for diffusion or migration barriers in systems such as cubic metals, [212] metal halides,

[213] and Ruddlesden-Popper phases. [214] While these parameters are computation-

ally accessible, they can be more difficult to observe directly in experiment, generally

requiring the use of inelastic neutron or X-ray scattering. [211] In NASICON materi-

als, dynamics have successfully been used to understand the diffusion of Na+ ions in

the compounds Na3ScxZr2–x(SiO4)2–x(PO4)1+x and Na2ScyZr2–y(SiO4)1–y(PO4)2+y. [215]

In these materials it was shown that higher concentrations of Sc3+ increase the acti-

vation energy for ion diffusion, resulting in a lower ionic conductivity. Furthermore,

while long-range Na+ diffusion occurs via three-dimensional pathways, diffraction data

and NMR relaxation measurements show that local motion of the Na+ ions is two-

dimensional, which is important in modeling the hopping of the Na+ ions between

sites. These studies illustrate the value of connecting local structural dynamics with

bulk material properties such as conductivity.

Both the exciting ionic conductivity and low thermal expansion of NASICON ma-

terials, as well as past work on their structure-property relationships, have motivated

us to examine the structure of the parent compound, NaZr2(PO4)3, more closely, using

a combination of powder neutron diffraction, solid-state NMR, and DFT calculations.
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These techniques can be used to gain insight into how local dynamics describe ionic

conductivity and thermal expansion in this class of materials. Overall, the results of the

neutron diffraction study are consistent with previous models of thermal expansion in

NaZr2(PO4)3, with the a lattice parameter decreasing as the temperature is increased

from 25 K to 400 K, while the c lattice parameter increases over this same temperature

range. Additionally, the atomic displacement parameters (ADPs) for each site were de-

termined for each temperature, and the values were compared with the results of DFT

phonon mode calculations. Variable temperature 23Na and 31P NMR experiments from

100 K to 300 K revealed a systematic increase in the 31P chemical shift and 23Na CQ

parameter (which describes the asymmetry of the charge distribution around the 23Na

site) that reflects changes in the dynamics of this material over this temperature range.

In light of these results, static DFT calculations were performed to predict NMR param-

eters for the neutron structures obtained at various temperatures. These calculations,

which did not account for thermal motion, did not reproduce the experimental trends,

providing evidence that the trend in the NMR parameters is not exclusively due to the

thermal expansion of the lattice, but instead reflects the effects of vibrational motion

on local atomic environments. Additional calculations were therefore performed which

incorporated both the thermal expansion of the lattice and phonon modes into the pre-

diction of NMR parameters. In this case, the experimental trends were reproduced

qualitatively.

131



Lattice Dynamics in NaZr2(PO4)3 Chapter A

A.2 Experimental Methods

A.2.1 Synthesis of NaZr2(PO4)3

Solid-state synthesis of NaZr2(PO4)3 was based on the original synthesis reported

by Hong [186]. 2.34 mmol (0.2484 g) Na2CO3, 8.16 mmol (1.0056 g) ZrO2, and 12.23

mmol (1.6156 g) (NH4)2HPO4 were combined and ground in a mortar and pestle for

20 minutes. The powder was placed in an alumina crucible and heated to 1273 K

(1000 ◦C) at a rate of 4 K per min. The temperature was held at 1273 K (1000 ◦C) for

16 hours before cooling to room temperature. Synthesis was performed by Dr. Kartik

Pilar.

A.2.2 Powder neutron diffraction and Rietveld refinements

Measurements were performed on 1.7 g NaZr2(PO4)3 by Dr. Hayden Evans at the

National Institute of Standards and Technology Center for Neutron Research (NCNR).

Data were collected at the high-resolution neutron powder diffractometer, BT-1, uti-

lizing a Cu(311) monochromator with an in-pile 60’ collimator, corresponding to a

neutron wavelength of 1.540 Å. The sample was loaded into a vanadium sample can

in a He-environment glovebox and sealed with an indium o-ring onto a copper heat-

ing block. After mounting the sample onto a bottom-loaded closed cycle refrigerator

(CCR), the sample was cooled and then measured upon heating upwards from 25 K to

400 K. Data were collected for at least 4 hours for each temperature point.

The powder neutron diffraction data were analyzed using the GSAS software suite.

[39] Initial Le Bail refinements were conducted to determine lattice parameters and

peak shapes. [34] Background, zero-point error, atomic positions, and isotropic ADPs
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were refined for all Rietveld refinements in space group R3̄c (167). For the 100 K

through 400 K data sets, anisotropic ADPs were refined for the sodium site. Addition-

ally, for the 325 K and 400 K data sets anisotropic ADPs were also refined for the oxygen

and zirconium sites. Isotropic ADPs were used for all other temperatures and sites not

specified here. All refinements were performed by Dr. Hayden Evans. Crystal structures

were visualized using the VESTA software package. [99]

A.2.3 NMR measurements

NMR spectra were acquired in the temperature range of 100 K to 300 K using a

Bruker 400 MHz (9.4 T) Ascend DNP-NMR spectrometer equipped with a 3.2 mm MAS

DNP-NMR triple resonance broadband X/Y/H magic angle spinning (MAS) probe while

spinning at a rate of 8 kHz. At each temperature point, the sample temperature was

calibrated using the T1 of 79Br in KBr. [216] For the 23Na measurements, the probe was

tuned to 105.9 MHz and a zg experiment with a π/2 pulse of 6µs at 10 W was used

to selectively excite the central transition. The recycle delay was set to 40 seconds.

23Na spectra are reported with respect to the chemical shift of a 1.0 M solution of NaCl

in water set to 0 ppm. For 31P spectra, the probe was tuned to 162.0 MHz and a zg

experiment with a π/6 pulse of 1µs at 160 W was used. The recycle delay was set to

200 seconds. All 31P spectra are reported with respect to the chemical shift of solid

triphenylphosphine set to −9 ppm. Spectra were simulated using the SOLA module in

the TopSpin software package.
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A.2.4 DFT calculations

For both the standard and finite temperature NMR calculations, chemical shifts and

quadrupolar coupling constants were determined using density functional theory [55,

56], the PBE functional [58], and the GIPAW formalism [74, 217] as implemented in

the CASTEP package, [218] using an energy cutoff of 800 eV, a k-point grid spacing of

2π×0.025 Å−1 [169], and ultrasoft pseudopotentials[64]. For structure relaxations, the

cell parameters were fixed to the experimentally measured values at each considered

temperature, and the internal coordinates of the atoms were relaxed until all forces

were smaller than 10−4 eV/Å.

Phonon calculations were performed using the finite displacement method [219]

in conjunction with nondiagonal supercells. [220] The calculations revealed the pres-

ence of imaginary modes at a few q-points located at the Brillouin zone boundary. A

mapping of the energy as a function of the amplitude of the imaginary modes showed

a shallow quartic double-well potential. The self-consistent harmonic approximation

was then applied to the individual imaginary modes, [221, 222] and as a result the

imaginary frequencies became real at all finite temperatures considered in this work.

These results indicate that anharmonic lattice dynamics are necessary to stabilize the

structure.

In the finite temperature calculations, the calculated phonon modes were then used

to stochastically generate atomic positions distributed according to the vibrational

density at the corresponding temperature, [77] and accelerated using thermal lines.

[223, 224] The finite temperature NMR parameters were calculated with appropriate

averages over configurations. All phonon calculations and finite temperature NMR cal-

culations were performed by Dr. Bartomeu Monserrat at Cambridge University. The
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atomic positions generated in this process were visualized using the OVITO software

package. [225] For the finite temperature calculations, the chemical shielding was con-

verted to chemical shift using the formula: δ = σref − σ, where σref was chosen such

that the calculated shift for the 100 K structure would correspond to that observed ex-

perimentally near 100 K. For the standard DFT calculations, in order to convert from

the calculated chemical shielding to an experimental chemical shift, calibration curves

were constructed by plotting the calculated shielding for several relevant phosphates

and sodium-containing compounds against their experimental chemical shift values

from the literature. [226–231]

A.2.5 Chemical shift calibration curves for Model 1 and Model 2

In order to construct the chemical shift calibration curves for Models 1 and 2 shown

in Figures A.2 and A.3, crystal structures were obtained from the Inorganic Crystal

Structure Database. [184, 232–261] For Model 1, structures were downloaded and

converted to the .cell file format using the CIF2Cell python package. [262] For Model

2, the same structures were first relaxed in the Vienna Ab initio Simulation Package

[51–53] using the recommended PAW potentials, [66, 100] an energy cutoff of 600

eV, and a k-point grid with length parameter of 40. [169] The lattice parameters were

held fixed at the experimentally-determined values and the internal coordinates of the

atoms were relaxed until all forces were smaller than 10−4 eV/Å. Following relaxation,

each structure was converted to the .cell file format in order to perform the NMR

calculations. Chemical shifts calculations were then performed in the CASTEP package

in the same way as described above.
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Figure A.2: 23Na chemical shift calibration curves used in (a) Model 1 (unrelaxed
structures). The regression line has a slope of -0.71842, an intercept of 401.74 ppm,
and a correlation coefficient of -0.8919. (b) Model 2 (relaxed structures). The re-
gression line has a slope of -0.72852, an intercept of 405.86 ppm, and a correlation
coefficient of -0.8891.

Figure A.3: 31P chemical shift calibration curves used in (a) Model 1 (unrelaxed struc-
tures). The regression line has a slope of -0.89933, an intercept of 263.54 ppm, and
a correlation coefficient of -0.9885475. (b) Model 2 (relaxed structures). The re-
gression line has a slope of -0.83908, an intercept of 239.09 ppm, and a correlation
coefficient of -0.9954.
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A.3 Results and Discussion

As shown in Figure A.4, powder neutron diffraction data were collected for NaZr2(PO4)3

between 25 K and 400 K. Rietveld refinements were performed for each data set in or-

der to determine the lattice parameters, atomic positions, and atomic displacement

parameters for the structure as a function of temperature. The calculated differences

between the experimental data and the Rietveld refinements illustrate the high quality

of both the data and the fits.

The structures determined from the Rietveld refinements are in good agreement

with previous studies of the NASICON family. The structure is comprised of chains

of corner-sharing ZrO6 octahedra and PO4 tetrahedra which form an open network,

with Na+ localized in octahedral sites at (0, 0, 0), as shown in Figure A.5 (a). In Si-

substituted members of the NASICON family, the Na+ ions occupy a second site in the

structure in order to balance the added charge from the Si4+; however, in NaZr2(PO4)3

there was no evidence for Na+ occupation of this second site, even at high tempera-

tures. Additionally, the thermal expansion behavior of this material is consistent with

earlier reports. [187] Upon heating from 25 K to 400 K, the a lattice parameter de-

creases from 8.81101(11) Å to 8.79945(18) Å, while the c lattice parameter increases

from 22.6859(5) Å to 22.8199(7) Å. As a result, the volume of the unit cell increases

by only 0.33% over this temperature range, as illustrated in Figure A.5 (b).

Figure A.6 shows representative fragments of the structure at 100 K and 325 K,

where these temperatures were selected because this is the range of temperatures that

were later accessible in the NMR studies. These fragments illustrate several impor-

tant features of the structure and its thermal expansion behavior. First, the sodium

sites expand with increasing temperature, with the sodium-oxygen bond distance in-
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Figure A.4: Neutron diffraction data (BT-1, NCNR, wavelength = 1.540 Å) as a func-
tion of Q (defined as 2π/λ) and Rietveld refinements at temperatures from 25 K to
400 K. Black circles represent the experimental data while colored lines represent the
Rietveld refinement fits. The purple line below shows the difference between exper-
imental data and Rietveld refinement fits. The Rietveld refinement statistics for each
fit are 25 K: Rwp = 7.18%, Rp = 5.82%; 100 K: Rwp = 6.91%, Rp = 5.63%; 175 K:
Rwp = 6.76%, Rp = 5.56%; 250 K: Rwp = 6.99%, Rp = 5.77%; 325 K: Rwp = 6.66%,
Rp = 5.42%; 400 K: Rwp = 6.80%, Rp = 5.56%. Neutron diffraction and Rietveld
refinements performed by Dr. Hayden Evans.
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Figure A.5: (a) Representative crystal structure for NaZr2(PO4)3 at 325 K with atomic
displacement parameters shown at 95%. Anisotropic parameters were refined for
the sodium, oxygen, and zirconium sites, while isotropic parameters were used for
the phosphorous site. (b) Lattice parameters and cell volumes for NaZr2(PO4)3 at
temperatures from 25 K to 400 K. Error bars representing one standard deviation are
commensurate with symbol size.
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creasing from 2.5345(13) Å at 100 K to 2.5643(18) Å at 325 K (+0.0298 Å, +1.18%).

Further details of the changes in the bond lengths with temperature can be found in

Appendix B Furthermore, the ADPs indicate that as the temperature increases, the Na

atom spends a greater amount of time away from the high-symmetry (0, 0, 0) position.

The U value for sodium increases from 0.0133 Å2 at 100 K to 0.0450 Å2 at 325 K. Fur-

thermore, the sodium site becomes more anisotropic, with the ratio U11/U33 increasing

from 2.31 to 4.00. In contrast, the phosphorous and zirconium sites show only small

changes. At 100 K the two unique P-O bond distances in the structure are 1.5262(18) Å

and 1.5289(16) Å, while at 325 K the bond distances are 1.526(3) Å and 1.525(3) Å

(changes of −0.0002 Å , −0.01% and −0.0039 Å, −0.26%, respectively). Similarly, the

zirconium-oxygen bond distances remain constant or decrease slightly with tempera-

ture. At 100 K the two unique Zr-O bond distances are 2.040(2) Å and 2.0937(18) Å,

and at 325 K they are 2.041(3) Å and 2.085(3) Å (changes of +0.001 Å, +0.05% and

−0.0087 Å,−0.4%, respectively). In both the PO4 and ZrO6 polyhedra, the bond angles

change only slightly over this temperature range. This confirms earlier assumptions in

the literature that, based on average bond distances, the PO4 tetrahedra and ZrO6 oc-

tahedra undergo only very small distortions over the range of temperatures studied.

In order to further investigate the changes in atomic motion and local distortions

with temperature, the DFT phonon mode calculations were used as a starting point

to generate 1000 structures at each temperature in which the atomic positions are

distributed according to the harmonic density. The resulting structures are overlaid in

order to visualize the thermal motion, as shown in Figure A.6.

This figure illustrates the good agreement between the neutron and computational

data, particularly for the sodium site, where the configurations generated from DFT

also show a significant increase in the size and anisotropy of the sodium site. For this
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Figure A.6: Representative sections of the crystal structure for NaZr2(PO4)3 at 100 K
and 325 K. The top portion of the figure shows the structure determined from the
neutron refinements, with atomic displacement parameters shown at 95%. In the
100 K structure, anisotropic ADPs were refined only for the sodium site, and isotropic
ADPs were used for all other sites. At 325 K, anisotropic parameters were refined
for the sodium, oxygen, and zirconium sites, while isotropic parameters were refined
for phosphorous. The bottom portion of the figure shows images composed of 1000
structures which were stochastically generated following the atomic distribution as
determined by the DFT phonon calculations. These phonon calculations were per-
formed by Dr. Bartomeu Monserrat In these structures each individual atom is shown
at 10% of its default radius in order to clearly visualize the shape of each cluster.
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Figure A.7: Histograms depicting the distribution of displacements away from the
equilibrium position for the sodium site in the a-b plane and c direction at 100 K and
325 K. The overlaid curves represent the expected distribution of positions based on
the U11 and U33 values from the neutron refinements at 100 K and 325 K.

site, it was also possible to perform a more detailed quantitative comparison between

the U values from the neutron structures and the displacements of the atoms in the

computational results, as shown in Figure A.7. The histograms clearly show the simi-

larity between the computational distribution of sodium positions and the distribution

that would be expected based on the U11 and U33 values determined from the neutron

refinements. There are some minor discrepancies between the two, with the compu-

tational mean squared displacements tending to be smaller than the corresponding

experimental U values. The best agreement between the two is found at lower temper-

atures, indicating that anharmonic thermal motion becomes important at the higher

temperature range. Additional information about the ADPs at various temperatures

and comparison with the mean-squared displacements from DFT can be found in Ap-

pendix B

The computational positions for the phosphorous and zirconium sites agree qual-

itatively with the neutron data, although the mean squared displacements from the

computational data are significantly larger than the Uiso values obtained from the neu-

tron refinements. In both data sets, the phosphorous and zirconium sites have smaller
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mean squared displacements which increase a small amount with temperature in com-

parison with the sodium and oxygen sites. Additionally, in the case of the zirconium

site which displays some anisotropy at higher temperatures, both the neutron ADPs

and the computational mean squared displacements show a greater degree of motion

along the c axis than in the a-b plane. Finally, computational and neutron results for the

oxygen positions are qualitatively similar, although comparison with the neutron ADPs

is slightly complicated by the fact that oxygen anisotropic ADPs could only be refined

for the 325 K and 400 K data sets. For the lower temperature data sets the anisotropic

ADPs became physically unrealistic, and therefore isotropic ADPs were determined to

be more appropriate. In the computational data, the average mean-squared displace-

ment from the equilibrium positions increases by a factor of three between 100 K and

325 K, and the distribution becomes more anisotropic as the temperature increases. In

the neutron refinements, the U values are much smaller than the mean-squared dis-

placements in the computational data, but the Uiso values do increase by a factor of

two between 100 K and 325 K. Additionally, the orientations of the neutron ADPs in

the 325 K data set appear to be qualitatively similar to the distributions predicted by

computation.

Variable-temperature NMR experiments provide an effective way to probe the in-

fluence of temperature on local structure and dynamics in a material. The spectra for

31P and 23Na taken between approximately 100 K and 300 K are shown in Figure A.8.

These spectra display several interesting trends over the range of temperatures mea-

sured. First, because 23Na has a nuclear spin of I = 3/2, it is a quadrupolar nucleus and

therefore is described in terms of both its chemical shift tensor and electric field gradi-

ent tensor. Simulations of the spectra indicate that the isotropic chemical shift increases

slightly from −14.23 ppm to −14.18 ppm between 100 K and 300 K. For quadrupolar
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nuclei, the observed chemical shift is the sum of the isotropic chemical shift and the

second-order quadrupolar shift; however for simplicity we focus on the isotropic shift

here. Additionally, the quadrupolar coupling constant, CQ, which describes the width

of the line shape, increases from 1.96 MHz to 2.24 MHz. Initially, the trends in NMR

parameters were compared with the structures from the neutron diffraction data and

trends in NMR parameters from previous studies of similar materials. While some of

the trends could be rationalized using this strategy, the cause of others remained un-

clear. For example, given the significant increase in the Na-O bond distances between

100 K and 300 K, a larger change in the chemical shift was anticipated. Additionally,

previous studies of the NMR parameters of sodium silicates found that the chemical

shift decreases with increasing Na-O bond length, [227] so it was unexpected that the

chemical shift increased slightly instead. The CQ parameter reflects the asymmetry of

the charge distribution around the 23Na site, where lower values of the coupling con-

stant indicate a more symmetrical site. The increase in CQ is consistent with the results

of the neutron diffraction, which show the Na vibrations becoming more anisotropic at

higher temperatures (Figure A.6).

In the 31P spectra there is a significant increase in the isotropic chemical shift, from

−24.19 ppm to−23.66 ppm. In this case, the chemical shift was not expected to change

significantly with temperature, as neutron diffraction data indicated that the PO4 tetra-

hedra are fairly rigid. There have been several investigations of strategies for inter-

preting and predicting the 31P chemical shifts in phosphates; however, they cannot

completely explain the trends observed for NaZr2(PO4)3. [228, 263–266] For example,

Cheetham et. al. [226] found that weaker P-O bonds are associated with larger chemi-

cal shifts, but given the fact that there is no strong trend in the average bond distances,

it is unlikely that this is the correct explanation for our NaZr2(PO4)3 results.
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Figure A.8: (a) Variable temperature 23Na spectra. (b) Variable temperature 31P spectra.
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Given that the trends in the NMR data could not be completely explained by the

neutron diffraction structures, DFT calculations were performed to predict the NMR

parameters at each temperature. Three different strategies for calculating the NMR

parameters were attempted. For Model 1, the NMR parameters were directly calcu-

lated from the neutron structures, which should capture any trends in the chemical

shift or CQ values due to the thermal expansion of the lattice. In Model 2, a DFT

structural relaxation was performed for each neutron structure where the lattice pa-

rameters were fixed at each temperature and the atomic positions allowed to relax,

followed by the NMR calculation. This technique was chosen because several studies

on performing DFT calculations of NMR parameters have shown that the agreement

between theory and experiment can be improved significantly by using relaxed struc-

tures. [263, 267] Finally, in Model 3, the NMR parameters were determined by averag-

ing over the stochastic positions generated by the previously-discussed phonon mode

calculations, in order to incorporate the effects of both the thermal expansion of the

lattice and atomic vibrations.

The results of these three sets of calculations and comparison with the experimental

results are shown in Figure A.9. Beginning with Model 1, it is clear that these results

do not correspond well with what is observed experimentally, but they are similar to

what might be predicted exclusively based on the thermal expansion of the lattice. For

example, the 23Na chemical shift decreases significantly with temperature and increas-

ing Na-O bond length, which is similar to what has been observed experimentally in

other systems. Additionally, there is not a strong trend in the CQ parameter, which

makes sense because this type of DFT calculation cannot incorporate the information

communicated by the atomic displacement parameters. The 31P chemical shift does

not change with temperature, which is also what could be predicted from the neutron
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structures. These results further illustrate the point that the observed NMR trends do

not simply originate from the thermal expansion of the lattice. We note here that trends

in calculated chemical shifts can depend somewhat on the method used to convert be-

tween chemical shielding and chemical shift. In this work we use the calibration curves

discussed in the Methods section and have confirmed that the general trends observed

in Models 1 and 2 do not change significantly when other re-scaling methods are used.

More detail can be found in the Supporting Information.

Considering Model 2, the trends seem to be slightly closer to those observed ex-

perimentally, but there remains a significant difference between the two. The relaxed

results show a very small increase in both the 23Na CQ and the 31P chemical shift.

These trends qualitatively match experimental results, but in both cases the magnitude

of the increase is much less than that found in experiment. In the case of the sodium,

the Na-O bonds in the relaxed structures are shorter than in the neutron structures

and do not increase as much with temperature (relaxed distances are 2.4879 Å and

2.4965 Å at 100 K and 325 K). This is consistent with the fact that the 23Na chemical

shift shows a smaller decrease than is found in Model 1, but is still far from matching

the experimental results. Similarly, the P-O distances distances were both 1.5408 Å at

100 K and 1.5410 Å and 1.5409 Å at 325 K, which may account for the small increase

in 31P chemical shift. Overall, however, due to the subtle changes in the structure upon

relaxation, it is difficult to conclusively determine which aspects of the structural re-

laxation contribute to the differences in the NMR parameters between Models 1 and

2. This is similar to the findings of other DFT studies of phosphates, where structural

relaxations significantly improve the correlation between experimental and predicted

chemical shifts, despite the fact that the NMR chemical shifts are measured at ambient

temperature while these DFT calculations do not explicitly account for thermal effects
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Figure A.9: Comparison of experimental NMR parameters with those predicted by
DFT at different levels of theory. DFT calculations for Model 3 were performed by Dr.
Bartomeu Monserrat.

associated with atomic vibrations. [263]

While NMR calculations from relaxed structures show slightly better performance

than those from diffraction-based structures, these calculations do not provide a sat-

isfactory explanation for the experimental NMR trends. Therefore, in Model 3, NMR

parameters were calculated as thermal averages over the atomic vibrational motion for

each of the relaxed neutron structures, as described in the Methods section. As shown

in Figure A.9, the results of Model 3, which explicitly account for thermal motion in

the structures, show better qualitative agreement with our experimental trends. For

the chemical shifts, the magnitudes of the calculated shifts are less meaningful in some
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ways because the value of σref was chosen somewhat arbitrarily, as described in the

Methods. This differs from Models 1 and 2, where a calibration curve was used to

determine this value. However, more significant is the fact that the finite temperature

calculations predict an increase in both chemical shifts, as well as the CQ value. Al-

though it is difficult to directly link aspects of the computationally-generated structures

to the calculated chemical shifts, the distributions of positions in Figure A.6 suggests

that the chemical shift trends could be influenced by the larger and more anisotropic

range of displacements observed in the computationally-generated oxygen positions.

The clusters of oxygen positions imply that the dominant motion for these atoms is

vibration nearly perpendicular to the P-O bond direction. Although the average bond

lengths remain nearly constant in the neutron data, in the computational data this mo-

tion results in increasing P-O bond lengths with increasing temperature. For example,

at 100 K the distance from the computational positions was 1.5456 Å, and at 325 K

the average distance was 1.5527 Å (+0.0071 Å, +0.459%). This increase in the effec-

tive bond length is consistent with the increase in chemical shift observed in Model 3

and the experimental NMR data. In the case of the Na-O bond lengths, at 100 K the

average distance was 2.4941 Å and at 325 K the distance was 2.5134 Å (+0.0193 Å,

+0.774%). Although these bond distances don’t account for the fact that the sodium

chemical shift increases with temperature, it does indicate one potential reason why

the change in chemical shift in experiment is smaller than what would be expected

from the average bond distances in the neutron structures. Finally, while the values of

CQ are larger in the calculated results, the overall increase with temperature is nearly

the same as in the experimental results. Therefore, while none of the NMR DFT calcula-

tions provide an exact match between theory and experiment, the Model 3 calculations

are the most consistent with experiment and demonstrate that the experimental trends

in the NMR parameters between 100 K and 300 K are mainly the result of changes in
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dynamics. One potential reason why the trends in the calculated NMR parameters

are larger than what is observed experimentally is that Model 3 relies on harmonic or

self-consistent harmonic approximations. A more rigorous treatment of anharmonicity

would lead to smaller changes in the NMR parameters, as Model 3 likely overestimates

the atomic displacements, as evidenced by the fact that the mean squared displace-

ments are larger than the neutron U values for most sites. One way to accomplish this

would be to run molecular dynamics (MD) simulations at each desired temperature

and subsequently perform NMR calculations on each of the configurations generated.

Unfortunately this approach also has two disadvantages: first, MD does not account for

quantum zero-point fluctuations unless path-integral MD is used, and second, the use

of MD followed by NMR calculations would be extremely computationally expensive.

As discussed above, we predict that the inclusion of anharmonicity would lead to im-

proved agreement between experiment and computation, but the computational cost

of the calculations would be too large for inclusion in this work.

A.4 Conclusion

In this work we have used variable temperature neutron diffraction, NMR spec-

troscopy, and three sets of DFT calculations to improve our understanding of the ther-

mal behavior of NaZr2(PO4)3. The structures determined from variable temperature

neutron diffraction are similar to earlier models of thermal expansion in NASICON ma-

terials, where an increase in the Na-O bond distances with increasing temperature leads

to an increase in the c lattice parameter, and rotations of rigid PO4 and ZrO6 polyhedra

cause a decrease in the a lattice parameter. In order to understand the role of atomic

vibrations in this model, we performed solid-state NMR experiments and attempted
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to use the atomic positions and thermal displacement ellipsoids calculated from the

neutron data to interpret our results. Using empirically-derived predictions for NMR

parameters based on the neutron data was not successful in explaining the trends in

the chemical shifts, so several DFT approaches were used instead. Model 1 matched

the previously discussed empirical predictions based on the thermal expansion of the

lattice, but did not match the experimental trends. Similarly, Model 2 showed slightly

better results after relaxing atomic positions, but did not allow us to identify the spe-

cific cause of the trends in the NMR spectra. Finally, the finite temperature calculations

in Model 3 produced values for the NMR parameters that matched all trends, at least

qualitatively. Additionally, an analysis of the distribution of positions used in these cal-

culations showed that they were consistent with the atomic displacement parameters

obtained from the neutron refinements and provided some insight into the superior

performance of Model 3. In addition to providing a more complete model for the ther-

mal expansion of NaZr2(PO4)3, these results illustrate several important concepts. The

first is the sensitivity of solid-state NMR to changes in local dynamics with temperature.

Second, these results suggest that first-principles phonon calculations can be useful in

the prediction and interpretation of atomic displacement parameters from diffraction

experiments. Finally, this work demonstrates the importance of properly accounting

for finite temperature effects in DFT calculations of NMR parameters.
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T (K) P1-O1 (Å) P1-O2 (Å) Zr1-O1 (Å) Zr1-O2 (Å) Na1-O2 (Å)
25 1.5272(19) 1.5322(16) 2.045(3) 2.0856(19) 2.5286(13)
100 1.5262(18) 1.5289(16) 2.040(2) 2.0937(18) 2.5345(13)
175 1.522(3) 1.536(2) 2.041(3) 2.092(3) 2.5381(16)
250 1.520(3) 1.530(2) 2.046(3) 2.091(3) 2.5467(16)
325 1.526(3) 1.525(3) 2.041(3) 2.085(3) 2.5643(18)
400 1.526(3) 1.522(3) 2.044(4) 2.083(3) 2.574(2)

Table B.1: Selected bond lengths in the NaZr2(PO4)3 crystal structure from 25 K to
400 K. Values in parentheses represent one standard deviation.

T (K) O1-P1-O1 O1-P1-O2 O2-P1-O2 O1-Zr1-O1 O1-Zr1-O2 O2-Zr1-O2

25
109.98(18)

110.34(8)
109.72(18)

92.19(10) 93.71(7) 83.46(9)

100
109.98(17)

108.13(9)
109.58(18)

92.43(9) 90.47(6) 83.31(9)

175 110.8(3) 110.57(9) 109.3(3) 92.60(11) 90.57(8) 83.21(10)

250 110.4(3)
107.90(12)

109.5(3) 92.30(12) 93.24(9) 83.50(11)

325 110.1(3)
108.30(13)

109.6(3) 92.12(13) 90.59(9) 84.10(12)

400 109.9(3)
108.02(14)

110.2(3) 91.82(13) 90.75(9) 84.32(12)

Table B.2: Selected bond angles in the NaZr2(PO4)3 crystal structure from 25 K to
400 K. Values in parentheses represent one standard deviation.

Figure B.1: 2D distribution of computationally-generated atomic positions projected
onto the a-b plane (looking down the c axis) at 100 K and 325 K.
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T (K) <a,b2> (Å2) <c2> (Å2)

Average mean
square
displacement
(Å2)

Uiso (Å2)

25 0.0535 0.0541 0.0537
0.0057
0.00575

100 0.0779 0.0747 0.0766
0.006
0.00598

175 0.116 0.132 0.122
0.0072
0.0059

250 0.155 0.174 0.161
0.0102
0.0072

325 0.197 0.218 0.204
0.0135
0.0105

400 0.238 0.267 0.248
0.0161
0.0134

Table B.3: Comparison of mean squared displacements calculated for O with experi-
mental isotropic atomic displacement parameters from neutron refinements.

T(K) <a,b2>
(Å2)

<c2>
(Å2)

U11

(Å2)
U22

(Å2)
U33

(Å2)
U12

(Å2)
U13

(Å2)
U23

(Å2)

325 0.197 0.218
0.0122
0.0056

0.0177
0.0092

0.0129
0.0122

0.0091
0.0003

–0.0071
0.0025

0.0031
–0.0003

400 0.238 0.267
0.0177
0.0073

0.0206
0.0104

0.0125
0.0159

0.0114
–0.0006

–0.0086
0.0029

0.0038
0.0017

Table B.4: Comparison of mean squared displacements calculated for O with experi-
mental anisotropic atomic displacement parameters from neutron refinements.

T (K)
<a,b2>
(Å2) <c2> (Å2) <a,b2>/<c2> U11 (Å2) U33 (Å2) U11/U33

25 0.00747 0.00363 2.06 0.0085 0.0085 1.0
100 0.0121 0.00450 2.69 0.0164 0.0071 2.31
175 0.0195 0.00618 3.16 0.0234 0.0110 2.13
250 0.0273 0.00818 3.34 0.0333 0.0040 8.33
325 0.0362 0.0106 3.42 0.0600 0.0150 4.00
400 0.0453 0.0125 3.62 0.0740 0.0140 5.28

Table B.5: Comparison of mean squared displacements calculated for Na with exper-
imental atomic displacement parameters from neutron refinements.
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T (K)
<a,b2>
(Å2)

<c2>
(Å2)

Average mean square
displacement (Å2) Uiso (Å2)

25 0.00498 0.00655 0.00547 0.0039
100 0.00664 0.00870 0.00730 0.0042
175 0.00990 0.0189 0.0129 0.0032
250 0.0126 0.0245 0.0166 0.0047
325 0.0155 0.0302 0.0204 0.0031
400 0.0188 0.0377 0.0251 0.0048

Table B.6: Comparison of mean squared displacements calculated for P with experi-
mental atomic displacement parameters from neutron refinements.

T (K)
<a,b2>
(Å2) <c2> (Å2)

Average mean square
displacement (Å2) Uiso (Å2)

25 0.00292 0.00350 0.00311 0.00582
100 0.00455 0.00433 0.00446 0.00458
175 0.00760 0.0122 0.00908 0.0032
250 0.0101 0.0157 0.0119 0.003
325 0.0125 0.0198 0.0148 0.00506
400 0.0148 0.0246 0.0182 0.00548

Table B.7: Comparison of mean squared displacements calculated for Zr with exper-
imental atomic displacement parameters from neutron refinements.

T
(K)

<a,b2>
(Å2)

<c2>
(Å2)

U11

(Å2)
U22

(Å2)
U33

(Å2)
U12

(Å2)
U13

(Å2)
U23

(Å2)

325 0.0125
0.0198

0.0038 0.0038 0.0076
0.00192

0 0

400 0.0148
0.0246

0.0054 0.0054 0.0056 0.0027 0 0

Table B.8: Comparison of mean squared displacements calculated for Zr with exper-
imental anisotropic atomic displacement parameters from neutron refinements.
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Figure B.2: 2D distribution of computationally-generated atomic positions projected
onto the c axis (looking along the axis which bisects the a and b axes) at 100 K and
325 K.
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Crystallographic details for
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Figure C.1: Optical microscopic images of the (a) 1D colorless phase Cs3Bi2Cl9 and
(b) 2D yellow phase Cs3Bi2Cl8.16I0.84.

Label x y z Occupancy Uiso (Å2)
Bi(01) 0.6833(1) 3/4 0.4179(1) 1 0.018(1)
Bi(02) 0.4988(1) 1/4 0.2363(1) 1 0.019(1)
Cs(03) 0.9112(1) 1/8 0.5811(1) 1 0.040(1)
Cs(04) 0.7518(1) 1/4 0.2521(1) 1 0.042(1)
Cs(05) 0.9135(1) 3/4 0.892(1) 1 0.044(1)
Cl(06) 0.4200(1) 0.0077(2) 0.1633(2) 1 0.043(1)
Cl(07) 0.5885(2) 0.5032(2) 0.3321(2) 1 0.053(1)
Cl(08) 0.5797(2) 1/4 0.0820(2) 1 0.045(1)
Cl(09) 0.7511(1) 1.0043(2) 0.5037(2) 1 0.041(1)
Cl(0A) 0.7539(2) 3/4 0.2503(2) 1 0.042(1)
Cl(0B) 0.5873(2) 3/4 0.5833(2) 1 0.050(1)

Table C.1: Atomic coordinates and isotropic displacement parameters for Cs3Bi2Cl9.
Values in parentheses represent one standard deviation.
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Label x y z Occupancy Uiso (Å2)
Bi 2/3 1/3 0.8161(1) 1 0.023(1)
Cs(1) 1/3 2/3 0.6661(2) 1 0.058(1)
Cs(2) 0 0 0 1 0.071(1)
Cl(1) 0.3327(3) 0.1664(2) 0.6626(2) 0.861(5) 0.064(1)
I(1) 0.3327(3) 0.1664(2) 0.6626(2) 0.139(5) 0.064(1)
Cl(2) 1/2 1/2 0 1 0.071(2)

Table C.2: Atomic coordinates and isotropic displacement parameters for
Cs3Bi2Cl8.16I0.84. Values in parentheses represent one standard deviation.

Label U11 (Å2) U22 (Å2) U33 (Å2) U12 (Å2) U13 (Å2) U23 (Å2)

Bi(01)
0.019(1) 0.019(1) 0.015(1) 0 0 0

Bi(02)
0.018(1) 0.021(1) 0.018(1) 0 0 0

Cs(03)
0.045(1) 0.044(1) 0.032(1) 0 0.001(1) 0

Cs(04)
0.038(1) 0.046(1) 0.043(1) 0 0.008(1) 0

Cs(05)
0.045(1) 0.040(1) 0.046(1) 0 –0.001(1) 0

Cl(06)
0.047(1) 0.039(1) 0.044(1) –0.017(1) –0.009(1) –0.008(1)

Cl(07)
0.052(2) 0.046(1) 0.060(2) –0.021(1) –0.013(2) –0.015(1)

Cl(08)
0.046(2) 0.058(2) 32(2) 0 0.020(2) 0

Cl(09)
0.040(1) 0.036(1) 0.046(1) –0.011(1) –0.007(1) –0.012(1)

Cl(0A)
0.040(2) 0.057(2) 0.027(2) 0 0.017(1) 0

Cl(0B)
0.050(2) 0.066(2) 0.034(2) 0 0.023(2) 0

Table C.3: Anisotropic displacement parameters for Cs3Bi2Cl9 with estimated stan-
dard deviations in parentheses.
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Label U11 (Å2) U22 (Å2) U33 (Å2) U12 (Å2) U13 (Å2) U23 (Å2)
Bi 0.025(1) 0.025(1) 0.019(1) 0.013(1) 0 0
Cs(1) 0.064(1) 0.064(1) 0.046(1) 0.032(1) 0 0
Cs(2) 0.057(1) 0.057(1) 0.099(2) 0.028(1) 0 0
Cl(1) 0.070(2) 0.069(1) 0.053(1) 0.035(1) -0.012(1) -0.006(1)
I(1) 0.070(2) 0.069(1) 0.053(1) 0.035(1) -0.012(1) -0.006(1)
Cl(2) 0.084(2) 0.084(2) 0.069(2) 0.060(2) 0.018(1) -0.018(1)

Table C.4: Anisotropic displacement parameters for Cs3Bi2Cl8.16I0.84 with estimated
standard deviations in parentheses.

Label Distance (Å)
Bi(01)-Cl(07) 2.8180(17)
Bi(01)-Cl(07) 2.8181(17)
Bi(01)-Cl(09) 2.5748(17)
Bi(01)-Cl(09) 2.5748(17)
Bi(01)-Cl(0A) 2.572(2)
Bi(01)-Cl(0B) 2.823(3)
Bi(02)-Cl(06) 2.5475(16)
Bi(02)-Cl(06) 2.5475(16)
Bi(02)-Cl(07) 2.8487(17)
Bi(02)-Cl(07) 2.8487(17)
Bi(02)-Cl(08) 2.532(2)
Bi(02)-Cl(0B) 2.870(3)

Table C.5: Selected bond lengths for Cs3Bi2Cl9.

Label Distance (Å)
Bi(01)-Cl(1) 2.6772(19)
Bi(01)-Cl(2) 2.8428(2)

Table C.6: Selected bond lengths for Cs3Bi2Cl8.16I0.84.
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Empirical
formula (CH3NH3)2WCl6

Cs2WCl6 Rb2WCl6 Cs2WO1.08Cl4.92

Formula
weight
(g/mol)

460.70 662.38 567.50 641.37

Temperature
(K)

298 300 300 101

Crystal system Trigonal Cubic Cubic Cubic
Space group R3̄m Fm3̄m Fm3̄m Fm3̄m
Lattice
parameters
(Å)

a = b =
7.1125(14)
c =21.975(6)

a = b = c =
10.326451(55)

a = b = c =
10.023918(349)

a = b = c =
10.23(2)

Unit cell
angles (◦)

α = β = 90
γ = 120

α = β = γ =
90

α = β = γ = 90
α = β = γ =
90

Volume (Å3) 962.7(4) 1101.167(17) 1007.193(105) 1072(6)

Table D.1: Unit cell details for MA2WCl6, Cs2WCl6, Rb2WCl6, and Cs2WO1.08Cl4.92.

Label x y z Occupancy Uiso (Å2)
W(1) 1/3 2/3 2/3 1 0.038
Cl(1) 0.17509 0.35020 0.60467 1 0.047
C(1) 2/3 1/3 0.54010 1 0.064
H(1A) 0.78024 0.30937 0.52550 1/6 0.096
H(1B) 0.69063 0.47087 0.52550 1/6 0.096
H(1C) 0.52913 0.21976 0.52550 1/6 0.096
N(1) 2/3 1/3 0.60630 1 0.051
H(1D) 0.78921 0.34308 0.61976 1/6 0.077
H(1E) 0.55387 0.21079 0.61976 1/6 0.077
H(1F) 0.65692 0.44613 0.61976 1/6 0.077

Table D.2: Atomic coordinates and isotropic displacement parameters for MA2WCl6.

Label x y z Occupancy Uiso (Å2)
W(1) 0 0 0 1 0.024
Cs(1) 1/4 1/4 1/4 1 0.039
Cl(1) –0.23026 0 0 1 0.037

Table D.3: Atomic coordinates and isotropic displacement parameters for Cs2WCl6.
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Label x y z Occupancy Uiso (Å2)
W(1) 0 0 0 1 0.025
Rb(1) 1/4 1/4 1/4 1 0.040
Cl(1) –0.2374 0 0 1 0.042

Table D.4: Atomic coordinates and isotropic displacement parameters for Rb2WCl6.

Label x y z Occupancy Uiso (Å2)
W(1) 1/2 1/2 1/2 1 0.051
Cs(1) 1/4 1/4 1/4 1 0.033
Cl(1) 0.2684 1/2 1/2 0.82 0.032
O(1) 0.314 1/2 1/2 0.18 0.032

Table D.5: Atomic coordinates and isotropic displacement parameters for Cs2WO1.08Cl4.92.

Formula (CH3NH3)2WCl6 Cs2WO1.08Cl4.92

Absorption coeff. (mm−1) 10.202 18.648
θ range for data collection
(°)

2.78 to 24.712 3.448 to 30.370

Reflections collected 372 1803
Independent reflections 236 115
Completeness (%) 100 101.8

Refinement method
Full-matrix least-squares
on F2

Full-matrix least-squares
on F2

Data/restraints/parame-
ters

236/0/17 115/0/8

Goodness-of-fit 1.014 1.133
Final R indices
[I>2sigma(I)]

R=0.0233, wR=0.0478 R= 0.0254, wR= 0.0495

R indices (all data) R=0.0258, wR=0.0482 R= 0.0300, wR= 0.0532
Largest diff. peak and
hole

0.458 and -0.572 1.680 and -1.559

Table D.6: Single-crystal XRD details for (CH3NH3)2WCl6 and Cs2WO1.08Cl4.92.
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Figure D.1: Tungsten 4f high-resolution region of the XPS spectrum for MA2WCl6.

Figure D.2: Tungsten 4f high-resolution region of the XPS spectrum for Rb2WCl6.

164



Additional characterization details for A2WCl6 compounds Chapter D

Figure D.3: XPS survey scans for Cs2WCl6 and Cs2WO1.08Cl4.92 showing the O 1s and
Cl 2p peaks.
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Figure E.1: Powder X-ray diffraction pattern and Pawley refinement for
Cs2WO1.32Cl4.68 with a calculated lattice parameter of 10.232 Å.

Figure E.2: Powder X-ray diffraction pattern and Pawley refinement for
Cs2MoO1.20Cl4.80 with a calculated lattice parameter of 10.235 Å.
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Empirical
formula

Cs2WO1.32Cl4.68 Cs2MoO1.20Cl4.80 Cs2MoO1.602Br4.398

Formula
weight
(g/mol)

636.68 551.13 543.31

Temperature
(K)

298 297 298

Crystal system Cubic Cubic Cubic
Space group Fm3̄m Fm3̄m Fm3̄m
Lattice
parameters
(Å)

a = b = c =
10.208(3)

a = b = c =
10.216(5)

a = b = c =
10.613(7)

Unit cell
angles (◦)

α = β = γ = 90 α = β = γ = 90 α = β = γ = 90

Volume (Å3) 1063.9(10) 1066.2(16) 1195(2)
Absorption
coeff. (mm–1)

18.708 9.113 21.754

θ range for
data collec-
tion (°)

3.457 to 29.492 3.454 to 29.468 3.325 to 29.704

Reflections
collected

665 660 751

Independent
reflections

106 106 120

Completeness
(%)

102.9 100 99.2

Refinement
method

Full-matrix least-
squares on F2

Full-matrix least-
squares on F2

Full-matrix least-
squares on F2

Data/re-
straints/pa-
rameters

106/9/0 106/9/0 120/9/0

Goodness-of-
fit

1.117 1.176 1.112

Final R
indices
[I>2sigma(I)]

R= 0.0240, wR=
0.0456

R= 0.0220, wR=
0.0459

R= 0.0313, wR=
0.0599

R indices (all
data)

R= 0.0271, wR=
0.0464

R= 0.0238, wR=
0.0470

R= 0.0393, wR=
0.0629

Largest diff.
peak and hole

1.297 and -1.252 1.221 and -0.887 1.455 and -1.243

Table E.1: Unit cell details for Cs2WO1.32Cl4.68, Cs2MoO1.20Cl4.80, and Cs2MoO1.602Br4.398.
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Label x y z Occupancy Uiso (Å2)
W(1) 1/2 1/2 1/2 1 0.051
Cs(1) 3/4 3/4 3/4 1 0.033
Cl(1) 1/2 0.73210 1/2 0.780 0.031
O(1) 1/2 0.69700 1/2 0.220 0.031

Table E.2: Atomic coordinates and isotropic displacement parameters for Cs2WO1.32Cl4.68.

Label x y z Occupancy Uiso (Å2)
Cs(1) 1/4 1/4 1/4 1 0.038
Mo(1) 1/2 1/2 1/2 1 0.063
Cl(1) 0.26830 1/2 1/2 0.800 0.036
O(1) 0.30700 1/2 1/2 0.200 0.036

Table E.3: Atomic coordinates and isotropic displacement parameters for Cs2MoO1.20Cl4.80.

Label x y z Occupancy Uiso (Å2)
Cs(1) 1/4 1/4 1/4 1 0.046
Mo(1) 1/2 1/2 1/2 1 0.074
Br(1) 1/2 1/2 0.26297 0.733 0.038
O(1) 1/2 1/2 0.30600 0.267 0.038

Table E.4: Atomic coordinates and isotropic displacement parameters for Cs2MoO1.602Br4.398.
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Figure E.3: Powder X-ray diffraction pattern and Pawley refinement for
Cs2MoO1.602Br4.398 with a calculated lattice parameter of 10.624 Å.
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