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CHAPTER

5

Human Auditory Cortex

Brian Barton"? and Alyssa A. Brewer

1,2,3

"Department of Cognitive Sciences, University of California, Irvine, Irvine, CA, USA; “Center for Cognitive

Neuroscience and Engineering, University of California, Irvine, Irvine, CA, USA; *Center for Hearing Research,
University of California, Irvine, Irvine, CA, USA

5.1 INTRODUCTION

One of the fundamental discoveries of neuroscience is
that sensory regions of cortex are formed of many func-
tionally specialized areas that are organized into hierar-
chical networks (Kaas & Hackett, 2000; Krubitzer, 2007;
Schreiner & Winer, 2007; Van Essen, Felleman, DeYoe,
Olavarria, & Knierim, 1990). The simplest features are
processed in low-level areas that then pass that informa-
tion up the hierarchy to perform increasingly complex
computations. A general feature of these systems is that
the topography of the sensing organ represents the most
fundamental stimulus information, which is preserved
through much or all of the hierarchy (Brewer & Barton,
2012). It has been suggested that this preservation of topo-
graphical organization allows for efficient connectivity
between neurons that represent nearby portions of sen-
sory space, likely necessary for processes such as lateral
inhibition and gain control (Chklovskii & Koulakov, 2004;
Mitchison, 1991; Moradi & Heeger, 2009; Shapley,
Hawken, & Xing, 2007). From a researcher’s perspective,
this topographic preservation allows us to use one set of
stimuli to localize a number of sensory areas rather than
designing specialized stimuli for each sensory area
(Brewer & Barton, 2012).

Many details remain to be elucidated in each corti-
cal network, and it is the goal of this chapter to pro-
vide an overview of the current understanding of the
cortical organization of the low-level sound processing
areas of the human auditory system. It is not within
the scope of this chapter to discuss the organization
of the entire human auditory system; we only touch on
the subcortical areas and higher-order processing
areas. However, we note that low-level cortical organi-
zation has much to teach us about both subcortical and
higher-order processing areas.

Neurobiology of Language. DOI: http://dx.doi.org/10.1016/B978-0-12-407794-2.00005-5

Researchers have long been aware that low-level
auditory processing occurs on and near Heschl’s gyrus
(HG) of the human temporal lobe in the lateral
(Sylvian) fissure, but many questions have remained
unanswered. How many distinct auditory areas exist
in this region? What is the proper method to function-
ally localize these areas? Which computations are per-
formed in which areas?

5.2 CORTICAL FIELD MAPS

The accurate delineation of cortical areas is impor-
tant to review here. Cortical areas have traditionally
been identified in visual cortex, the most studied of
the sensory cortices, based on a combination of the fol-
lowing measurements: (i) cytoarchitecture; (ii) connec-
tivity patterns; (iii) cortical field topography; and
(iv) functional characteristics. This definition has led to
many controversies because these measurements have
conflicted at times. Thus, in vision and in audition,
investigations have primarily been limited to the
measurement of cortical field maps (arising from topo-
graphical measurements), which is the principal mea-
surement of cortical areas in the in vivo human brain
currently available.

The presence of a cortical field map is established
according to several criteria. First, by definition, each
cortical field map contains a single representation
for each point in the sensory domain (DeYoe et al., 1996;
Press, Brewer, Dougherty, Wade, & Wandell, 2001;
Sereno et al., 1995; Wandell, Dumoulin, & Brewer, 2007).
For this to be valid, orthogonal gradients of fundamental
sensory dimensions must comprise each field map
(Brewer & Barton, 2012; Wandell et al., 2007). In addi-
tion, each field map should represent a substantial

© 2016 Elsevier Inc. All rights reserved.
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portion of sensory space, although cortical magnification
of specific subsets of sensory space and measurement
limitations may reduce the measurable portion. Second,
each representation of the sensory domain must be
organized as an orderly gradient that is generally
contiguous. Third, the general features of the gradient
representations comprising the field maps should be
consistent across individuals. It is important to note,
however, that even well-accepted cortical field maps in
visual cortex can vary dramatically in size and anatomi-
cal location (Brewer, Liu, Wade, & Wandell, 2005;
Dougherty et al., 2003). Even so, the topographical
pattern of adjacency among specific cortical field maps
should be preserved across individuals.

An important step forward in understanding the
organization of human auditory cortex was the recent
discovery of 11 auditory field maps (AFMs) on HG
(Barton, Venezia, Saberi, Hickok, & Brewer, 2012). These
measurements provide an important framework for the
organization of individual AFMs in humans as well as
the organization of the AFMs with respect to one
another. Whereas this information still leaves much to be
discovered, it is a fundamental rethinking of the organi-
zation of auditory cortex that has implications that reso-
nate throughout the auditory processing hierarchy.

In particular, this rethinking has important implica-
tions for speech perception, which occurs at the upper
end of the auditory processing hierarchy (Hickok &
Poeppel, 2007). To date, research of the neural basis of
speech perception overwhelmingly emphasizes the iden-
tification of relatively high-level auditory systems that are
specialized for coding speech categories (e.g., phonemes).
Such work often compares the cortical response to speech
with various acoustic controls to factor out low-level
acoustic processes. While valuable, this approach ignores
the fact that the input to these higher-level systems is
derived from an acoustic signal that is already highly pro-
cessed. Our increased understanding of the inputs to
speech perception systems is critical to understanding
what kind of categorical information is ultimately
extracted from the speech stream and, from a computa-
tional perspective, how that information is extracted
(Poeppel, Emmorey, Hickok, & Pylkkanen, 2012).

5.3 TONOTOPY: THE FIRST
DIMENSION OF AFMs

Beginning in the ear, the auditory system takes a
complex sound wave and breaks it down into individ-
ual component frequencies, analogous to a Fourier
analysis (Spoendlin, 1979). A topographic gradient of
low-to-high frequencies, or tones, is referred to as
tonotopy (or less commonly, cochleotopy). This basic
auditory information and tonotopic organization are

preserved through multiple subcortical areas and in
low-level auditory cortex (for review, see Ress &
Chandrasekaran, 2013; Saenz & Langers, 2014).

Each small band of frequency channels is thus pro-
cessed largely independently of the others in its own
computational pipeline and can be thought of as a com-
mon topographic reference frame between individual
areas. Tonotopy is thus one aspect of the fundamental
auditory reference frame. Each auditory area performs
one or more computations across the entire reference
frame, such as sound onset, offset, duration, intensity,
localization, and others. The degree to which tonotopy is
preserved remains unclear above the lower levels of the
hierarchy (Barton et al., 2012; Humpbhries, Liebenthal, &
Binder, 2010; Kaas & Hackett, 1998). However, it would
be surprising if this information were only preserved to a
certain point of the system and then abolished (Brewer &
Barton, 2012). It is much more efficient to put that infor-
mation to use, even if it is only a part of the information
necessary to perform a high-order computation.

Although this understanding of one aspect of the audi-
tory reference frame is important, it is incomplete for the
purposes of delineating individual AFMs (Barton et al.,
2012; Brewer & Barton, 2012; Wandell, Brewer, &
Dougherty, 2005; Wandell et al., 2007). To identify tonoto-
pic gradients using a single set of stimuli that activate
most or all of the maps, researchers present an array of
pure tones (or tone complexes or narrowband noise;
Barton et al., 2012; Da Costa et al., 2011; Formisano et al.,
2003; Humpbhries et al., 2010; Sweet, Dorph-Petersen, &
Lewis, 2005; Talavage et al., 2004; Upadhyay et al., 2007;
Woods et al, 2010). However, tonotopy is one-
dimensional, whereas the cortical surface, on which we
would like to draw the boundaries between auditory
areas, is two-dimensional. Thus, any tonotopic gradient
with a given width can be divided into any number of
arbitrary individual areas with a complete low-to-high
tonotopic gradient (Figure 5.1). As such, we can be cer-
tain that auditory areas exist where tonotopic gradients
exist, but their number and characteristics require addi-
tional measurement, as described. To accurately define
an AFM, measurements of a second dimension of the
auditory reference frame that is orthogonal to tonotopy
are needed (Barton et al., 2012; Brewer & Barton, 2012).
Auditory researchers have lacked confirmation of a sec-
ond dimension until recently; as such, they have relied
heavily on complimentary methods that are invasive and
typically performed using animal models.

5.4 CORTICAL ORGANIZATION OF
THE MONKEY AUDITORY SYSTEM

In monkeys, a standard model of the cortical
auditory system has been developed through a

B. NEUROBIOLOGICAL FOUNDATIONS
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FIGURE 5.1 Orthogonal tonotopic and periodotopic gradients. A
cartoon representation of a flattened section of the cortical surface to
demonstrate the delineation of AFMs. Inset color legends indicate
preferred frequency (tonotopy) or AM rate (periodotopy). The top
row is an example showing one AFM existing in the area (B),
whereas the bottom row is an example showing two existing in the
area (E). (A) and (D) Examples of a tonotopic gradient in the area.
Note that without the additional information contained in the
periodotopic gradients, it is impossible to know whether there are
one, two, or more AFMs in the area. With the information contained
in (C), one could conclude that there are orthogonal tonotopic and
periodotopic gradients; therefore, one AFM exists in that location (B).
Similarly, a combination of the tonotopic gradients in (D) with the
periodotopic gradients in (F) would yield two AFMs in the area (E).

convergence of evidence drawn from postmortem
cytoarchitectural measurements and tracer studies of
anatomical connectivity (de la Mothe, Blumell,
Kajikawa, & Hackett, 2006; Fullerton & Pandya, 2007;
Hackett, Preuss, & Kaas, 2001; Kaas & Hackett, 1998,
2000), in wvivo neurophysiological recordings from
penetrating electrodes (Kusmierek & Rauschecker,
2009; Merzenich & Brugge, 1973; Morel, Garraghty, &
Kaas, 1993; Rauschecker & Tian, 2004; Tian &
Rauschecker, 2004), and fMRI measurements (Petkov,
Kayser, Augath, & Logothetis, 2006; Petkov, Kayser,
Augath, & Logothetis, 2009; Tanji et al., 2010). The
model consists of a core comprising three auditory
areas (Al, R, and, with less certainty, RT) surrounded
by a belt of eight auditory areas (CM, RM, MM, RTM,
RTL, RL, AL, and CL). The axis of orientation in the
monkey model is indicated by the naming scheme,
whereby areas are named by location with respect
to Al. The caudal portion of the core is area Al,
whereas the more rostral portion contains areas rostral
(R) and rostral temporal (RT). The anatomical naming
scheme has been adopted for the other maps as well,

with four medial and four lateral maps in the belt
encircling the core. Several additional areas have been
proposed to comprise the parabelt region abutting the
belt region (Kaas & Hackett, 2000; Sweet et al., 2005;
Tanji et al., 2010), but these areas are not discussed fur-
ther here because they are not yet relevant for compar-
ison with the current understanding of human AFMs.

The concept of a “core” can generally be ascribed to
studies of cytoarchitectural staining and thalamic
inputs, which locate a primary-like region of initial
auditory processing along monkey superior temporal
gyrus (STG; for review see Kaas & Hackett, 2000).
Within the definition of the core, three areas, Al, R, and
RT, have further been differentiated on the basis of
three tonotopic gradients, with one complete gradient
per area. These three gradients are oriented in a “high-
to-low-to-high” pattern, with high tones represented in
the broadly caudal aspect of Al and low tones in the
broadly rostral aspect that is mirrored in R. RT then
mirrors R, which creates two abutting tonotopic gradi-
ents that reverse from one gradient to the next at the
shared boundary between the areas (Figure 5.3). These
gradients were measured using electrode penetrations
and recordings from relatively small numbers of neu-
rons and later confirmed by measurements of tonotopy
using fMRI in monkey (de la Mothe et al., 2006; Kaas &
Hackett, 1998, 2000; Kusmierek & Rauschecker, 2009;
Merzenich & Brugge, 1973; Morel et al., 1993; Petkov
et al.,, 2006, 2009; Rauschecker & Tian, 2004; Tian &
Rauschecker, 2004). In the belt, some areas have been
proposed to contain more coarsely organized tonoto-
pic gradients; however, the tonotopy in other belt
areas have primarily been measured using fMRI, and
thus assume the boundaries between AFMs in the core
and belt without directly measuring them with two
orthogonal gradients, leaving open the exact organiza-
tion of each area (Petkov et al., 2006, 2009; Tanji et al.,
2010; Tian & Rauschecker, 2004). Furthermore, it is
always possible that there are differences among the
species of primate studied (Hackett et al., 2001; Kaas &
Hackett, 1998, 2000).

5.5 CORTICAL ORGANIZATION OF
THE HUMAN AUDITORY SYSTEM

Naturally, the model of low-level auditory cortical
organization in the human is largely a transposition of
the monkey model. However, the macaque monkey
brains typically studied are much smaller than human
brains and diverged from human development during
evolution more than 25 million years ago (Kumar &
Hedges, 1998). As such, the homology of cortical areas
among species is not immediately apparent, nor
should we assume that the monkey model is a correct

B. NEUROBIOLOGICAL FOUNDATIONS
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representation of the human cortical organization.
Rather, the monkey model should be viewed as an
especially useful but approximate model of human
cortex, where differences are expected.

Similar, yet not identical, cytoarchitectural features
of core and belt in macaque STG indicate that HG
should be the location of the auditory core and belt in
humans. Similar cytoarchitectural techniques that iden-
tified monkey core reveal in humans a homologous
auditory core region on HG, surrounded by regions
similar to monkey belt (Dick et al., 2012; Fullerton &
Pandya, 2007; Galaburda & Sanides, 1980; Rivier &
Clarke, 1997; Sweet et al., 2005). These results suggest
that human and monkey STG are not perfectly homol-
ogous, with perhaps a portion of monkey STG evolv-
ing into human HG. The same data suggest that the
human analogue to CM is located on the medial wall
of the lateral fissure, near the tip of HG. This is impor-
tant, because it anchors the expected orientation of the
maps from a strictly rostral—caudal axis for Al to R to
RT in monkeys to a medial-lateral axis in humans.

The majority of measurements of low-level auditory
cortex are measures of tonotopy using sets of pure
tones, tone bursts, tone complexes, and narrowband
noise (Da Costa et al., 2011; Formisano et al., 2003;
Humpbhries et al., 2010; Saenz & Langers, 2014; Sweet
et al., 2005; Talavage et al., 2004; Upadhyay et al., 2007;
Woods et al., 2010). The data across these studies are
actually quite similar, but the models put forth based
on the interpretation of the data vary widely. In all
cases, there is a central low-frequency representation
centered on HG with increasing frequencies represented
in surrounding bands that form an approximately
circular shape. In some cases, portions of the circle are
weak, such that the higher-frequency bands resemble a
horseshoe shape nearly encircling the low frequencies
(Humphries et al., 2010). It is likely that higher-order
auditory areas also contain tonotopic gradients, because
it is unlikely that the tonotopic information has simply
been discarded at this level of processing. Such a persis-
tence of topographic organization into higher-order sen-
sory processing regions has now been measured in the
visual system (for reviews, see Brewer & Barton, 2012;
Wandell et al., 2007).

Sometimes different naming schemes for these tono-
topic measurements of auditory areas have been
adopted, but the majority of studies place Al on the
medial or posterior aspect of HG (Da Costa et al., 2011;
Formisano et al., 2003; Humphries et al., 2010; Sweet
et al., 2005; Talavage et al., 2004; Upadhyay et al., 2007;
Woods et al., 2010). Then, R is placed variably on the
lateral or anterior aspect of HG, depending on where
the strongest “high-to-low-to-high” tonotopic reversal
pattern can be identified. Sometimes the “high-to-low-
to-high” pattern is a relatively straight path, but in

other cases it is bent. Typically, researchers
have guessed at boundaries of cortical areas based on
the tonotopic gradient and the potentially
homologous monkey model, resulting in either a
medial—lateral (consistent with the cytoarchitecture) or
anterior—posterior axis of orientation (Da Costa et al.,
2011; Formisano et al., 2003; Humphries et al., 2010;
Sweet et al.,, 2005; Talavage et al., 2004; Upadhyay
et al., 2007, Woods et al., 2010). In sum, there has been
little agreement on how to interpret the similar data-
sets; there are simply too many ways to interpret sets
of one-dimensional gradients when trying to divide
them on the two-dimensional cortical surface (for
review of similar issues in visual cortex see Brewer &
Barton, 2012; Wandell et al., 2007).

5.6 PERIODOTOPY: THE SECOND
DIMENSION OF AFMs

Converging evidence suggests that the human
homologue of monkey auditory core is located on HG,
but the fact that tonotopy is one-dimensional makes it
difficult to use tonotopic gradients alone to identify
AFMs. An orthogonal gradient is necessary, but for
that another fundamental type of information that is a
component of the auditory reference frame must be
identified. Humans can differentiate sounds based on
their pitch, temporal information, loudness, and tim-
ber. Of these, timber is very likely a process of recog-
nizing combinations of the other three characteristics
when one differentiates a tone played by, for example,
a flute or an oboe; thus, it is thought that this is
unlikely to be part of the fundamental auditory
reference frame, but more likely processed along
specific computational processing pathways in audi-
tory cortex (Menon et al., 2002; Rauschecker & Scott,
2009; Zatorre, Belin, & Penhune, 2002). Intensity is a
good candidate; it is used in sound localization
(Middlebrooks & Green, 1991) (i.e., comparing inten-
sity of the same sound detected by each ear) and
sound motion localization (McBeath & Neuhoff, 2002)
(e.g., the Doppler effect). However, intensity is very
similar to brightness in the visual domain, which is
not one of the fundamental gradients used to identify
visual field maps (VFMs), and it is encoded in the
cochlea and potentially in cortex as increases in firing
rates of tonotopically tuned neurons rather than in a
gradient organization (Shapley et al., 2007; Spoendlin,
1979; Tanji et al., 2010; Wandell et al., 2007).

Recent human psychophysical studies indicate that
there are separable filter banks (neurons with receptive
fields or tunings) for not only frequency spectra (as
expected given tonotopy) but also temporal information
(Dau, Kollmeier, & Kohlrausch, 1997, Ewert & Dau,

B. NEUROBIOLOGICAL FOUNDATIONS
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2000; Hsieh & Saberi, 2010). Furthermore, gradients
based on temporal information have recently been
discovered in cat primary auditory cortex and the
macaque midbrain (Baumann et al.,, 2011; Langner,
Dinse, & Godde, 2009). In addition, such gradients,
known as periodotopic gradients, were measured in
both cases to be in the same location as, but ortho-
gonal to, tonotopic gradients. Periodotopy refers to the
topographic organization of neurons that respond dif-
ferentially to sounds of different temporal envelope
modulation rates.

Inspired by these studies, Barton et al. (2012) recently
presented amplitude-modulated (AM) broadband noise
to human subjects to measure the cortical periodo-
topic responses in humans using fMRI. With these sti-
muli, temporal duration refers to the length of time
from peak-to-peak of the AM noise. This stimulus is
designed to activate neurons with tuning to sounds that
last for a particular duration; in other words, the stimuli
differentiate temporal tuning. These stimuli likely drive
neurons that respond to the onset and offset of sounds
with different amounts of lag time before they can be
reactivated, as well as neurons that respond to sounds
that exist for a certain duration. Like the monkey and
cat studies, Barton et al. (2012) also presented tonotopic
mapping stimuli (narrowband noise with varying AM
rates) to the same subjects and investigated the
responses in low-level auditory cortex.

Three primary findings resulted from the work of
Barton et al. (2012). First, temporal information is the
second fundamental type of sound information of the
human auditory reference frame, complimenting spec-
tral (frequency) information. Second, tonotopy and
periodotopy are represented orthogonally to one
another in human cortex, allowing for the localization
of individual AFMs. By identifying both tonotopic and
periodotopic gradients in the same locations and mea-
suring that these gradients are orthogonal to one
another, Barton et al. (2012) were able to localize 11
independent AFMs that largely resemble the 11 AFMs
of the monkey model (Figure 5.3). Taking into account
many characteristics of their data, as well as the corre-
spondence to the monkey model and the underlying
human cytoarchitecture, they named each of the AFMs
based on those of the monkey model (hA1l, hR, hML,
hAL, hMM, hRM, hCM, hCL, hRT, hRTM, and hRTL).
Because the monkey areas were named based on
orientation and because the human AFMs are oriented
medial—lateral rather than caudal—rostral, the human
AFMs are only the abbreviated letters, not the full title
used for monkeys (e.g.,, hRM stands for human RM,
not human rostral medial), and “h” has been
appended to mean “human.” Third, these individual
AFMs are organized into at least one “clover leaf”
cluster (see Section 5.8) (Figures 5.2 and 5.3).

6400 64
3200 32
CF, in Hz AM rate,
1600 16 in Hz
800 8
(A) (B)
1 2
4 3
Tonotopic Clover leaf Periodotopic
gradients cluster gradients
FIGURE 5.2 “Clover leaf” cluster organization. A cartoon exam-

ple of a “clover leaf” cluster of AFMs on a flattened section of the
cortical surface. Inset color legends indicate preferred frequency
(tonotopy) or AM rate (periodotopy). This example contains four
AFMs, indicated in (B). (A) Each AFM has a complete tonotopic gra-
dient organized such that low-frequency bands are represented in
the center of the cluster, with increasing frequencies represented in
more peripheral bands of the cluster. (C) Each AFM also has a com-
plete periodotopic gradient organized such that all AM rate bands
span from the center to the periphery of the cluster like spokes on a
wheel. Each AFM thus has orthogonal tonotopic and periodotopic
gradients.

5.7 SIMILARITIES TO AFM
ORGANIZATION IN THE HUMAN
VISUAL SYSTEM

Visual information is pooled in a series of steps in
the retina before being passed through the optic nerve
to the thalamus. From there, this information is passed
through optic radiations to primary visual cortex into
an area known as V1. From there, visual information
branches out to visual areas that perform various com-
putations in a generally hierarchical manner from low-
level simple visual feature processing to high-level
complex feature analysis (for review see Dacey, 2000;
Van Essen et al., 1990).

Several characteristics are shared between these
areas. At each area, one or more computations are per-
formed for locations of varying size across the entire
visual scene (Brewer et al., 2005; Van Essen et al., 1990;
Wandell, 1999; Wandell et al., 2005, 2007). These com-
putations are performed by neurons with receptive
fields of a portion of visual space, typically in a mutu-
ally inhibitory center-surround organization, such that
a neuron will receive inputs from other related neu-
rons (Burkhalter & Bernardo, 1989; Carandini &
Heeger, 1994; Carandini, Horton, & Sincich, 2007). A
very efficient way to accomplish this task is to keep

B. NEUROBIOLOGICAL FOUNDATIONS
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Monkey core/belt tonotopy model Morel et al., 1993; Kaas and Galaburda & pandya, 1983

(A) () hackett, 2000 (D)

(B) Auditory core tonotopy comparison

(E) Human core/belt tonotopy model
(G) Barton et al., presently (H) Galaburda & sanides, 1980

m t

(F) Human core/belt periodotopy model
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() Talavage et al., 2003 (J) Formisano et al., 2003; Upadhyay et al., 2006 (K) Humphries et al., 2010

Monkey
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FIGURE 5.3 Comparison of present “clover leaf” cluster organization with human and monkey tonotopic and anatomical data.
Cartoon models depict representations of the original models cited above each figure, modified for consistency here. “L” stands for “low” and
“H” stands for “high,” referring to low (red regions) or high (blue regions) model tonotopic or periodotopic responses. Dark gray indicates
sulci or the plane of the lateral fissure, whereas light gray indicates gyri. Purple regions represent auditory core. Orange regions indicate audi-
tory belt. Green regions indicate auditory parabelt. Yellow regions indicate temporal planum temporal (Tpt). All figures are oriented along the
same global axes (see direction legends). (A) Monkey core/belt tonotopy model. (B) Auditory core tonotopy comparison. Top: monkey.
Bottom: human. (C) Tonotopic model of monkey auditory core, belt, and parabelt. (D) Cytoarchitectonic model of monkey auditory cortex.
(E) Our human core/belt tonotopy model. (F) Our human core/belt periodotopy model. (G) Our tonotopic model of human belt and core.
(H) Cytoarchitectonic model of human auditory cortex. (I-K) Recent human fMRI tonotopy models.

neurons that analyze nearby locations in space close to  is, nearby points of visual space are represented by
one another (Chklovskii & Koulakov, 2004; Mitchison, neurons in nearby locations in cortex after the organi-
1991; Moradi & Heeger, 2009; Shapley et al., 2007). As  zation in the retina (Brewer et al., 2005; Wandell, 1999;
a result, visual areas are organized retinotopically; that Wandell et al., 2005, 2007). Because visual space is
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basically two-dimensional, we can chart two gradients:
eccentricity (i.e., distance from a central fixation point)
and polar angle (i.e., angular distance around a central
fixation point). A VFM can be defined where these two
gradients are measured in the same location of cortex,
each representing most or all of one hemifield of visual
space and positioned orthogonally to one another.
Retinotopy allows for efficient connections within a
VEM, but what about between VFMs? One organiza-
tional pattern that would maintain efficient connections
between nearby points in space across maps would be
to have the representations of a visuospatial gradient
reverse from one visual area to the next at the visual
area boundaries, such that two VFMs abut at a merged
representation of, for example, the upper vertical
meridian of the visual field, as seen in the adjoining
AFMs elsewhere (Barton et al., 2012; Figure 5.2). To be
efficient for two gradient dimensions, an efficient pat-
tern is to have approximately circular clusters of maps.
Then, reversals of one dimension occur between maps
within the cluster (e.g., polar angle) and reversals
for the other occur between maps in different clusters
(e.g., eccentricity). The result is concentric rings of
increasingly eccentric iso-eccentricity representations
expanding from the center of a cluster and lines of iso-
polar angles extending from the center to the periphery
of the cluster like spokes on a wheel. Such clusters of
VEMs have been discovered in human and monkey
visual cortex and have been termed “clover leaf” clus-
ters (Brewer & Barton, 2011; Kolster, Peeters, & Orban,
2010; Wandell et al., 2005, 2007). For a recent detailed
discussion of VFM organization and the implications of
“clover leaf” clusters, see Brewer and Barton (2012).

5.8 “CLOVER LEAF” CLUSTERS
ACROSS SENSES

Revealing a similar macrostructural organization to
the visual system, the first “clover leaf” cluster was
discovered in the human auditory system on HG
(Barton et al.,, 2012). The same benefit of efficient
connectivity is achieved in the same way, by represent-
ing nearby portions of auditory acoustic dimensions
(i.e., tonotopy and periodotopy) in nearby portions of
cortex. Specifically, the first auditory “clover leaf” clus-
ter consists of six AFMs: hAl, hAL, hML, hR, hRM,
and hMM. Concentric circles of increasing iso-tone
bands expand from the low-frequency representation
centered on HG, with iso-period bands extending from
the center to the periphery of the cluster like spokes on
a wheel. Abutting the cluster where HG meets the
STG, there exists a tonotopic reversal into three addi-
tional AFMs: hRT, hRTL, and hRTM. Additionally,
two more AFMs abut the HG cluster medially: hCM

and hCL. Although hRT, hRTL, hRTM, hCM, and hCL
have not been shown to be organized into complete
clusters of AFMs yet, we suspect that they are as well;
more research is required to determine whether that is
the case.

It is important to consider the monkey cortical
model now that the first human auditory “clover leaf”
cluster has been discovered. Because tonotopy and
cytoarchitecture indicate that the early auditory
cortical organization is very similar across these pri-
mate species, it is very likely that the monkey areas
are organized into “clover leaf” clusters as well.
Additionally, “clover leaf” clusters in the visual
domain have been found to exist in macaque in homol-
ogous areas to clusters in humans (Kolster et al., 2009,
2010), suggesting that the same will be true in the
auditory domain. It is impossible to know for certain
until orthogonal periodotopic gradients are identified
in the same monkey cortex as tonotopic gradients
(Barton et al., 2012).

One interesting feature of “clover leaf” clusters is
that there must be an even number of maps in a clus-
ter, likely to minimize connection length by always
having gradient reversals at the adjoining boundaries
between maps. With an odd number of maps in a clus-
ter, there would need to be at least one discrete jump
between periodotopic gradient representations, which
would reduce the connection efficiency. So far, “clover
leaf” clusters have only been observed with even num-
bers of maps in a cluster (Brewer & Barton, 2012;
Kolster et al., 2009, 2010, Wandell et al., 2005, 2007).
Another interesting feature is that there need not be
the same number of maps in each cluster; so far, two,
four, and six maps have been observed in “clover leat”
clusters. Finally, the fact that these clusters of sensory
field maps have been observed with such similar char-
acteristics across two senses strongly implies that simi-
lar organizational schemes are common for sensory
systems in the brain in general.

5.9 CONCLUSION

The cortical organization of the human auditory sys-
tem so far has been incompletely measured. Although
we know some of the features and locations of low-
level processing in cortex, until recently we did not
have the tools to localize individual AFMs. The key
insight to the second dimension of AFMs, periodotopy,
was recently discovered. Because tonotopic and peri-
odotopic gradients are represented orthogonally to one
another along the cortical surface, it is possible to accu-
rately differentiate the locations of individual cortical
AFMs rather than to attempt to estimate map bound-
aries based only on tonotopy. Additionally, a new
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organizational scheme of AFMs has been revealed: the
“clover leaf” cluster. With these new insights into AFM
organization, researchers can now better localize and
identify specific regions of auditory cortex across sub-
jects and more accurately investigate which computa-
tions each of the AFMs subserves. Human visual and
auditory cortex interestingly share a common organiza-
tional scheme, with each sensory system compartmen-
talized into cortical field maps that are themselves
arranged on a larger scale into “clover leaf” clusters.
Such similarity may be common across many sensory
systems, which may aid in the future identification of
cortical field maps in the representation of other senses.

Naturally, many important questions remain unan-
swered. The AFMs identified so far are unlikely to be
the last; novel human cortical VFMs continue to be dis-
covered after two decades of research, and we expect
that additional AFMs will be measured in human
auditory cortex outside of HG. Because complex lan-
guage is a uniquely human trait, animal models offer
little guidance as to which AFMs to expect to perform
relevant computations. However, evidence from mon-
key perception of monkey vocalizations (Petkov et al.,
2008) suggests distinct cortical regions as strong candi-
dates for investigation of specific AFMs subserving
human speech perception. Armed with greater knowl-
edge of the inputs to and organization of the initial
tiers of the auditory processing hierarchy, researchers
will finally be in a position to rigorously investigate
the nature of higher-order speech perception computa-
tions (Hickok & Poeppel, 2007).
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