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Abstract 

Controlling Crystallization and Transport in Metal–Organic Frameworks 

by 

Kristen A. Colwell 

Doctor of Philosophy in Chemical Engineering 

University of California, Berkeley 

Professor Jeffrey R. Long, Chair 

 
This dissertation documents efforts to control and take advantage of crystallization handles in 

metal–organic framework synthesis. Understanding fundamental processes during synthesis 
allows for directed, predictable control over crystallite size and shape, which is demonstrated to 
play a role in intracrystalline diffusion.  

Chapter 1 first introduces a summary of crystallization and transport in porous materials, 
including classical and non-classical models of crystallization, homogeneous and heterogeneous 
nucleation, and mass transfer resistances. The application of these concepts to metal–organic 
frameworks is presented alongside common synthetic strategies, coordination modulation and 
other strategies to control crystallite size and shape, and the potential for non-coordinating bases 
and buffers to help alleviate some complicating factors common to framework synthesis. Finally, 
because crystallite size and shape can control intracrystalline path lengths, an introduction to mass 
transfer resistances is given, including intracrystalline diffusion. Different methods of measuring 
diffusion in porous materials are presented, including the technique applied in this work, zero-
length column chromatography (ZLC).  

Chapter 2 details success in deconvoluting solution equilibria during hydrothermal metal–
organic framework synthesis. The use of non-coordinating bases and anions allows for 
generalizable increase in crystallite size. Further, non-coordinating buffers may be used during 
synthesis to add or subtract individual coordinating anions at a given pH. This strategy allows for 
tunable and predictable control over aspect ratio in a one-dimensional metal–organic framework.  

Chapter 3 describes the discovery and utilization of interfacial effects during hydrothermal 
synthesis to control crystalline phase and size. Controlling the interface between reaction vessel 
and solution via silanization is found to decrease morphological distribution, change the phase 
produced for stock solutions, and in some cases, increase crystallite volume by several orders of 
magnitude.  

Chapter 4 details the assembly and usage of a ZLC instrument capable of differentiating 
between different mass transfer resistances. Design considerations and instrument improvements 
are described. The instrument is used to probe CO2 diffusion within very large crystallites (up to 
700 microns in length) of Zn2(dobdc), where surface resistances and defects are proposed to 
account for a lower diffusivity measured via ZLC versus pulsed-field gradient NMR. Synthetic 
control over Co2(dobdc) path length is demonstrated to bring about improved mass transfer 
resistances via path length control for the industrially important molecule m-xylene. 
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Chapter 1: Introduction to Crystallization and Transport 
Properties of Metal–Organic Frameworks 

 
1.1 Introduction 

 
Metal–organic frameworks are hybrid organic-inorganic crystalline solids with high 

permanent porosity.1,2  The materials feature zero-dimensional inorganic clusters or one-
dimensional inorganic chains linked together by multitopic organic ligands to create scaffold-like 
structures with resultant open pore space. Through judicious choice of different metals or clusters 
with different ligands, frameworks can have a wide range of internal pore sizes, shapes, and 
chemical functionalities available. As a result, the possible applications of the materials are equally 
vast, including areas as diverse as gas and liquid separations,1–4 energy storage,5–9 catalysis,10–13 
biomedical applications and drug delivery,14–17 and gas sensing.18–22  

Metal–organic frameworks have the potential to be disruptive technologies in several areas 
related to the global use of energy. The separation of mixtures of chemicals with similar physical 
properties into pure or purer forms uses 10-15% of global energy and, in doing so, generates 
enormous emissions of molecules known to contribute to climate change.23 Creating and 
improving ways to cut down on the amount of energy needed to separate industrial chemicals, to 
capture greenhouse gases from streams that would otherwise add to rising atmospheric levels, and 
to store clean-burning fuels such as hydrogen in a volume-efficient manner is of vital importance. 
Metal–organic frameworks are among the most promising materials for all of these energy-centric 
applications.4,24,25 However, to fulfill their potential and help to bring about the massive industrial 
change needed to ameliorate the effects of climate change, these materials must be produced and 
tailored for applications in large scale. Understanding their formation is a crucial step to achieving 
this goal.  

One privileged group within the field of metal–organic frameworks consists of materials with 
coordinatively-unsaturated metal ions, also known as open-metal sites.26,27 In these materials, one 
or multiple metals within the inorganic node has a solvent bound at a coordination site post-
synthesis. For sufficiently stable frameworks, these solvent molecules may be removed through 
the application of heat and vacuum without framework collapse, leaving a metal center with a 
coordination site exposed. This exposed highly polarizing site can strongly adsorb guest 
molecules. Molecules may also be grafted onto these open-metal sites post-synthetically to create 
chemical functionalities capable of  selective gas adsorption; these materials are among the most 
promising for the capture of carbon dioxide in post-combustion processes.4,28–30  

The material with the highest density of these open metal sites is the M2(dobdc)(M = Mg, Mn, 
Fe, Co, Ni, Cu, Zn, Cd; dobdc4- = 2,5-dioxido-1,4-benzenedicarboxylate) family of materials (Fig. 
1.1).31–34 The structure features helical chains of metal atoms, each of which has one octahedral 
site available for guest molecule polarization. These chains are bridged by the rigid aryl-based 
linker, dobdc4-, leading to one-dimensional hexagonal pores. Because of its high density of metal 
sites, M2(dobdc) and related frameworks have been examined as potential materials for 
catalysis,10,35–37 energy storage,38–42 gas and liquid separations,24,43–46 drug delivery,47 and gas 
sensing:48–50 in short, as model materials that span the gamut of metal–organic framework 
applications. 
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Figure 1.1. The structure of M2(dobdc), a prototypical metal–organic framework. 
The hexagonal one-dimensional pore, aligned with the c-direction, is lined with 
coordinatively-unsaturated metal centers, one at each vertex. Grey atoms are 
carbon, red atoms are oxygen, and purple atoms are the metal. Hydrogens omitted 
for clarity. 

1.2 Classical and Non-Classical Models of Crystallization  
 

Crystallization History. As metal–organic frameworks are crystalline solids, the process of 
their assembly requires precursors to self-assemble into a well-defined crystal lattice in order to 
minimize their total energetic state. This process is known as crystallization. The historical practice 
of crystallization predates any theoretical understanding of the process; in fact, the oldest chemical 
engineering unit operation is generally considered to be a crystallizer, used in the process of 
evaporating sea water and natural brine to produce salt.51 These early crystallizers can be dated to 
2700 B.C. with a Chinese print demonstrating a shallow open tank evaporator. Similar structures 
are described in Pliny’s “Naturalis Historia” in places such as Crete and Egypt, using solar heat to 
evaporate water and concentrate the solution until salt precipitated.  

Crystallization is now a wide-spread process for separation, purification, and production of 
materials used in industries ranging from semiconductor processing to pharmaceuticals to 
commodity and specialty chemicals.52  

Crystallized products must fulfill specific requirements such as specific polymorph or phase, 
structure stability and shelf-life, and crystallite morphology (geometric shape of each crystallite) 
and size distribution. All aspects of the crystallites produced are determined by the chosen (or 
inadvertent) crystallization conditions.53 
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While most industrial crystallizations are from solution,52 other processes can include 
crystallization from melts or from neat liquid, crystallization from the vapor phase, or solid-solid 
conversion processes such as ball-milling. In each case, the process is a phase transition from a 
state of high free energy to one of lower free energy in the form of a crystalline solid. For solution-
based crystallizations, the free energy of the initial solution phase is greater than the sum of the 
free energies of the crystalline lattice and the final solution phase.54,55 In this case, crystallization 
can proceed spontaneously.  

Precipitation Thermodynamics. In solution, the driving force which causes crystallization to 
occur is typically described as supersaturation, where above a critical threshold of solute the 
material will spontaneously precipitate. A derivation of this concept is a useful exercise in 
anticipation of applying these concepts in the context of metal–organic framework formation. The 
change in free energy and the change in chemical potential are related to the activity products.53,56–

58  
Consider the precipitation reaction: 

 
𝑎A + 𝑏B + ⋯ + 𝑛N → A௔B௕ … N௡ 

 
where components A through N may be ions, reactants, or even metal and ligand. The activity 
product of the reactants AP and the equilibrium constant Ksp are given by: 
 

𝐴𝑃 = A௔B௕ … N௡ 
𝐾ୱ୮ = [A]௘

௔[B]௘
௕ … [N]௘

௡ 
 
where the subscript e denotes equilibrium. Accordingly, the free energy of solution per molecule 
Δ𝑔ୱ୭୪ and the change in chemical potential Δµ are: 
 

Δ𝑔ୱ୭୪ =  −𝑘୆𝑇𝑙n𝐾ୱ୮ 

Δµ =  𝑘୆𝑇ln𝐴𝑃 −  Δ𝑔ୱ୭୪ = 𝐾ୱ୮𝑇ln ቆ
𝐴𝑃

𝐾ୱ୮
ቇ 

 
where T is the absolute temperature and kB is the Boltzmann constant. The supersaturation σ is 
then directly related to the chemical potential in the following way: 
 

Δµ =  𝑘୆𝑇lnσ 

σ ≡ ቆ
𝐴𝑃

𝐾ୱ୮
ቇ 

 
In this way, the supersaturation relates directly to the driving force. For single-component 

crystallization, the precipitation may be easily described in terms of the free energy of formation 
versus the free energy of reactant solvation. For most cases, solution activities are well represented 
by concentrations. In some cases, σ may be defined as (C/Ce) – 1, where C is concentration and Ce 
is the equilibrium concentration. This uses the common understanding for single-component 
precipitation where saturation is the amount of solute that may be dissolved in a solvent at a given 
temperature. Above this level (supersaturation), precipitation will proceed spontaneously, with 
kinetics dictated by how much more solute is dissolved relative to what is stable in solution.  
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Note that this definition requires the comparison of the reactant concentration at equilibrium 
to the activity product of the reactants. A full accounting of the potential inaccuracies using this 
route for any binary system  is provided by Mullin and Sohnel.56 The common shorthand in metal–
organic framework formation literature is to refer to monomer concentration to rationalize 
crystallization behavior, which is imprecise given that at least two components must combine in 
ionic or covalent interaction to form the base structure of any metal–organic framework. The use 
of monomer in this context then suggests that clusters or combinations of metal and ligand are 
present in solution and add to a crystallite as a single growth unit. It is particularly important to 
remember that the thermodynamic definition for a precipitation refers to the equilibrium 
expression of all components and only those components in solution. The solubility of a single 
reactant refers instead to the precipitation of just that one component from solution and is not the 
correct parameter to predict crystallization of a multicomponent solid. 

 Homogeneous Nucleation and Growth. Classical models use two processes to describe a 
first-order phase transition, such as crystallization. The following model is that of Gibbs-Thomson. 
Nucleation occurs via the formation of small embryos of the new phase within the larger volume 
of the old phase. As described above, since the driving force is a chemical potential gradient, the 
free energy of the product formed is lower than that of the reactants in solution for spontaneous 
crystallization. This is only strictly true of the bulk phase. At the interface between the solution 
and the new phase formed, the local energetics are significantly higher, because the molecules at 
the surface are not bound to their neighbors in all three directions. At the first moments of 
crystalline formation, most of the molecules in the new phase are on the surface of the crystallite, 
causing the phase to go through a local maximum in energy. As a result, these nuclei are unstable; 
adding molecules to the structure causes an increase in the free energy. However, at sufficiently 
large size, the contribution of the lower bulk energy outweighs the high interfacial energy, and 
crystallites tend to continue growing. As displayed in Figure 1.2, the balancing of these two free 
energy contributions leads to the existence of an intermediate size at which the free energy is 
maximized and either growth or dissolution lowers the energy; this is known as the critical size. 

 

 

Figure 1.2. A visualization of Gibbs free energy during nucleation. The sum of 
surface and bulk free energy terms reaches a positive maximum at a radius 
corresponding to the critical size (labeled rc). Below this radius, embryos are likely 
to redissolve; above it, embryos continue growing. 
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The second process, growth, refers to the adding of reactant molecules to the surface of a 
crystallite. Growth from solution occurs because the flux of molecules attaching to this surface 
exceeds the flux of molecules detaching. It is thus a function of many factors, including the 
concentration of reactants in solution, the exchange rate of molecules at surface sites, and the 
strength of bonding. Another way of describing equilibrium in crystal growth is the point at which 
the two fluxes are equal. For covalent frameworks, the bonds between metal and ligands can be 
very strong, leading to difficulty in applying the thermodynamic equations in the section prior: 
equilibrium descriptions require equilibrium conditions, and the reactant concentrations present at 
equilibrium can be vanishingly small. Another way to disrupt growth would be to introduce 
molecules that can interfere with the incorporation of molecules in flux to the surface, creating 
additional barriers to monomer addition; this strategy, known as coordination modulation, will be 
described in a subsequent section.  

Heterogeneous Nucleation. The classical model of nucleation assumes that the new phase 
begins homogeneously, or within the matrix of the old phase. However, if solid surfaces or foreign 
matter are present, nucleation of the crystalline phase can begin in contact with either of these 
rather than homogeneously from solution in a process known as heterogeneous nucleation. The 
barrier to nucleation is that of creating an interface between the old phase and the new phase; often, 
the interfacial energy between a crystal and a solid substrate is lower than that created between the 
crystal and the solution, because molecules can form often stronger bonds with the surface than 
with solvent molecules.  

Under the circumstances that either the atomic structure of the surface matches that of the 
nucleating particle or the substrate has a set of chemical functionalities promoting strong bonding 
to the nucleus, the total interfacial energy can become significantly lower by including interactions 
between the substrate and the nucleating particle. Examples of this type of nucleation are common 
across many different materials formation processes, including pharmaceuticals,59,60 proteins,61–63 
polymers,64,65 semiconductors,66,67 and biomineralization.53,68 Indeed, heterogeneous nucleation is 
a prominent feature in not just crystallization but in all first-order phase transitions, including the 
formation of carbon dioxide bubbles from solution.69 Further, the presence of heterogeneous 
nucleation can impede the homogeneous pathway. Nucleation events lower the solution 
concentration of the precipitating species. As the probability of nucleation is related to that 
concentration, for a fixed volume, lowering the concentration through heterogeneous pathways 
decreases the likelihood of homogeneous precipitation. For this reason, heterogeneous nucleation 
is posited to account for the vast majority of nucleation from solution.70 

Description of Some Useful Crystal Characteristics. The resulting crystalline products are 
characterized first by their repeating atomic order in three dimensions. A technique such as X-ray 
diffraction (XRD) may be used to probe this atomic order. X-ray diffraction is the elastic scattering 
of X-ray photons by atoms in a periodic lattice. The in-phase scattered X-rays give rise to 
constructive interference when conditions satisfy Bragg’s Law (nλ = 2 d sinθ, where λ is the X-
ray wavelength, d the lattice spacing, and θ the angle of diffraction).71,72 The generated diffraction 
pattern then has a reciprocal Fourier transform relationship to the crystalline lattice and thus the 
unit cell, the base repeating unit within the crystal. 

Each crystallite consisting of a given phase then additionally has spatial characteristics of 
particle size and shape. The geometric shape of the crystallite is also known as the morphology or 
the crystal habit.53 Both size and shape have myriad effects on materials usage which differ per 
material and per application.73–77 Modification of crystal morphology can greatly influence the 
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mechanical properties, particularly for elongated habits (needle- or rod-like). Further discussion 
of the effect of crystallite size and shape for porous materials may be found in Section 1.4. 

 
1.3 Metal–Organic Framework Synthesis 

 
 At the simplest level, all metal–organic frameworks can be described as Lewis acidic metal 

ions or clusters bridged by Lewis basic ligands. The syntheses themselves at bare minimum require 
the combination of the metal precursors with the ligands to be incorporated in the framework. 
These reactions are overwhelmingly done in solution, although not exclusively. Other synthetic 
methods of combining metal cations with ligands include vapor-phase deposition,78–80 
mechanochemistry,81–83 and crystallization from melts.84 The category of solution-based synthesis 
includes a broad range of methods and materials, including solvothermal synthesis,85–87 
hydrothermal synthesis,88–90 electrosynthesis,91,92 and various subsets, including sonochemical 
synthesis93,94 and microwave synthesis.95–98  

For nearly all reported frameworks, the organic ligands behave as Brønsted-Lowry acids and/or 
bases during synthesis. Commonly, the protonation state of the ligand as added to the synthesis is 
not identical to the state as incorporated into the framework. For example, for the framework 
M2(dobdc), the ligand has four separate pKa values, corresponding to the two carboxylic acid 
groups and the two phenolic groups. In solvothermal syntheses, the ligand is typically added to the 
solution mixture as the fully protonated H4dobdc, where all four protons must be removed 
according to the framework composition (M2+)2(dobdc4−). In room temperature syntheses, the 
protonation state is generally adjusted through adding either four equivalents of sodium 
hydroxide99 or of a different base, such as triethylamine, intending to deprotonate the ligand fully 
prior to the beginning of framework formation.100,101 For reactions in which the ligand is fully 
deprotonated at the beginning of framework synthesis, the product is nanoscale in size and has 
resultant higher external crystallite surface area, which often leads to differing chemistry than that 
designed within the pore.102,103  

The moderation of reaction pH, or pH* in non-aqueous media, can greatly determine synthetic 
results in framework formation. The solution pH is a description of protonation equilibria with 
respect to solution species, the solvent, and a reference electrode.104 In a solvothermal reaction, 
the acid/base adjustment needed to change the protonation state of the ligand from its initial state 
when added to that of the ligand in the framework is provided by the decomposition of the solvent, 
typically, N,N-dimethylformamide (DMF) or N,N-diethylformamide (DEF).87 DMF and other 
amide-based solvents will readily decompose at elevated temperatures to yield an amine and either 
a carbonyl species or a carboxylic acid via thermolysis or hydrolysis, respectively. It is common 
to include water as a co-solvent with DMF in metal–organic framework synthesis. These solvent 
choices are generally the result of extensive screening of different combinations.105 It is likely that 
including water as a co-solvent changes the solubility of various reactants in solution and also 
changes the decomposition pathway of the solvent DMF. Since the decomposition pathway 
dictates the products formed, including the base required to deprotonate Brønsted-acidic ligands, 
both the composition of the matrix from which embryos of the new phase nucleate and also the 
rate and availability of the Brønsted base in solution can vary as a function of water in the 
synthesis.  

This complication of co-solvent addition changing both solubility and Brønsted-base 
availability is but one example of convoluted equilibria in solution, which are at the heart of some 
of the complexity observed in metal–organic framework synthesis.  For a framework assembling 
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metal ions and ligands out of a solvent, at bare minimum the interactions of both solutes and 
solvent are required to describe solution dynamics. This diagram is displayed in Figure 1.3. The 
formation process of the metal–organic framework, while often described as a process of 
coordination just between the metal cations and ligand, is tempered by the equilibria arising from 
interactions with the solvent, one of which is the average protonation state of the ligand. The 
solubility of the metal source as well as the solubility of the ligand are both complex functions of 
the solvent (and total ion concentration in solution). The solvation of the metal cation is an 
understudied area of research in phase selection in framework formation, arising from solvent 
interactions. The solvent can change the coordination geometry of the metal cation in solution,106–

108 which could conceivably lead to differing phase behavior by templating a specific metal cation 
coordination geometry.  

 

 

Figure 1.3. A minimum description of solution interactions during metal–organic 
framework synthesis accounts for multiple equilibria in addition to framework 
formation, including the precipitation of the ligand or metal source separately, the 
solvation of the metal source, and the interaction of the Brønsted-Lowry acid/base 
ligand with the solvent. 

Clearly, synthetic variables such as the temperature of the reaction should not only change the 
energy available to overcome nucleation and growth barriers but also shift chemical equilibria 
simultaneously. Synthetic choices such as reactant type (i.e., metal salt or metal oxide, initial 
ligand protonation state) and concentration similarly affect multiple equilibria at once. Using a 
solvothermal synthesis adds complexity to this base layer of variables intertwined: the hydrolysis 
of DMF provides both dimethylamine and formate, the latter of which can easily coordinate metal 
cations. Both solution protonation and coordination are affected simultaneously. The true problem 
may be stated simply: the variables which may be easily manipulated (such as temperature or 
solvent) are not the underlying solution handles controlling chemical equilibrium. Each synthetic 
choice affects multiple equilibria. While results may be plausibly justified after the fact given 
experimental results, it is difficult to predict which equilibria will matter more for a given system. 
Indeed, in a review on synthetic strategies, Stock and Biswas find that no general trends can be 
deduced about the control of crystal size by variation of such compositional parameters.87 The 
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inability to predict synthetic results impedes development, optimization, and scale-up of new and 
current materials.  

Coordination Modulation. For the control of the crystallization process, including product 
variables such as crystallinity and particle size and shape, a number of strategies have been 
successfully employed in the literature.87 Some common strategies include compositional or 
process parameters (as discussed in section 1.3), temperature programs (variation of temperature 
with time), additives, and surfactant-based methods, such as microemulsions. Of these, the most 
common by far is the use of additives: additional molecules designed to interfere with some aspect 
of the crystallization process. This process is generally referred to as coordination modulation, a 
term coined by Kitagawa et al. wherein molecules are added to the synthetic mixture intended to 
interfere with the coordination process occurring between the components of the framework.109 
The particle morphology observed of the framework Cu3(btc)2 (btc3− = 1,3,5-
benzenetricarboxylate), also called HKUST-1, changed from octahedral to cuboctahedral to cubic 
with increasing addition of n-dodecanoic acid (colloquially, lauric acid). Like the two linker 
functionalities, n-dodecanoic acid has a carboxylic acid functionality, which Kitagawa et al. 
proposed could coordinate with the metals on the surface of the crystallite during growth in a 
competitive fashion. 

 This strategy has since been extended to control the morphologies of many different 
framework types and topologies, some of which will be discussed here.  Hermes et al. decreased 
the size of MOF-5 (Zn4O(bdc)3, bdc2- = 1,4-benzenedicarboxylate) by adding p-
perfluoromethylbenzoic acid.110 Cho et al. controlled the aspect ratio of In-MIL-53 via adding 
equivalents of pyridine (as MIL-53 has no pyridyl functionalities, this is an example of an additive 
without similar functionality as the ligand).111 Notably, for the framework HKUST-1 discussed 
above, Diring et al. used varying amounts of lauric acid to change the size in addition to the 
morphology.95 Finally, before being thermolyzed into carbon nanomaterials, Tang and Yamauchi 
grew Zn2(dobdc) particles using salicylic acid as a modulator, resulting in nanoscale rods.112 In 
several of these examples, both size and shape of crystallites were affected by the addition of 
modulators. 

While the explanation given in all four cases was that the molecules coordinated to the growing 
crystallite, these modulators are all Brønsted acids capable of participating in protonation 
equilibria in addition to the coordination equilibria. This necessarily means that their addition 
influences many solution parameters simultaneously, including pH, ionic strength, and metal 
coordination in solution: an alternate explanation for the morphological control can be rationalized 
in terms of acid/base equilibria as easily as coordination equilibria. The complex equilibria 
displayed in Figure 1.3 becomes yet more complex as additional molecules which play several 
roles are added.  

The role described for these modulators, universally, is that of a capping agent. However, for 
very similar molecules, this convolution leads to results such as the following: in Hermes et al.’s 
example, the addition of a capping carboxylate-based additive made MOF-5 crystallite particles 
smaller, while in Diring et al.’s HKUST-1 work, the addition of a carboxylate-based additive made 
crystallite particles bigger. The role of the molecules as capping agents thus does not necessarily 
predict their effect on resultant crystallite size in an easily generalizable way. A large role in this 
is likely their influence on multiple equilibria. For example, lauric acid can act as a surfactant due 
to its long hydrocarbon chain.113 Further, the two molecules have differing pKa values and thus 
change solution pH to differing degrees.  
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Several studies, including that of Diring et al., test the effect of multiple additives, such as 
acetic acid in the place of lauric acid, which is an indirect probe of the effect of differing additive 
pKa values. However, even this change by itself is not enough to deconvolute the intertwined 
equilibria: metals may also coordinate to acetate.114 Further, since the pKa of acetate is different 
from that of lauric acid, two methods of comparison may be considered. In the first, the same 
equivalencies of each molecule are added; in this case, the resultant solution pH (or pH*, in non-
aqueous media) is different between the two solutions. In the second, different equivalencies are 
added to force the solution pH to be identical; in this case, different concentrations should bring 
about different speciation and coordination in solution.  

Recognizing these issues, in some cases an attempt was made to counterbalance the lowering 
of solution pH by adding compensating Brønsted-Lowry acids or bases in addition to the 
modulators.115–117 However, this strategy alters another solution variable yet to be discussed, which 
is the ionic strength of solution, a measure of the total number of ions present. At higher ionic 
strength, the results are not strictly comparable, as the dramatic increase in ion concentration 
changes dissociation constants and reactant solubility.118–120 

Non- and Weakly-Coordinating Bases and Buffers. An outstanding challenge in metal–
organic framework synthesis is thus to control pH (and resultant ligand protonation) without 
participating in metal complexation. One set of appropriate compounds are non-coordinating 
bases, which are sterically hindered organic bases, often nitrogen heterocycles with steric bulk 
surrounding the nitrogen atom (some examples of which are displayed in Fig. 1.4).121 While the 
nitrogen site may interact with protons, the steric bulk prevents the complexation of larger Lewis 
acids, allowing for non-coordinating pH control. Another option is that of non-coordinating 
buffers. 

 

 

Figure 1.4. Three examples of weakly- or non-coordinating bases, from left: 2,6-
Lutidine, N,N-Diisopropylethylamine, triethylamine, with listed pKa values (room 
temperature, water).122 

The challenge of separating the variables of pH and metal ion complexation has long been 
prevalent for biochemical and biological applications. Studies involving cell metabolism 
commonly show that pH influences protein structure, metabolic activity and enzymatic rates. 
Metal ions play fundamental roles in biology by serving as cofactors for a number of different 
cellular processes involved in homeostasis, but elevated levels can be toxic.123,124 Thus, studying 
cellular mechanisms requires pH control without adding molecules which will interfere in metal 
complexation processes.  

N

NN

pKa 11.01pKa 6.60 pKa 10.75
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In 1966, Good et al. introduced a set of twelve pH buffers to be used in biological studies for 
control of pH near physiological levels.125 Controlling pH is necessary for the measurement of 
physiologically relevant properties, but for processes involving metal ion cofactors it is crucial that 
the buffer molecules do not form complexes with the metals. Given that metal ion cofactors play 
an important role in regulating the kinetic and thermodynamic pathways of many biological 
processes,126–128 unintended buffer-metal complexation poses a risk of interfering with or 
fundamentally altering the physiological property being measured. As a result, biological or non-
coordinating buffers have become a mainstay in cellular biology studies, and a wide pH range may 
now be covered with non- or weakly-coordinating buffers.129,130 These buffers now cover the pH 
range 3–11 continuously. Applications of both non-coordinating bases and non-coordinating 
buffers are used in Chapters 2 and 3 of this work. As a final note, the title “non-coordinating” is 
only accurate within certain ranges that are condition- and metal-dependent; several studies have 
found appreciable metal-buffer interactions.131 As a result, it is good to test the effect of including 
a biological buffer rather than assuming it does not participate in coordination equilibria. 
 

 

Figure 1.5. Non-complexing tertiary amine buffer compounds. Adapted from Ref. 
125. MES and MOPS buffers are used in this work. 

1.4 Mass Transport in Porous Materials 

Nanoporous materials are prized for their high internal surface area, which can be used to 
interact with guest molecules. Of equal importance in actual application to the equilibrium 
adsorption behavior is the process sorption kinetics, the rate at which the materials approach 
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equilibrium. Achieving very high internal surface areas, required for high capacity or catalytic 
activity, requires pore sizes at or near the nanometer size regime.132 Transport through the pores 
occurs mainly by diffusion, a random-walk process tending towards maximum system entropy. 
Understanding the process, time scales, and mechanism of diffusion is crucial to the goal of 
modeling and optimizing nanoporous systems for process development.  

Although diffusional processes can control the overall process kinetics, this is not always the 
case: that is, diffusional behavior is not necessarily identical to the macroscopic adsorption or 
desorption kinetics. Most adsorbents contain multiple potential resistances to mass transfer: 
diffusion within the micropores, diffusion between particles or in the macropores, and in some 
cases a barrier to mass transfer via film resistance. Often, nanoporous materials are formulated as 
pellets, using a binding agent to improve mechanical properties.133,134 These materials may 
generally be modeled as coupled diffusional resistances.135–137 An example schematic is shown in 
Figure 1.6. For an adsorbate to interact with the designed sorption sites within the adsorbent 
crystallite, adsorbates must traverse though the external film, if it exists, through macropores, and 
then through the micropores of the material. Generally, the process of adsorption at the sites is an 
extremely rapid process,138 so the overall rate is generally a function of the mass transport 
resistances in series. The relative magnitude of these resistances is highly material- and process-
dependent.  
 

 

Figure 1.6. In this cartoon of an adsorbent pellet, several mass transfer resistances 
can occur in series or in parallel. Controlling crystallite path length (via morphology 
control) has the strongest effect on traversal through the intracrystalline 
micropores, which may or may not dictate the apparent kinetics observed for a 
given experiment.  
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Further, adsorption is generally an exothermic process (examples of endothermic 
chemisorption exist but are beyond the scope of this chapter).139 As a result, isothermal operation 
requires that the rate of heat dissipation via conduction, convection, and/or radiation be high 
relative to the rate of adsorption, or thermal gradients will develop. For this reason, heat transfer 
can limit the kinetics of adsorption and indeed is often a very important parameter in adsorption 
beds. Because metal–organic frameworks are highly porous, their thermal conductivity can be 
rather low.140,141 The apparent kinetics of sorption can thus be controlled by a number of mass or 
heat transfer resistances. Measuring the inherent micropore diffusivity is not as simple as merely 
measuring the transport sorption kinetics. Instead, a technique that can discern between these 
different mechanisms of control is required.  

Microscopic and Macroscopic Measurements of Diffusion. A wide variety of different 
techniques have been developed to study diffusional and transport behavior in nanoporous 
materials across different time and length scales. A few of these techniques will be discussed here. 
Theoretical and computational methods of studying diffusion in nanoporous materials, which are 
certainly important techniques allowing for molecular understanding of transport mechanisms, are 
beyond the scope of this chapter.142–145 

Macroscopic measurements generally impose a step change in pressure or partial pressure to 
an adsorbent sample and follow the rates of adsorption, such that the initial and boundary 
conditions are well-controlled.146 When the intracrystalline diffusivity is much slower than other 
mass transfer resistances, the diffusivity may be extracted from the apparent sorption kinetics. As 
discussed, however, this is frequently an insufficient level of granularity given the intrusion of 
extra-crystalline mass transfer resistances and heat transfer resistances. Under controlled 
conditions, macroscopic measurements may discern between different resistances and avoid the 
encroachment of heat effects. These conditions will be discussed in Section 1.5.  

Microscopic methods have also been developed to study diffusivity and indeed can give more 
detailed information on transport mechanisms. Generally, these either measure transient 
concentration profiles or follow the mean square displacement of adsorbates over some known 
time interval. For the former, two common techniques include interference microscopy and 
infrared microscopy. These techniques directly observe concentration gradients in large crystals 
(characteristic crystallite dimension ten microns for interference microscopy to tens of microns for 
infrared microscopy), usually one crystal at a time. For macroscopic methods, information about 
controlling resistances is inferred using different control tests. Microscopic methods can instead 
allow direct visualization of guest molecule concentration profiles.  

The final technique discussed here is pulsed field gradient nuclear magnetic resonance 
spectroscopy (PFG-NMR). The interested reader is directed to more detailed reviews of this 
technique and its use in diffusional studies. In brief, NMR relies upon the fact that nuclei possess 
a magnetic moment. Under the influence of a magnetic field, nuclei precess with angular frequency 
around the direction of the magnetic field. The net effect of many nuclei doing so gives rise to 
rotating magnetization, which induces a voltage in a surrounding coil. Pulsed field gradient NMR 
utilizes the superposition of magnetic fields at specific time intervals to allow spatial resolution of 
nuclear spins in a given direction. Variation of time intervals involved can allow study of mean 
molecular displacements across a wide range of length scales.  

Studies of adsorbate transport within metal–organic frameworks have been reported using each 
of these method categories. In particular, gravimetric studies147–152 and PFG-NMR studies153–155 
are numerous. One advantage of gravimetric techniques is that there are few limitations on the 
materials that may be studied. However, many different mass transfer resistances (or combinations 
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thereof) can lead to identical-looking curves, leading to difficulty in assigning which resistance is 
controlling. It is similarly difficult to rule out the encroachment of heat effects.  

In a study of intracrystalline self-diffusivity, PFG-NMR requires that the root-mean-square 
displacement of adsorbate molecules be much smaller than the size of the adsorbent crystals and 
that the adsorbate displacements be large enough to attenuate the NMR signal.156 This requires 
both sufficiently large crystallite size and sufficient control over observation time. The former 
condition is a (sometimes unachievable) requirement for synthetic chemists; the latter condition is 
a combination of instrument- and system-specific effects. Further, while it is certainly possible to 
use PFG-NMR with metal–organic frameworks that feature paramagnetic metals, the presence of 
these metal ions causes wide chemical shifts and broadened signal.157 Many of the transition metals 
included in frameworks are correspondingly more difficult to study using this technique. 

Zero-Length Column Chromatography. The ZLC technique was developed to overcome 
some of the disadvantages of macroscopic techniques, in particular to eliminate heating effects 
from transient kinetics experiments and to develop rigorous control tests that can differentiate 
between different mass transfer resistances.158 The desorption curve of a small amount 
(microgram- to milligram-scale) of adsorbent previously equilibrated with a gas stream is 
measured. By varying the experimental conditions, such as flow rate of purge gas, crystallite size, 
and identity of purge gas, the system can be run under equilibrium control or kinetic control. Heat 
transfer effects are minimized by running the experiments under high flow rates, which prevents 
large thermal gradients. High flow rates during desorption also work to maintain the adsorbate 
concentration at the crystallite surface to a low level, approximated as zero. The technique is thus 
called “zero-length” because it approximates the limit as the adsorbent bed goes to zero size, 
managing to eliminate the encroachment of thermal and mass transfer bed effects. Because of its 
small size, the cell is normally approximated as a well-mixed cell and axial dispersion is 
eliminated. 

The concept of equilibrium control versus kinetic control and how tests can differentiate 
between them will follow a derivation of zero-length column response under ideal circumstances. 
A discussion of non-idealities will follow. Consider a mass balance across the ZLC cell during a 
desorption experiment, assuming negligible fluid-phase hold-up (generally applicable for gas and 
vapor phase):159 

𝑉௦

d𝑞ത

d𝑡
+ 𝐹𝑐 = 0 (1.4.1) 

 
where Vs is the volume of the solid, 𝑞ത is the average concentration inside the crystallites, F is the 
volumetric flow rate, and c is the concentration in the fluid phase. Recall that since the cell is 
infinitesimally small, the fluid phase has concentration c everywhere within the cell. Assuming 
spherical crystallites, the diffusion equation is: 
 

𝜕𝑞

𝜕𝑟
= D ቆ

𝜕ଶ𝑞

𝜕𝑟ଶ
+

2

𝑟
·

𝜕𝑞

𝜕𝑟
ቇ (1.4.2) 

 
 
with initial and boundary conditions, assuming a linear equilibrium relationship: 
 

𝑞(𝑟, 0) = 𝑞଴𝐾𝑐଴;  𝑐(0)  =  𝑐଴ 
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൬
𝜕𝑞

𝜕𝑟
൰

௥ୀ଴
= 0 (1.4.3) 

 
 
The solution to these sets of equations is provided by Crank160 concerning the problem of diffusion 
in a sphere with surface evaporation: 
 

𝑀௧

𝑀∞

= 1 − ෍
6𝐿ଶ𝑒𝑥𝑝(−β௡

ଶ 𝐷𝑡/𝑅ଶ)

β௡
ଶ [β୬

ଶ + 𝐿(𝐿 − 1)]

∞

௡ୀଵ

(1.4.4) 

 
where 

𝐿 = 𝛼R/D 
 
and 

𝛼 =
𝜀𝜈𝑅

3(1 − 𝜀)𝐾𝑧
 

 
The more common expression for L is: 

𝐿 = ൬
1

3
൰ ൬

𝐹

𝐾𝑉௦
൰ / ൬

𝐷

Rଶ
൰ (1.4.5) 

 
Thus, L is a ratio between an inverse equilibrium time constant (s−1) and an inverse diffusional 

time constant (s−1). When L is much greater than 1, the inverse diffusional time constant is 
significantly lower than the inverse equilibrium adsorption time constant, and the process is 
kinetically controlled. When L is less than 1, the inverse equilibrium time constant is less than the 
inverse diffusional time constant, and the process is equilibrium-controlled, which is to say that 
the adsorbent is equilibrated with the stream at all times. Under these conditions, the kinetics of 
desorption are merely a function of the volume of purge gas that has gone through the cell, and the 
time constant is one corresponding to purge gas flow rate. Under kinetic control, the desorption 
curve instead is controlled by diffusional behavior.  
 
β௡ is given by the roots of the equation: 

β௡ cot β௡ + 𝐿 − 1 = 0 
 
Equation 1.4.4 may be expressed in terms of the effluent concentration: 
 

𝑐

𝑐଴
= 2𝐿 ෍

𝑒𝑥𝑝(−β௡
ଶ 𝐷𝑡/𝑅ଶ)

[β௡
ଶ + 𝐿(𝐿 − 1)]

ஶ

௡ୀଵ

(1.4.6) 

 
 
At long times, only the first term of the series is significant, and may be analyzed according to the 
long-time asymptote: 
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ln(𝑐/𝑐଴)~𝑙𝑛 ൤
2𝐿

β௡
ଶ + 𝐿(𝐿 − 1)

൨ − β௡
ଶ 𝐷𝑡/𝑅ଶ (1.4.7) 

 
Under terms of kinetic control, by fitting a line to the long-term asymptote or using a full curve, 
values for the diffusional time constant D/R2 may be obtained. 

Effect of Non-Linear Isotherm. Some pertinent deviations from the assumptions leading to 
the derivation above are now discussed. Ideally, the experiment would be run in the infinitely 
dilute region of the isotherm: that is, where the equilibrium relationship between partial pressure 
and amount adsorbed is linear. In practical terms, this region may not always be accessible, 
particularly for strongly binding adsorbates. In this case, a different boundary condition must be 
applied, such as a Langmuir adsorption isotherm, which includes material saturation.161 The new 
boundary condition describing equilibrium at the surface for a Langmuir isotherm is: 

 
𝑞(𝑅, 𝑡)

𝑞௦
=

𝑏𝑐

1 + 𝑏𝑐
(1.4.8) 

 
where qs is the concentration in the solid at saturation and b is the material and adsorbate-specific 
Langmuir parameter (m3/mol). Further, the diffusivity is now concentration-dependent, which 
must be accounted for in the model. The interested reader is directed to Brandani’s work on the 
theory161 and experiments162 of non-linear ZLC.  

For the purposes of this text, the following conclusions are relevant. First, the qualitative shape 
of the curve for linear and non-linear ZLC is the same. Second, the long-time asymptotic slope 
under kinetic control is the same for linear and non-linear ZLC. During desorption, the 
concentration in the solid drops until it is at some point low enough to fall into the linear regime 
of the isotherm. However, the time it takes to approach this point will increase, and the initial drop 
in concentration at early times will also increase.  

Non-Spherical Crystal Morphology. An additional deviation from the assumptions can come 
from crystal morphology. The above analysis is for isotropic materials with spherical shape. In the 
case of metal–organic frameworks considered in this work, M2(dobdc) and M2(dobpdc), the 
materials are highly anisotropic, featuring one-dimensional pores and often having long rod 
morphologies. The diffusion equation instead should be that of one-dimensional diffusion through 
a parallel-sided slab,160 and the relevant critical dimension is then not the radius R of a sphere but 
the path length half-thickness l. Correspondingly, the expression for the desorption curve, under 
kinetic control, is:163 

𝑐

𝑐଴
= 2𝐿 ෍

𝑒𝑥𝑝(−β௡
ଶ 𝐷𝑡/𝑙ଶ)

[β௡
ଶ + 𝐿(𝐿 + 1)]

ஶ

௡ୀଵ

(1.4.9) 

 
where −β௡ is given by the roots of the equation: 

β௡ 𝑡𝑎𝑛(β௡)  =  𝐿 =  ൬
𝐹

K𝑉௦
൰ ቆ

𝑙ଶ

𝐷
ቇ 

 
leading to a long-time asymptote where only the first root βଵ is significant: 
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𝑙𝑛(𝑐/𝑐଴) = 𝑙𝑛 ቈ
2𝐿

βଵ
ଶ + 𝐿(𝐿 + 1)

቉ − βଵ
ଶ𝐷𝑡/𝑙ଶ (1.4.10) 

 
Alternatively, analysis of crystals of different morphologies can use an equivalent spherical radius, 
or the radius of a sphere that would give the same behavior as the true sample.164 This description 
deviates the most for slab-like diffusion, and the greatest region of error is in the long-time 
asymptote, which contains the most information about diffusion.165 

 Crystal Size Distribution. While the original derivation contains just one value for R, crystal 
radius, all syntheses lead to a finite distribution of sizes and resultant distribution of characteristic 
lengths. Given that the parameter D/R2 (or D/l2) is a diffusional time constant, the inclusion of 
multiple R or l values leads to multiple time constants present. While the derivation is not presented 
here, it can be shown that including such distributions introduces curvature into the linear 
asymptote region.166 Analyzing the curves without taking the size distribution into account leads 
to overestimation of diffusivities and underestimation of the non-dimensional parameter L. 
Unsurprisingly, increasing distribution width leads to increasing error in these parameters.  

Several solutions have been presented by Duncan et al. in a review of the effects of including 
crystal size distributions.166 First, the crystal radius may be treated as a volume-weighted average 
radius and substituted directly into Equation 1.4.6 or Equation 1.4.9. A more accurate method, 
originally suggested by Loos et al., is the use of a superposition of surface area-normalized 
responses for discrete size fractions, where each fraction is represented by its largest dimension.165 
Second, when the crystal size distribution follows a continuous analytical size distribution, it is 
possible to solve the diffusion equations analytically. Care must be taken with this approach: with 
sub-milligram quantities of sample, it can be difficult to obtain a truly representative measurement 
of crystal size and distribution. As Duncan et al. point out, it is possible to introduce significant 
error through the attempt to describe a real, non-ideal distribution with an analytical model.  
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Chapter 2: Deconvoluting Solution Variables During Metal–
Organic Framework Crystallization 

 
2.1 Introduction 
 

Metal–organic frameworks are a promising class of hybrid organic–inorganic porous 
coordination solids with numerous prospective industrial applications, including gas and liquid 
separations,1–4 catalysis,5,6 drug delivery,7,8 and energy storage.9–13 Different combinations of 
metal cations and clusters with ligands can yield controllable pore sizes, shapes, and functionalities 
within a unit cell, which have been utilized to design chemical interactions ideally suited for a 
given application14. Successful implementation of this class of materials on an industrial scale, 
however, demands additional control over macroscale characteristics such as crystallite size and 
shape. Pelletization processes,15,16 incorporation into mixed-matrix membranes,17,18 and use in 
packed beds19 are highly dependent on both crystal size and shape distribution. For an individual 
crystallite, morphology defines surface-area-to-volume ratios and intracrystalline mass transfer 
resistances.20 As crystallite size and shape are consequences of the crystallization process, precise 
understanding and control over the variables involved are required to optimize metal–organic 
frameworks for future applications.  

 Controlling solution-based syntheses requires balancing many intertwined equilibria and 
variables. The ligands, which link metal ions or metal clusters, act during synthesis not only as 
Lewis bases but also as Brønsted acids, and they thus participate simultaneously in pH and 
coordination equilibria. The most common previous strategy to control crystallite size and 
morphology is generally referred to as coordination modulation, first described by Kitagawa et al., 
wherein molecules are added to the synthetic mixture intended to interfere with the crystallization 
process without being incorporated in the structure.21 Since then, the morphologies of many 
different framework types and topologies have been successfully altered by adding modulators.22–

25 These modulators often feature one or more of the same chemical functionalities as are present 
on the organic linker.26 These molecules are intended to be able to bind in similar ways, competing 
with the linker during growth and thus imposing kinetic limitations on the growth rate in different 
crystallographic directions. However, the addition of these molecules can lead to unpredictable 
results, as they, too, participate in multiple equilibria. 

To probe new strategies of understanding and controlling variables during synthesis, I used the 
model framework family M2(dobdc) (M = Mg, Mn, Fe, Co, Ni, Cu, Zn, Cd; dobdc4− = 2,5-dioxido-
1,4-benzenedicarboxylate), a material of significant fundamental and practical interest because of 
its unparalleled high density of coordinatively-unsaturated metal sites.27–29 Solvothermal 
M2(dobdc) syntheses are generally the combination of a metal(II) salt, often the nitrate or the 
chloride, with the ligand in some solvent mixture that contains an amide, most commonly N,N-
dimethylformamide.28 Seeking deliberately to separate the equilibria pertaining to metal 
coordination from that of solution protonation, I created a “greener” synthetic platform where the 
use of non-coordinating bases and buffers may be used to control pH independently from 
coordination. Here I show that this may be used to control size and shape of M2(dobdc) crystallites, 
as well as uncover mechanisms of competitive coordination in solution for the case study of the 
cobalt analogue. 
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2.2 Experimental and Computational Methods 
 
General Procedures, Materials, and Reagents. Laboratory powder X-ray diffraction patterns 

were collected using a Bruker AXS D8 Advance diffractometer with Cu Kα radiation (λ = 1.5418 
Å). All synthetic manipulations were carried out under air, unless otherwise noted. All water used 
came from a Milli-Q water purification system. With the exception of synthesized cobalt(II) salts, 
all other reagents and solvents were obtained from commercial suppliers at reagent grade purity or 
higher and were used without further purification. The ligand H4dobdc was purchased from Sigma-
Aldrich. Elemental analyses for C, H and N were performed at the Microanalytical Laboratory of 
the University of California, Berkeley. SEM images were taken using a JEOL JSM - 6340F SEM. 
All samples were prepared by drop-casting particles dispersed in methanol onto a silicon chip, then 
sputter coating a layer of gold approximately 3 nm thick to reduce sample charging. Crystals were 
imaged at 5 keV/12 μA. 

Synthesis of Cobalt(II) Salts. Synthesis of cobalt(II) chloroacetate, Co(CClH2COO)2: 19.845 
g (0.210 mol)  of chloroacetic acid was added dropwise to a stirred suspension of 11.895  g (0.100 
mol) cobalt carbonate powder in 50 mL of water in a 250 mL round bottomed flask in a 0 °C ice 
bath. The flask was stoppered with a rubber septum with a needle to vent and left stirring at 0 °C 
for 3 hours. The resulting dark pink solution was filtered to remove unreacted metal carbonate and 
insoluble impurities. The filtrate was rotovapped to a dry resin then dissolved in 50 mL of 
anhydrous methanol and rotovapped again. This process was repeated twice more with methanol 
and then the resulting resin was triturated with 50 mL of chloroform, decanted, and dried under 
dynamic vacuum over 16 hours to yield 23.8 g (0.097 mol 97 % yield) Co(CClH2COO)2 as a purple 
solid (Anal. Calcd for Co(CClH2COO)2: C, 19.54; H, 1.64. Found: C, 19.16; H, 1.74.). 

Synthesis of cobalt(II) trichloroacetate, Co(CCl3COO)2: Cobalt trichloroacetate was 
synthesized following the procedure for cobalt chloroacetate but with 13.091 g (0.080 mol, 2 
equivalents) of trichloroacetic acid dissolved in 100 mL water added dropwise to 5.241  g (0.044 
mol, 1.1 equivalents) of cobalt carbonate dissolved in 50 mL water. Additionally, while using a 
rotary evaporator, the solution was not heated above 50 °C (to minimize the detrimental haloform 
reaction of trichloroacetate with water to yield carbonate and chloroform). Lastly, the addition of 
chloroform, after 3 methanol washes, resulted in dissolution of the resin and was subsequently 
rotovapped before drying under dynamic vacuum for 16 hours to yield 14.69 g (0.0383 mol 96 % 
yield ) Co(CCl3COO)2 as a pink solid (Anal. Calcd for Co(CCl3COO)2: C, 13.96; H, 0.50. Found: 
C, 13.85; H, 0.84.). 

Synthesis of Co(OOCR): The aforementioned strategy was found to be generally applicable to 
other acetate derivatives such as pivalate and propionate. 

 Glassware Silanization. All syntheses were performed in glassware which had been 
silanized. The glassware is heated to 160 °C in an oven for several hours, along with a separate 
glass jar. With the glassware still hot, a solution of 1% chlorotrimethylsilane in toluene by volume 
was made in the glass jar and then added to the synthesis glassware. The reaction vessel containing 
the silane solution was then agitated using a Vortex-Genie 2 Lab Mixer for thirty seconds and 
allowed to sit for 12 hours. The vessel was then rinsed twice with acetone and heated in a 160 °C 
oven to remove trace acetone. 

Reaction 2.1-Co, Ni, Zn: Aqueous Ethanol Synthesis of M2(dobdc), M = Co, Ni, Zn. The 
ligand H4dobdc (10.0 mg, 0.050 mmol) was dissolved in 5 mL ethanol using sonication and 
cobalt(II) acetate tetrahydrate (44.0 mg, 0.175 mmol), nickel(II) acetate tetrahydrate (44.0 mg, 
0.175 mmol), or zinc(II) acetate dihydrate (39.0 mg, 0.175 mmol) was dissolved in 5 mL H2O 
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using sonication. The two solutions were combined into a silanized 20 mL vial and agitated for a 
few seconds using a Vortex-Genie 2 Lab Mixer. The vials were then sealed and suspended into an 
oil bath already set to 75 °C. After at least two hours, the vials are removed from heat and allowed 
to cool, after which the supernatant solution was decanted. The crystals were soaked three times 
in 20 mL of water for six hours at 80 °C, followed by soaking three times in 20 mL of N,N-
dimethylformamide (DMF) at 120 °C for six hours, followed by soaking three times in 20 mL of 
methanol at 60 °C for six hours. After each wash, the solution is decanted and replaced. Fully 
desolvated M2(dobdc) crystallites were obtained by heating at 180 °C under dynamic vacuum for 
24 h. 

Reaction 2.1-Mn: Aqueous Ethanol Synthesis of Mn2(dobdc). Manipulations involving 
manganese(II) salts and Mn2(dobdc) were performed air-free using Schlenk techniques and the 
reaction was run at four times higher concentration of all reactants relative to M2(dobdc) synthesis 
(M = Co, Ni, Zn). The ligand H4dobdc (40.0 mg, 0.050 mmol) was dissolved in 5 mL ethanol 
using sonication and manganese(II) acetate tetrahydrate (172.8 mg, 0.70 mmol) was dissolved in 
5 mL H2O. The two solutions were combined into a 50 mL Schlenk flask under inert atmosphere. 
The flask was suspended into an oil bath already set to 75 °C. After no more than twenty minutes, 
the flask was removed from heat, allowed to cool, and the supernatant solution was decanted under 
inert atmosphere. At longer time periods, a different phase can begin forming.  

Reaction 2.1-Fe: Aqueous Ethanol Synthesis of Fe2(dobdc). Manipulations involving 
iron(II) salts and frameworks were performed in a glovebox equipped for water chemistry. The 
ligand H4dobdc (10.0 mg, 0.050 mmol) was dissolved in 5 mL ethanol using sonication and iron(II) 
acetate tetrahydrate (43.4 mg, 0.175 mmol) was dissolved in 5 mL H2O. The two solutions were 
combined into a 20 mL vial. The vial was then sealed, removed from the glovebox and suspended 
into an oil bath already set to 75 °C. After at least two hours, the vials are removed from heat, 
allowed to cool, and brought back into the glovebox, after which the supernatant solution was 
decanted.  

Reaction 2.2: Non-Coordinating Base Synthesis of M2(dobdc), M = Co, Ni, Zn. The ligand 
H4dobdc (10.0 mg, 0.050 mmol) was dissolved in 5 mL ethanol using sonication and cobalt(II) 
tetrafluoroborate hexahydrate (60.2 mg, 0.175 mmol), nickel(II) tetrafluoroborate hexahydrate 
(60.1 mg, 0.175 mmol), or zinc(II) tetrafluoroborate hydrate (60 mg, 0.2 mmol) was dissolved in 
5 mL H2O using sonication for the synthesis of Co2(dobdc), Ni2(dobdc), or Zn2(dobdc), 
respectively. The two solutions were combined into a silanized 20 mL vial and agitated for a few 
seconds using a Vortex-Genie 2 Lab Mixer. The vials were then sealed and suspended into an oil 
bath already set to 75 °C. After at least two hours, the vials are removed from heat and allowed to 
cool, after which the supernatant solution was decanted.  

Reaction 2.3: Non-Coordinating Buffer Synthesis of Co2(dobdc). First, the buffer 3-(N-
morpholino)propanesulfonic acid (MOPS) (0.419 mg, 2.0 mmol) was dissolved in 3 mL water 
using sonication. 1M KOH was added (1.204 mL, 1.204 mmol) to raise the solution pH to 7. 
Finally, 0.796 mL water was added to bring the total amount of water to 5 mL. The ligand H4dobdc 
(10.0 mg, 0.050 mmol) was dissolved in 5 mL ethanol using sonication and cobalt(II) acetate 
tetrahydrate (44 mg, 0.175 mmol), cobalt(II) formate (33 mg, 0.175 mmol), cobalt(II) 
chloroacetate (43 mg, 0.175 mmol) or cobalt(II) trichloroacetate (67.8 mg, 0.175 mmol) was 
dissolved in 5 mL of the pH 7 solution using sonication. The metal salt should be added to the 
buffered solution at the correct pH, lest the addition of 1M KOH precipitate local cobalt hydroxide 
at regions of high pH. The metal salt solution and ligand solution were combined into a silanized 
20 mL vial and agitated for a few seconds using a Vortex-Genie 2 Lab Mixer. The vials were then 
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sealed and suspended into an oil bath already set to 75 °C. After at least two hours, the vials are 
removed from heat and allowed to cool, after which the supernatant solution was decanted. The 
crystals were soaked three times in 20 mL of water for six hours at 80 °C, followed by soaking 
three times in 20 mL of N,N-dimethylformamide (DMF) at 120 °C for six hours, followed by three 
days of Soxhlet extraction with methanol replaced daily. After each wash, the solution is decanted 
and replaced. Fully desolvated M2(dobdc) crystallites were obtained by heating at 180 °C under 
dynamic vacuum for 24 h. Langmuir surface areas calculated from N2 77K isotherms using 
Micromeritics software were found to be 1293 m2/g, 1389 m2/g, 1302 m2/g, and 1414 m2/g for 
Co2(dobdc) synthesized using cobalt(II) acetate, cobalt(II) formate, cobalt(II) chloroacetate, and 
cobalt(II) trichloroacetate, respectively. 

Gas Adsorption Measurements. Gas adsorption isotherms with pressures in the range 0−1 
bar were measured using a volumetric method on a Micromeritics ASAP 2420 instrument. 
Samples were transferred under a N2 atmosphere to tared analysis tubes and then capped with a 
Transeal. The samples were evacuated at the original activation temperature until the outgas rate 
was <1 μbar/min, at which point the tube was weighed to determine the mass of the activated 
sample. The tube was transferred to the analysis port of the instrument, and the outgas rate was 
again checked to ensure that it was below 1 μbar/min. Ultrahigh purity N2 was used for all 
adsorption measurements. For all isotherms, warm and cold free spaces were measured using He. 
The N2 isotherms at 77 K were measured in liquid nitrogen baths. Oil-free vacuum pumps and oil-
free pressure regulators were used for all measurements. Langmuir surface areas were determined 
using Micromeritics software. 

Density Functional Theory Calculations. The 106-atom cluster proposed by Verma et al. for 
Fe2(dobdc) was extended to a larger 125-atom cluster calculations.30 An analogous Co2(dobdc) 
cluster was cut out of the periodic M2(dobdc) structures optimized with periodic DFT by Lee et 
al.31 All linkers in the 125-atom cluster were modeled as salicylate, compared to some truncated 
salicylates in the 106-atom cluster. Five additional water molecules were also added to the cluster 
model to fill the open-metal sites along the helix since our objective is to model the MOF during 
synthesis and not during gas adsorption after evacuation. The effect of replacing a terminal or 
middle-helix ligand with the target binding molecule (or combination of molecules) was computed. 
The protonation states of non-coordinating oxygen atoms on ligands were chosen to maintain an 
overall charge neutral cluster. For each binding energy calculation, the formation energy of three 
structures was computed and used: 1) the metal helix without the truncated ligand molecule; 2) the 
target binding molecule(s) and 3) the metal helix with the target binding molecule(s). The target 
binding group was either acetate or a combination of acetate and water. Calculations for this cluster 
were performed with the def2-TZVP basis set and the M06-L functional as implemented in the 
Gaussian 09 software package.32,33 
 
2.3 Results and Discussion 

  
I began my investigation of the crystallization behavior of the M2(dobdc) series of frameworks 

(Fig. 1.1) by replicating the literature solvothermal syntheses of Co2(dobdc)28 and Zn2(dobdc).27 
As reported, the syntheses produce crystals best described as a polydisperse set of long rods. An 
example SEM image of Co2(dobdc) following literature single-crystal synthesis is displayed in 
Figure 2.1. In fact, all reported syntheses for M2(dobdc) generate either long rod morphologies or 
very polycrystalline particles.34–43 Previous work on Co2(dobdc) and Zn2(dobdc) has determined 
via single crystal analysis that the structure pore direction (that is, the c-axis in Fig. 1.1) aligns 
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with the long axis of the morphology.35 This is undesirable for several reasons, all arising from the 
inherent material anisotropy. For very long crystallites, the one-dimensional path length is very 
long: per volume, higher aspect ratio (defined here as crystal length to crystal width) crystallites 
have fewer pores, maximizing the negative effects of any defects or pore blockages. Any external 
faces of the crystallite that are parallel to the one-dimensional pores are expected to have 
significantly lower transport rates for guest molecules into the crystallite, relative to external 
surfaces that intersect (and thus are open to) the one-dimensional channels. The validity of this 
assumption is tested in Chapter 5, but it is worth noting that the literature precedent for the 
expanded-pore variant Zn2(dobpdc) has orders of magnitude faster transport along the one-
dimensional channels than perpendicular to the channel direction, even with measurable defect-
induced transport through the pore walls.44 

 

 

Figure 2.1. SEM micrograph of Co2(dobdc) crystallites synthesized 
solvothermally, featuring long rod-like domains. 

Predicted Morphology for Co2(dobdc). It is thus worth examining why single-crystalline, 
high-quality M2(dobdc) tends to grow into long needles, and what factors may be able to provide 
alternate growth habits. As discussed in Chapter 1, there are several popular theories for crystal 
habit prediction. While the Wulff construction can provide equilibrium morphologies, it requires 
a priori knowledge of the surface energy relating to various facets and is only strictly applicable 
to very small crystallites.45 As a result, for microscale crystallites, it is assumed that the faces 
present on a crystallite are determined by the kinetics of growth: the faces that are slowest to grow 
are the faces represented in the final morphology. Hartman and Perdok’s periodic-bond chain 
theory can generate theoretical morphologies based off predicted slower kinetics but requires the 
determination of lattice and slice energies for a crystal.46 An easier construction is the Bravais-
Friedel-Donnay-Harker (BFDH) crystal morphology, an approximation based solely on the 
geometrical considerations of the unit cell parameters and symmetry operators.47,48 I used the 
software package Mercury49 to generate a BFDH shape for Co2(dobdc), displayed in Figure 2.2. 
The resultant shape is a truncated rod of lower aspect ratio than the observed solvothermal growth. 
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The largest factor missing in this predicted morphology is that of the environmental growth 
medium. It is thus crucial to describe solution effects to be able to understand the typical growth 
habits of M2(dobdc) grown from solution. Of note, the synthesis (and, indeed, metal–organic 
framework syntheses in general) does not need to be performed in solution. Other synthetic options 
include ball-milling50,51 or crystallization from melts.52  However, as the vast majority of metal–
organic framework syntheses are solution-based,26 I chose to pursue an understanding of the 
fundamental solution variables, so that the work will be as widely applicable as possible. Gaining 
an understanding of the way solution variables interacts has the potential to influence and improve 
processing for an enormous number of different materials. 
 

 
Figure 2.2. The predicted morphology for Co2(dobdc) has a significantly truncated, 
dodecahedral morphology where each facet is tetragonal. Predicted BFDH faces 
are listed.  

Synthetic Design Choices. Systematically modifying a solvothermal reaction did not appear 
to be the best route to studying crystallization behavior. At the simplest level, all metal–organic 
frameworks can be described as Lewis acidic metal ions or clusters bridged by Lewis basic ligands. 
For the vast majority of reported frameworks, the organic ligands also behave as Brønsted-Lowry 
acids and/or bases during synthesis. For the specific example of the formation of M2(dobdc), the 
ligand must go from its initial protonation state to fully deprotonated during the synthesis. The 
typical solvothermal reaction of a metal nitrate or chloride with the fully protonated ligand requires 
the thermal decomposition of N,N-dimethylformamide (DMF) to provide a base.27 This 
decomposition process introduces species into solution, the concentrations of which vary as a 
function of time.53,54 Further, the solvent is expensive and toxic,55 and its usage in synthesis 
generates significant organic waste. Fundamentally, solvent decomposition adds an unnecessary 
layer of complexity to the crystallization process. Practically speaking, developing good methods 
of synthesizing metal–organic frameworks without the use of expensive organic solvents could 
conceivably lead to the adoption and development of environmentally-friendly industrial synthesis 
procedures. Replacing DMF with water as the main solvent of choice allows the additional benefit 
of utilizing pre-existing quantitative understanding of pH. However, the solubility of the linker 
H4dobdc in water is quite low, severely limiting the maximum concentration of reactants in 
solution.56 By including ethanol as a co-solvent, we may retain a quantitative understanding of pH 
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while allowing better solubility of all reactants.57,58 Without the decomposition of DMF to provide 
dimethylformamide, the synthesis must include a Brønsted base; to this end, I chose to utilize 
cobalt(II) acetate as the metal source, both for simplicity and availability. This is a synthesis 
designed to have as few different types of molecules as possible, consisting of metal cations, 
acetate anions, the ligand, and solvent molecules. By including the Brønsted base in the metal salt 
itself, I intended to simplify the reaction space and the types of molecules involved. 

Aqueous Ethanol Synthesis. For reasons described above, as a comparison to the single 
crystal synthesis displayed in Figure 2.1, I created an analogous synthesis in 1:1 water:ethanol 
using cobalt acetate and H4dobdc, yielding readily dispersible orange particles. Powder X-ray 
diffraction of the precipitated solid is consistent with expected phase, Co2(dobdc) (Fig. 2.3). 
Optical microscopy of the particles indicates that they have similar size and morphology. Uniform 
reflectance or transmittance of polarized light across entire crystallites indicates they are single 
crystals (Fig. 2.S1). Furthermore, SEM imaging of the crystallites displays monodisperse 
polyhedra with clearly defined facets (Fig. 2.4). 

 

 

Figure 2.3. The powder X-ray diffraction pattern confirms that the new non-
solvothermal water:ethanol synthetic route yields single-phase Co2(dobdc) 
crystallites. 

These Co2(dobdc) crystallites clearly exhibit different morphology from the solvothermally 
grown material in Figure 2.1 or the predicted BFDH morphology displayed in Figure 2.2. In 
addition to their dramatically short, truncated shape, they appear to have pentagonal facets. While 
current image recognition software are capable of differentiating shapes and assigning faces to 
common polyhedra,59,60 such as cubes, the faces and geometry of these Co2(dobdc) crystallites are 
uncommon and cannot be readily analyzed by available high throughput software. A new method 
was needed to enable reconstruction of the three-dimensional shapes from two-dimensional images 
for arbitrary facets. Using the raw image data and a symmetry-based shape generator61, these 
polyhedra were found to be pentagonal dodecahedra that are elongated along a 3-fold axis (Fig. 
2.4). The symmetry of the morphology is consistent with the S6 point group of the framework’s 
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space group: R3ത. The only three-fold axis of symmetry observed in the crystal morphology 
corresponds to the only three-fold axis found in R3ത, namely the c-axis. A self-consistent set of 
Miller indices can be generated with symmetry operators and the correct choice of one of each of 
the side faces and the top face. Here, the {1 0 0} family of planes and the {4 0 1} family of planes 
can describe the morphology of the pentagonal dodecahedra (Fig. 2, at left). The full set of planes 
generated is a set of six indices to describe the facets parallel to the c-axis, {(1 −1 0), (–1 1 0), (1 
0 0), (−1 0 0), (0 1 0), (0 −1 0)} and a set of six indices describing facets which intersect the c-axis 
to cap the crystallite {(4 0 1), (−4 0 –1), (0 −4 1), (0 4 −1), (4 –4 1), (4 −4 −1)}  (blue and purple, 
respectively, in Fig. 2.4).  

 

 

Figure 2.4. At left, the pentagonal dodecahedra morphology with axes and 
generating faces overlaid; at right, this morphology projected onto a set of 
Co2(dobdc) crystallites arranged at different angles. 

Geometric overlaying from multiple angles allows assignment of morphology but it does not 
provide information about specific surface chemistry, merely recreation of the three-dimensional 
shape. Some care must be taken with this approach, as the method reconstructs polyhedra from 
two-dimensional projections of crystals oriented at many angles relative to the viewing axis. For 
example, nearly all information about faces intersecting the c-axis is lost when the crystals are 
aligned directly along the three-fold axis (Figure 2.S2–2.S3). Given enough randomly distributed 
particles, crystallite morphology may be reconstructed with confidence. The low morphological 
polydispersity and truncated shape of the rods indicated that some variable not normally present 
in solvothermal syntheses is controlling the crystal shape. One possible contender is the high 
concentration of acetate anions in solution, which are normally absent in solvothermal syntheses. 
Previous literature on coordination modulation across a variety of different frameworks has found 
that acetate can modulate synthesis by interacting with metals as a Lewis base, which can in turn 
influence the interactions between the metals and ligands. By design, acetate here also acts as a 
Brønsted base to deprotonate the ligand. It is impossible to know a priori if the presence of acetate 
is important for the synthesis of monodisperse, low aspect ratio crystallites without eliminating 
acetate from the system while still allowing the reaction to proceed. If the presence of acetate is 
required for monodisperse crystallites, it could be acting in either a coordinating manner, such that 
interactions between acetate and metal ions regulate crystallite shape, or a pH-controlling manner, 
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such that the extent of linker deprotonation resulting from the presence of acetate is optimal for 
the shape of the observed crystallites. Either role could be the controlling solution handle. 
Discriminating between these two proposed roles requires removing acetate from solution while 
letting the reaction proceed and without introducing additional molecules which could coordinate 
to metal cations. Thus, a control test removing the coordinating acetate requires a non-coordinating 
method of pH control. 

Weakly-Coordinating pH Control. The first non-coordinating method of pH control 
attempted was the addition of a weakly-coordinating base, 2,6-Lutidine.62 A non-coordinating 
version of the synthesis was formed by using a tetrafluoroborate as an anion in the place of acetate 
and adding 2,6-Lutidine at the concentration that acetate is present in the original reaction. This 
control test yields very different morphologies between the two syntheses: the crystal 
monodispersity is absent for the non-coordinating version, and the average crystal aspect ratio is 
much longer (Fig. 2.5). However, the comparison is not perfect. The pKa of 2,6-Lutidine is around 
6.663 while that of acetate is 4.7664, so at an equal number of equivalents of 2,6-Lutidine versus 
acetate, the non-coordinating version of the reaction is run at higher pH.  

 

 

Figure 2.5. The set of Co2(dobdc) crystallites synthesized in water:ethanol with 
2,6-Lutidine acting as a deprotonation agent instead of acetate leads to 
polydisperse, high aspect ratio crystallites. 

A stricter comparison demands identical solution pH between the control tests. In analytical 
chemistry, one traditional way to do this is by buffering the solution. Buffers resist changes in pH 
upon addition of acidic or basic components.64 While this is not a traditional method of 
synthesizing metal–organic frameworks, several advantages were apparent immediately. The pH 
can be chosen carefully to control the protonation state of the ligand. However, effective buffers 
require a fairly high concentration in solution. Any molecule that is a Brønsted acid or base is thus 
a Lewis base or acid, and any such molecule that can coordinate to metal ions would be expected 
to severely change the metal ion speciation in solution. This concern prompted the use of non-
coordinating buffers.65,66 It was not obvious a priori that the buffers could be included without 
again changing many solution variables at once; for instance, adding a buffer increases the ionic 



32 
 

strength of solution, which can affect speciation, dissociation constants and reactant solubility.67–

69 It was thus important to examine the effect of including a non-coordinating buffer on the 
crystallite morphology while acetate is present in solution. The buffered reaction was held to pH 
7, while the pH of the non-buffered reaction drops slightly as the ligand is deprotonated. There is 
no discernable difference in the morphology observed with and without buffers (Fig. 2.6a-b), 
suggesting that these buffers may be used as pH control with negligible participation in relevant 
metal complexation, at least in this pH range. The crystallites synthesized in a buffered solution 
are slightly smaller, which suggests a slightly higher nucleation rate. This is likely because the pH 
remains higher on average for the buffered reaction, and thus the free ligand in solution is on 
average less protonated. 

 

 

Figure 2.6. (a) Co2(dobdc) synthesized with cobalt(II) acetate without buffer; (b) 
Co2(dobdc) synthesized with cobalt(II) acetate buffered to pH 7; (c) Co2(dobdc) 
synthesized with cobalt(II) tetrafluoroborate buffered to pH 7. 

Using the buffer allows the addition or subtraction of complexing agents at the same pH. 
Continuing at neutral pH, the same reaction may be run with a weakly-coordinating anion, such as 
tetrafluoroborate. Without acetate present, the synthesis produces long, polycrystalline and 
polydisperse rods (Fig. 2.6c). Thus, the observed synthetic control requires the presence of acetate. 
Moreover, using non-coordinating buffer reveals the mechanism of control: because the reactions 
with and without acetate are buffered to the same pH, the mechanism of control must be 
coordinative and not a function of acetate acting as a base. The fact that the crystals are truncated 
along the c-axis suggests that competitive coordination must be happening in this direction of 
growth. Notably, using other anions of varying coordinative strength also leads to morphological 
control and changes the crystal facets (Figure 2.S4). Having a coordinative group on the anion that 
matches that of the linker is thus not necessary for homogeneous, controlled morphologies. The 
set of non-coordinating buffers may also be used to systematically vary the solution pH. The full 
range of the buffers (pH 3 – 11) is wider than is useful for this particular synthesis: because cobalt 
hydroxide readily forms at pH ~8,70 I did not go above pH 7, while reactions buffered below the 
pKa of the carboxylate functionalities do not proceed in appreciable amounts. A series of 
comparisons at pH 5, 6, and 7 for the buffered acetate reaction demonstrates that aspect ratio tends 
to increase with lower pH (Figure 2.7). A comparison of pH variation with non-coordinating 
anions substituted for acetate displays no change in crystal morphology (Figure 2.S5). Although 
lowering the pH affects the protonation state of both acetate and ligand in solution and appears to 
slow overall formation, the morphological changes here arise from increased protonation of 
acetate. As acetate is protonated, it is less able to compete with the ligand during growth, leading 
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to longer crystallites, but this lack of coordinating control also leads to greater morphological 
dispersity. 

 

 

Figure 2.7. Co2(dobdc) synthesized with cobalt(II) acetate buffered to (a) pH 6.5; 
(b) pH 6; (c) pH 5.5. 

Density Functional Theory Calculations of Competitive Binding. Density functional 
calculations were then used to study the binding of both acetate and the ligand to cobalt-helices to 
test the hypothesis of competitive acetate binding with calculations. A cluster model of cobalt sites 
was based on the 106-atom cluster of the cobalt-helix in the MOF proposed and validated by the 
work of Verma et al. and others.30 The cluster used here resembles the cluster of Verma et al. in 
that the helix contains five cobalt metals and seven ligand molecules where all ligand oxygen 
atoms bound to metals are deprotonated. There are, however, some differences between the two 
models. All of the ligands in the cluster used here are full salicylate anions, while in the Verma et 
al. cluster some of the ligands are missing phenol or carboxylate groups. Verma et al. omitted these 
groups because they did not participate in bonding with the five present cobalt atoms. Here, these 
functional groups are included in order to be able to quantitatively compare the replacement of 
ligand molecules at different positions in the helix as discussed in the subsequent paragraph. A 
requirement of this comparison is that the ligand molecules be identical. In addition, all open-metal 
cobalt sites in our cluster are occupied by water molecules to better reflect the solvated 
environment in which the metal helices are formed. The additional ligand and water molecules 
lead to a 125-atom cluster model, different views of which are shown in Figures 2.8a, 2.8c and 
2.8e.  

Starting from the aforementioned 125-atom cluster, ligand molecules were removed and 
replaced by both acetate and water molecules. Then, the competitive binding energy was calculated 
at the DFT level of theory (see the experimental section for more details). The clusters shown in 
Figure 2.8a-d show competitive bidentate and monodentate acetate binding at the terminal end of 
the metal helix, and the corresponding competitive binding energies are given in Table 2.1. In the 
case of monodentate acetate binding (Figure 2.8d), an additional water molecule is also added to 
fill an open coordination site on the exposed metal. Both bidentate- and monodentate-bound 
acetate groups can compete favorably with the ligand. The model of the monodentate-bound 
terminal acetate case is particularly useful because it facilitates a comparison on the basis of exact 
substituted molecules with the result given in Table 2.2 of bidentate acetate and water binding in 
the middle of a cobalt-helix, shown in Figures 2.8e-f. According to this comparison, acetate and 
water binding at the terminal helix end may be 25 kJ/mol more competitive than in the middle of 
the helix. A similar comparison can be made between the bidentate cases, leading us to conclude 
that bidentate acetate binding may be 13 kJ/mol more favorable at the terminal end than in the 
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middle of the helix. Comparing all three cases leads to the conclusion that, depending on how 
acetate binds, its competitive advantage over the ligand can nearly double (25 kJ/mol vs 13 
kJ/mol). This finding could have interesting implications for the kinetics of cluster growth in 
solution. While monodentate acetate and water binding was found to be the most energetically 
competitive scenario, the single acetate–cobalt bond may be dislodged more often than the two 
bonds formed in the bidentate scenario. However, the findings also suggest that the monodentate 
scenario is stabilized by the co-adsorbing water, which could also play a role in determining the 
kinetics of replacement.  

 

Figure 2.8. Helices used for DFT binding energy calculations. Cobalt, oxygen, 
carbon and hydrogen atoms are shown in purple, red, grey and white, respectively. 
Replaced bidentate terminal, monodentate terminal and middle-helix ligand 
molecules are highlighted in red in (a), (c) and (e) respectively, while target binding 
molecules are highlighted in blue in (b), (d) and (f). In (b), the ligand is replaced by 
acetate, while in (d) and (f) the ligand is replaced by a combination of acetate and 
water. 
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Table 2.1. Competitive Binding Energy at the Terminal End of a Co-Helix. 

 Eb (kJ/mol) Eb − Eb, ligand (kJ/mol) 

[C7O3H5]- −85 --- 

[CH3COO]- (bidentate) –113 –28 

[CH3COO]- (monodentate) + H2O −125 −40 

 

Table 2.2. Competitive Binding Energy at the Middle of a Co-Helix. 

 Eb (kJ/mol) Eb − Eb, ligand (kJ/mol) 

[C7O3H4]2− −583 --- 

[CH3COO]- (bidentate) + 
H2O 

–598 −15 

 
Predicted Morphology with Counter Ions. Because experimental and theoretical results 

suggested that acetate molecules control morphology via coordination during crystallite growth, I 
believed it would be possible to change the resulting crystallite morphology by changing the 
binding strength of the acetate anion. Unlike the other anions found to control morphology, acetate 
lends itself readily to chemical modification by replacing the methyl group with more electron-
donating or electron-withdrawing functionalities. I therefore synthesized a series of cobalt(II) salts 
with carboxylate-based anions of varying pKa values64 (Table 2.S1) using modified literature 
routes.71,72 Here I use pKa as a proxy for coordinating strength, as the acidity of the carboxylate is 
increased with the addition of electronegative substituents through inductive electron 
withdrawal.73 The anions chosen as a series were acetate, formate, chloroacetate, and 
trichloroacetate. Due to their low pKa, in each case the anions should effectively be fully 
deprotonated during syntheses buffered to pH 7. Some care needs to be taken in synthesizing and 
using trichloroacetate anions, as these can undergo hydrolysis via the haloform reaction at elevated 
temperature in water. However, on the time scale and temperature scale of the Co2(dobdc) 
synthesis, this side reaction is negligible74.  

By substituting these metal salts into our buffered synthesis, we were able to synthesize 
monodisperse crystallites of varying aspect ratio. The crystallites all behave as single crystals 
under the optical microscope, indicating that the synthesis succeeds in maintaining single (Fig. 
2.S6–2.S8). No evidence of buffer incorporation is seen via infrared spectroscopy (Fig. 2.S9–
2.S10). Powder X-ray diffraction indicates that all crystallites are Co2(dobdc) (Figure 2.9). As 
predicted, aspect ratio is inversely related to the anion pKa. As the pKa increases in the order of 
trichloroacetate < chloroacetate < formate < acetate, the corresponding crystallite aspect ratio 
decreases (Fig. 2.10). Notably, as these syntheses are buffered to the same pH, these effects may 
be ascribed directly to coordination during growth. Pulling electron density away from the 
carboxylate functional group decreases its ability to compete with ligand binding, reducing 
truncation in the c-direction and resulting in longer crystallites. Interestingly, the crystallite facets 
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are the same across the series of anions, indicating minimization of the surface energy of these 
facets (Fig. 2.S11). 

 

 

Figure 2.9. Powder X-ray diffraction patterns for Co2(dobdc) synthesized using 
different carboxylate-containing anions. 

 

Figure 2.10. Co2(dobdc) synthesized in water/ethanol buffered to pH 7 with 
different carboxylate metal salts: (a) cobalt(II) acetate (b) cobalt(II) formate (c) 
cobalt(II) chloroacetate (d) cobalt(II) trichloroacetate 
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For further analysis, a given crystallite can be modeled in Mathematica to calculate pore length 
distribution within the material. From a given set of Miller indices and unit cell dimensions, as 
well as particle length and width, it is possible to derive equations for a set of planes that define 
the crystallite shape as the space bordered by their intersections. Subtracting one set of three-fold 
symmetric faces from the other yields a three-dimensional representation of c-axis length of the 
crystallite. This object can be integrated to yield the distribution of path lengths in the crystallite.  
(Fig. 2.S12). The facets do begin to lose their sharpness at the least strongly coordinating anion, 
trichloroacetate, suggesting that weakly-coordinating anions may become negligible in 
coordination at low enough pKa values. With even more weakly-coordinating anions, as studied 
earlier, morphological monodispersity is lost. In general, crystallites tend to have similar volumes 
between syntheses and nearly identical, very high yields. The volume of the crystallites does 
increase slightly as the anionic pKa decreases in the reaction, which could imply a subtle lowering 
of the nucleation rate. While I succeeded in synthesizing cobalt(II) salts with increased electron 
density on the carboxylate, including cobalt(II) pivalate and cobalt(II) propionate, the metal salts 
were fairly insoluble in the solvent mixture, impeding the introduction of metal cations into 
solution. 

Metal Analogue Comparison. All foregoing results were demonstrated for the cobalt 
analogue of the framework; however, the metal series that can form this structure type includes 
magnesium, manganese, iron, nickel, copper, zinc, and cadmium. One obvious question is how the 
metal identity affects the resulting morphology under similar conditions. To probe this, the same 
reaction was run with the metal(II) acetate of each known variant of M2(dobdc) with the exception 
of cadmium75. Of these, the iron, nickel, and zinc frameworks also formed easily (Fig. 2.11). For 
the same reaction time, temperature, and molar equivalency, the reaction led to striking differences 
between the metal analogues. The solubility of all reactants is extremely similar between the 
different solutions and the pH is nearly identical, suggesting that the morphological differences 
observed may come from differences in coordination. However, it is difficult to ascribe definitive 
reasons to the variation in morphology. The observed single-crystalline domains tend to increase 
with metal lability,76 in the order nickel < cobalt < zinc < iron.77 For each single-crystalline domain, 
the c-axis growth appears to be truncated most for the least labile metals. The differences in 
morphology between the metals, then, is likely a complex counterbalancing of coordination 
equilibria, including the dynamics of exchange for the metal and ligand versus the dynamics of 
exchange for the metal and acetate. The manganese analogue required higher concentration to form 
but also required the synthesis to be stopped after no more than twenty minutes, at which point the 
reaction mixture would change color and a different crystalline phase formed. Similarly, the 
magnesium analogue would only form at significantly higher concentrations and only in 
unsilanized glassware. Further metal-based trends, discussion of surfaces and induction of 
nucleation will be discussed in Chapter 3. While the full suite of weakly-coordinating buffered 
tests was only run for Co2(dobdc) formation, above, both the nickel and the zinc analogues were 
also synthesized using 2,6-Lutidine and the tetrafluoroborate salt in place of metal(II) acetate. In 
all three cases, the crystallite domain size increases in these non-coordinating syntheses relative to 
that of the aqueous ethanol synthesis by up to 10–100X (Fig. 2.12), suggesting that non-
coordinating syntheses may be a generalizable route towards large crystals for diffusional or single 
crystal diffraction studies. 
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Figure 2.11. SEM micrographs of (a) Fe2(dobdc) (b) Co2(dobdc) (c) Ni2(dobdc) 
and (d) Zn2(dobdc) synthesized in aqueous ethanol using the corresponding 
metal(II) acetate precursor. Note the significantly smaller scale bar for Ni2(dobdc) 
in (c): crystallite domain sizes are in the hundreds of nanometers. 



39 
 

 

Figure 2.12. Left column (comprising (a), (c), (e) is M2(dobdc) synthesized using 
the metal(II) acetate; right column (comprising (b), (d), (f) is M2(dobdc) 
synthesized using the metal(II) tetrafluoroborate with 2,6-Lutidine added for pH 
control. (a) and (b) are Co2(dobdc), (c) and (d) are Ni2(dobdc), and (e) and (f) are 
Zn2(dobdc). In all cases, the weakly-coordinating synthesis leads to significantly 
larger crystallite domains. 
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2.4 Outlook and Conclusions 
 
 These results demonstrate a new synthetic platform for metal–organic framework 
synthesis, in which non-coordinating pH control via weakly-coordinating bases or buffers allow a 
deliberate separation of protonation and coordination equilibria. This separation of equilibria is 
here used as both a tool of fundamental study and a way of accessing desired morphology in a 
predictive fashion.  Targeting pH and metal complexation separately allows understanding of how 
solution variables interact as well as a new way to pinpoint which equilibrium is required for a 
desired reaction handle. In the specific case of Co2(dobdc), the resultant solution handle, which 
leads to unprecedented low aspect ratio single-crystalline particles, is the presence of acetate. In 
fact, the aqueous ethanol/acetate synthesis forms the lowest aspect ratio single-crystalline 
Co2(dobdc) reported. Density functional theory confirms that this morphological control stems 
from coordinating anions in solution, which engage in anisotropic competitive binding during 
crystallite growth. The degree of interaction may be tuned by varying the electron density on the 
interacting functional group, allowing access to monodisperse sets of crystallites with varying 
aspect ratio and thus desired crystalline path length. Using weakly-coordinating bases is a widely 
applicable strategy in which removing all non-solvent competitive coordination can allow for very 
large crystallites and here is demonstrated across multiple metal analogues of M2(dobdc).  
 Although the specifics of the synthesis strategy must be altered between different metals 
and frameworks, the general strategy is in theory very widely applicable. As pH can be set and 
held, the desired solution pH will certainly vary between different frameworks. If the solution is 
buffered to a low enough pH such that all Brønsted acid functionalities are protonated for a given 
ligand, framework synthesis will proceed extremely slowly, if at all; on the other hand, at a high 
enough pH for all functionalities to be deprotonated on average, framework formation proceeds 
extremely quickly, resulting in nanoparticles. The pH range is also dictated by the choice of metal, 
as different metals have different proclivities to form hydroxides and oxides from water. Using 
non-coordinating buffers allows the prospect of matching the coordinating strength of the 
counterion to the lability of the metal. The syntheses described here are done in a water/alcohol 
solution, which precludes easily hydrolyzable frameworks, including many metal-oxo cluster-
based MOFs. However, there is nothing inherent to this strategy that requires the use of water, 
merely the use of weakly- or non-coordinating control of hydrogen ion activity within the solvent 
medium. Thus, while water allows for a quantitative measure of pH, the method may be extended 
in theory to any solvent.  
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Figure 2.S1. Optical microscopy of monodisperse Co2(dobdc) generated in 
aqueous ethanol using cobalt(II) acetate as a metal source. 
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Figure 2.S2. (a) and (b) are two hypothetical morphologies which satisfy the space 
group symmetry requirements of Co2(dobdc); (c) is the crystallite in (a) viewed 
directly down the c-axis, and (d) is the crystallite in (b) viewed directly down the 
c-axis.  

 

Figure 2.S3. Several examples of crystallites viewed down the c-axis (per Fig. 
2.S2c-d) are featured in the center of this SEM micrograph. 
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Figure 2.S4. Co2(dobdc) crystallites synthesized at pH 7 using MOPS buffer and 
(a) cobalt(II) triflate, (b) cobalt(II) sulfate, (c) cobalt(II) bromide, and (d) cobalt(II) 
iodide. 

 

Figure 2.S5. Buffered synthesis of Co2(dobdc) at different pH values using 
cobalt(II) tetrafluoroborate: (a) pH 5 (b) pH 6 (c) pH 7. Without acetate present, 
there is no noticeable variation in morphology across this pH range. 

Table 2.S1. pKa values of conjugate acids for anions used in buffered synthesis. 

Acid pKa (25 °C, water) 

Acetic 4.76 

Formic 3.75 

Chloroacetic 2.87 

Trichloroacetic 0.66 
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Figure 2.S6. Optical microscopy of Co2(dobdc) crystallites synthesized at pH 7 
using cobalt(II) formate. 

 

Figure 2.S7. Optical microscopy of Co2(dobdc) crystallites synthesized at pH 7 
using cobalt(II) chloroacetate. 
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Figure 2.S8. Optical microscopy of Co2(dobdc) crystallites synthesized at pH 7 
using cobalt(II) trichloroacetate. 

 

 

Figure 2.S9. The infrared spectroscopy pattern of the buffer, 3-(N-
morpholino)propanesulfonic acid, has many identifying features. The sharpest of 
these is near 1026 cm–1 and is in a region where the framework Co2(dobdc) has no 
stretching frequencies (Fig. 2.S10). 
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Figure 2.S10. Focusing on the region incorporating an identifying sulfonic acid 
stretch at 1026 cm–1 in the buffer, there is no evidence of buffer incorporation into 
any Co2(dobdc) product formed in buffer, identified in the legend using the 
precursor metal salt. 

 

 

Figure 2.S11. Indexed particles synthesized at pH 7 using (a) cobalt(II) 
chloroacetate and (b) cobalt(II) formate. Notably, the facets may be self-
consistently indexed to be the same as those resulting from the cobalt(II) acetate 
synthesis. 
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Figure 2.S12. Path length distributions for Co2(dobdc) crystallites synthesized at 
pH 7 using (a) cobalt(II) acetate (b) cobalt(II) chloroacetate (c) cobalt(II) 
trichloroacetate. Distributions are generated using the morphologies reconstructed 
in Mathematica from SEM micrographs. 
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Chapter 3: Controlling Interfacial Effects During 
Crystallization 

 
3.1 Introduction 
 

Crystalline phase and distribution of crystallite shape and size are products of the 
crystallization conditions.  It can be extraordinarily difficult to understand and predict the 
conditions needed for a given desired phase, size, or shape, as there are a vast number of different 
programmed (i.e., heating rate or method) and synthetic variables available. As discussed in 
Chapter 2, many of these variables are intertwined; changing a programmatic variable or adding 
some molecule to modify one variable can bring about wholly unexpected results. Most metal–
organic framework studies on crystallization rely on changing one programmatic variable at a time, 
such as solvent or solvent combination,1–5 metal source,6–11 or temperature,7,12–14 among others.15 
Notably, these are all handles assumed to affect solution variables. As the frameworks in 
hydrothermal or solvothermal synthesis are grown from solution, it generally assumed that these 
solution variables alone dictate product phase or crystallite size or shape.15 However, nucleation 
generally occurs heterogeneously, or from surfaces, due to lower interfacial energy, which is not 
one of the typically-studied solution variables.16,17 In fact, industrial crystallizers typically rely on 
seed crystallites or the addition of foreign particles to control heterogeneous nucleation and 
achieve desired product outcomes.18 Although the surfaces and interfaces present during typical 
solvothermal or hydrothermal synthesis of metal–organic frameworks are generally disregarded, 
it is possible that metal–organic frameworks are nucleating through heterogeneous pathways. 

A growing field in metal–organic framework syntheses involves intentionally growing 
materials on surfaces. This subgroup of materials is referred to as surface-mounted metal–organic 
frameworks, or SURMOFs.19–25 These are materials intended to nucleate on and remain attached 
to a surface, whereas hydrothermal or solvothermal syntheses usually collect precipitated 
crystallites. Usually, the process of growing SURMOFs involves layer-by-layer techniques, where 
the solution is changed from one containing the metal ion, to one containing the ligand, and so on. 
While using a surface-growth technique has been done to achieve specific crystal facet orientations 
relative to the surface, it has not been employed for phase selection. The closest example of phase 
selection based on a surface functionality is Grzesiak and coworkers’ work with MOF-2 and MOF-
5 derivatives: in this case, by adding a polymer substrate, they were able to induce two new 
phases.26 Although metal–organic framework materials can be grown on surfaces, it is by no means 
established that the surface-liquid interface is an important variable during hydrothermal or 
solvothermal synthesis. Herein, I demonstrate that surface functionalities present on the glassware 
are an important variable during metal–organic framework synthesis across different metal 
analogues and frameworks. Further, control of surface functionalities through passivation can be 
used to dictate crystalline phase produced, change resulting crystallite size across orders of 
magnitude, and reduce particle polydispersity.  
 
3.2 Experimental 
 

General Procedures, Materials, and Reagents. Laboratory powder X-ray diffraction patterns 
were collected using a Bruker AXS D8 Advance diffractometer with Cu Kα radiation (λ = 1.5418 



52 
 

Å). All synthetic manipulations were carried out under air, unless otherwise noted. All water used 
came from a milli-Q water purification system. All other reagents and solvents were obtained from 
commercial suppliers at reagent grade purity or higher and were used without further purification. 
The ligand H4dobdc was purchased from Sigma-Aldrich. SEM images were taken using a JEOL 
JSM - 6340F SEM. All samples were prepared by drop-casting particles dispersed in methanol 
onto a silicon chip, then sputter coating a layer of gold approximately 3 nm thick to reduce sample 
charging. Crystals were imaged at 5 keV/12 μA. 

Chlorotrimethylsilane Surface Passivation. Glassware was heated to 160 °C in an oven for 
several hours, along with a separate glass jar. With the glassware still hot, a solution of 1% 
chlorotrimethylsilane in toluene by volume was made in the glass jar and then added to the 
synthesis glassware. The reaction vessel containing the silane solution was then agitated using a 
Vortex-Genie 2 Lab Mixer for thirty seconds and allowed to sit for 12 hours. The vessel was then 
rinsed twice with acetone and heated in a 160 °C oven to remove trace acetone. 

N,O-bis(trimethylsilyl)acetamide Surface Passivation. The glassware was heated to 160 °C 
in an oven for several hours. Two milliliters of neat N,O-bis(trimethylsilyl)acetamide per hundred 
milliliter of reaction vessel volume were added. The glassware was stoppered via rubber septum 
or suitable chemically resistant vial lid and the vessel was heated to 120 °C for two hours, at which 
point it was removed from heat and allowed to cool. The vessel was then rinsed twice with acetone 
and allowed to dry in an oven at 160 °C. 

Reaction 3.1: Coordinating Synthesis of M2(dobdc), M = Co, Zn. The ligand H4dobdc (10.0 
mg, 0.050 mmol) was dissolved in 5 mL ethanol using sonication and cobalt(II) acetate 
tetrahydrate (44.0 mg, 0.177 mmol) or zinc acetate dihydrate (39.0 mg, 0.177 mmol) was dissolved 
in 5 mL H2O using sonication. The two solutions were combined into a 20 mL vial and agitated 
for a few seconds using a Vortex-Genie 2 Lab Mixer. The vial was then sealed and suspended into 
an oil bath already set to 75 °C unless otherwise noted. After at least two hours, the vial was 
removed from heat and allowed to cool, after which the supernatant solution was decanted. The 
crystals were soaked three times in 20 mL of water for six hours at 80 °C, followed by soaking 
three times in 20 mL of N,N-dimethylformamide (DMF) at 120 °C for six hours, followed by 
soaking three times in 20 mL of methanol at 60 °C for six hours. After each wash, the solution was 
decanted and replaced. Fully desolvated Co2(dobdc) crystallites were obtained by heating at 180 
°C under dynamic vacuum for 24 h. 

Reaction 3.2: 2,6-Lutidine Synthesis of Zn2(dobdc). The ligand H4dobdc (10.0 mg, 0.050 
mmol) was dissolved in 5 mL ethanol using sonication and zinc(II) nitrate hexahydrate (52.6 mg, 
0.177 mmol) was dissolved in 5 mL H2O using sonication. The two solutions were combined into 
a 20 mL vial and 2,6-Lutidine (40.9 μL, 0.353 mmol) was added to the solution mixture, which 
was then agitated for a few seconds using a Vortex-Genie 2 Lab Mixer. The vial was then sealed 
and suspended into an oil bath already set to 75 °C. After at least two hours, the vial was removed 
from heat and allowed to cool, after which the supernatant solution was decanted. The crystals 
were soaked three times in 20 mL of water for six hours at 80 °C, followed by soaking three times 
in 20 mL of N,N-dimethylformamide (DMF) at 120 °C for six hours, followed by soaking three 
times in 20 mL of methanol at 60 °C for six hours. After each wash, the solution is decanted and 
replaced. Fully desolvated Zn2(dobdc) crystallites were obtained by heating at 180 °C under 
dynamic vacuum for 24 h. 

Reaction 3.3: Synthesis of Zn2(dobpdc). The ligand H4dobpdc (14 mg, 0.050 mmol) was 
dissolved in 5 mL ethanol using sonication and zinc acetate dihydrate (39.0 mg, 0.177 mmol) was 
dissolved in 5 mL H2O using sonication.. The two solutions were combined into a 20 mL vial and 
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agitated for a few seconds using a Vortex-Genie 2 Lab Mixer. The reaction solution was then 
sparged with nitrogen for twenty minutes. The vial was then sealed and suspended into an oil bath 
already set to 75 °C unless otherwise noted. After at least two hours, the vial was removed from 
heat and allowed to cool, after which the supernatant solution was decanted under inert 
atmosphere. The crystals were soaked three times in 20 mL of water for six hours at 80 °C, 
followed by soaking three times in 20 mL of N,N-dimethylformamide (DMF) at 120 °C for six 
hours, followed by soaking three times in 20 mL of methanol at 60 °C for six hours. After each 
wash, the solution was decanted and replaced. Fully desolvated Zn2(dobpdc) crystallites were 
obtained by heating at 180 °C under dynamic vacuum for 24 h. 

Intentional Surface Growth. For Co2(dobdc), Ni2(dobdc), and Zn2(dobdc), growth solutions 
were prepared as described above in aqueous ethanol metal acetate synthesis. For the Mg2(dobdc) 
synthesis solution, the ligand H4dobdc (10.0 mg, 0.050 mmol) was dissolved in 5 mL ethanol using 
sonication and magnesium(II) acetate tetrahydrate (37.9 mg, 0.177 mmol) was dissolved in 5 mL 
H2O using sonication, in analogy to Reaction 3.1. The two solutions were combined into a 20 mL 
vial and agitated for a few seconds using a Vortex-Genie 2 Lab Mixer. The desired surface for 
growth was then epoxied to the bottom of a 4 mL vial, which was suspended into the growth 
solution. At the desired stopping point, the surface was removed and placed into a solution of 1:1 
water:ethanol. 

Atomic Force Microscopy Measurements. Atomic Force Microscopy images were taken 
using an Asylum MFP-3D, always in tapping mode and in air, using a series of silicon nitride 
cantilevers. Samples were left to dry in air after quenching in water/ethanol.   
 
3.3 Results and Discussion 

  
As detailed in Chapter 2, the aqueous ethanol synthesis of Co2(dobdc) leads to highly 

monodisperse crystallites of designable aspect ratio. However, the inspiration for the work in this 
chapter inspecting and controlling solid/liquid interfaces during synthesis arose from 
irreproducibilities observed while scaling up these syntheses for use in diffusional studies.  

Variation in Co2(dobdc) Synthesis. In attempting to test the properties of the small-aspect 
ratio Co2(dobdc) crystallites reported in Chapter 2, the synthesis (Reaction 3.1) needed to be 
replicated and scaled up. Follow-up experiments with seemingly identical solutions did not yield 
identical batches of crystallites. Thus, there was an uncontrolled reaction handle causing variation 
in dispersity that was not arising merely from the solution itself. One plausible variable was that 
of the heating set-up and method. Early syntheses were run in a natural convection oven which 
had already been set to 75 °C. Both non-ideal location of a given vial within the oven and the total 
number of vials present in the oven at any one time contributed to increased particle dispersity, 
which suggest non-uniform heat transfer within the oven. Indeed, this is a known effect for zeolite 
synthesis, where temperature gradients contribute to particle dispersity.27,28  

As nucleation and growth have activation barriers and are temperature-dependent,29,30 thermal 
gradients during synthesis lead to spatially non-uniform crystallization conditions within the same 
reaction vessel. After testing a number of different heating media (oven, oil bath, metal bead bath) 
and different methods of introducing the samples to an increased temperature (ramping 
temperature slowly, ramping temperature quickly, and placing directly in a pre-heated medium), I 
found that a preheated oil bath generally led to the lowest morphological variation within a single 
sample and from sample to sample (Fig. 3.1). Similar conclusions have been found for zeolite 
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systems.31 While heating method has been found to be important for metal–organic framework 
synthesis, it is normally discussed in the context of microwave heating.32,33 
 

 

Figure 3.1. At left, Reaction 1-Co2(dobdc) formed in an oil bath; at right, Reaction 
1-Co2(dobdc) synthesized in an oven. The sample synthesized in an oil bath has 
slightly smaller, highly uniform particles. The sample synthesized in an oven 
displays the same crystalline facets but has a moderate degree of polydispersity. 

Under circumstances of particularly low temperature or directional heating, however, it 
appeared that some or all Co2(dobdc) crystallites may be forming from the sides of the glassware. 
This was in some cases visually apparent, as a thin film would be present post-synthesis on some 
vials across any of the heating sources. The crystallites could also be coaxed into forming from 
the glassware by controlling the direction and duration of heating. Reaction 3.1 for the cobalt 
analogue was allowed to react at raised temperature for only a short amount of time (1 minute) by 
sitting on a hot plate set to 75 °C, where a thermal gradient was introduced by only heating one 
side of the glassware. The vials were then left to sit for two weeks at room temperature. The 
hypothesis was that this would have some nucleation during the short period of heating and allow 
growth at a reduced temperature, leading to particularly large crystallites. Instead, the synthesis 
formed several film sections of Co2(dobdc), confirmed via powder X-ray diffraction (Fig. 3.S1), 
consisting of many small needle morphologies arranged in parallel with preferential orientation to 
form a rug-like sheet (Fig. 3.2). The sheets are free-standing.  

Although individual domains are less than a micron in length, the sheets themselves are several 
hundred microns in width and length. Such macrostructures with preferential domain arrangement 
are rare; in fact, this hierarchical morphology is not only rare but unprecedented among reported 
MOF morphologies for one-dimensional frameworks. While thin films exist, they do not exhibit 
parallel preferred orientation.34–36 No mechanistic studies were performed on the formation of this 
morphology, but the particular dimensionality of the morphology (a two-dimensional sheet 
consisting of small rods) resembles the dimensional constraint imposed during synthesis. In fact, 
using the two-dimensional interface between immiscible liquid layers is a common strategy to 
grow metal–organic framework thin films.25,37,38 It seemed likely from these preliminary pieces of 
evidence that the surface-liquid interface was playing an important role during this synthesis.  
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Figure 3.2. The sheet-grown Co2(dobdc) structure demonstrated in (a)-(d) was 
found to be part of many different sheets, hundreds of square microns in size. The 
cross-sections shown in (c) and (d), about a micron in thickness, are 
representative of the entire sample. 

In synthetic chemistry, it has been known for decades that surface silanol groups on glassware 
can interfere with desired chemical reactions.39 Adsorption of metal ions on hydrated solid surfaces 
in general is frequently encountered in both natural aquatic environments and in industrial 
processes.40–42 The native silanol groups present in amorphous silicon oxide can be highly 
adsorptive to metal cations, including the metals which can be incorporated into M2(dobdc).43 
These silanol groups can behave as protic acids in contact with water and as Lewis bases towards 
incoming Lewis acids. Indeed, numerous studies have been conducted on the adsorption behavior 
of cobalt(II) at various oxide surfaces, including a suite on silica itself.44–46 While a full discussion 
of the mechanism, structure, and complexes formed is beyond the scope of this chapter, there is a 
general literature consensus that the nature of the adsorption is ionic and that in all observed cases 
cobalt(II) ions maintain an octahedral coordination geometry.46 It was plausible that cobalt(II) 
adsorption takes place at native silanol groups during hydrothermal synthesis. This leads to the 
possibility of heterogeneous nucleation at these cobalt-adsorbed sites, exacerbated by the fact that 
in any heating configuration discussed above, the thermal gradient is highest at the glassware 
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surface. That is, the surfaces heat up faster than the bulk solution, as they are in direct contact with 
the heat transfer medium.  

One way of probing the proposed influence of the silanol groups on the reaction products is to 
passivate the surface. This process involves treating the glassware with a covalent coating method 
to chemically graft desired functionalities in the place of the original hydroxyl groups.47 In this 
case, adding capping hydrocarbon groups (such as -Si(CH3)3) to the exposed silanol site should 
prevent cobalt(II) adsorption at these sites and related reaction interference. An easy test of the 
success of the method is visual inspection of the contact angle after adding water to the glassware. 
Covered in hydrophobic groups, the contact angle between the surface and the water changes from 
low angles, indicating surface wetting, to angles greater than 90°, indicating bad adhesion between 
the water and the surface. As a control test, I re-ran the aqueous ethanol Co2(dobdc) synthesis with 
and without silanized glassware. Remarkably, the size and shape dispersity improved both within 
each sample and between samples using silanized glassware. In fact, heating method plays a 
significantly reduced role with passivated reaction vessel surfaces: after re-running the synthesis 
in an oil bath and in an oven, the difference between the oven and the oil samples vanished, and 
both samples are particularly monodisperse in size and morphology (Fig. 3.3). Removing the 
influence of surface silanol groups is thus an important variable in improving homogeneity and 
reproducibility of Co2(dobdc) synthesis and could be crucial in the process of scaling up syntheses 
to industrial usage. 
 

   

Figure 3.3. (a) Reaction 3.1 to produce Co2(dobdc), synthesized in oil with 
silanized glassware versus (b) the same stock solution synthesized in silanized 
vials in an oven. Remarkably, the differences observed using heating method 
vanish after the glassware surfaces have been passivated. 

Phase Selection in Zn2(dobdc) Synthesis. The interference of surface sites during 
hydrothermal synthesis seemed plausible for the other metal analogues of M2(dobdc), including 
the zinc analogue. In the process of synthesizing large quantities of large Zn2(dobdc) for the studies 
in Chapter 5 via repetition of Reaction 3.2, I found that reproducing the synthesis did not always 
lead to the same results in size, shape, or even crystalline phase produced. While previous synthetic 
trials had produced long needles several hundred microns in length (Fig. 2.13), many replicated 
trials sometimes led to the expected very large crystallites of Zn2(dobdc) and sometimes instead 
to a highly crystalline secondary phase reported in the literature48 to be infinite one-dimensional 
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chains of tetrahedral zinc(II) bridged by the doubly-deprotonated ligand, Zn(H2dobdc)•2H2O. The 
morphology is also characteristically different between the two phases: Zn2(dobdc) forms long 
rods under these conditions, as mentioned in Chapter 2, and the second phase makes a block-like 
morphology. Notably, this inconsistency arose when using identical solution and programmatic 
variables, such as reactant and solvent source or heating method. Attempts to filter the solutions 
made no difference, down to 0.22 micron-sized PTFE filters. Different results were obtained on a 
vial-by-vial basis from stock solutions, which made it clear that the controlling handle must not be 
a solution variable at all, but rather variation in the borosilicate glassware vials.   

Using Reaction 3.2 without silanized glassware, stock solutions led to the Zn2(dobdc) structure 
for 24 out of 50 trials. After passivating vials using trimethylchlorosilane (see Section 3.2), all 
vials formed majority Zn2(dobdc) type material via powder X-ray diffraction and optical 
microscopy, and 38/40 vials formed only Zn2(dobdc) (Fig. 3.4). The other two vials also formed 
some Zn(H2dobdc)•2H2O. This is a significant improvement over the prior outcome, where 
approximately half of the vials failed to form the desired phase. Generally, phase selection is 
explained by rationalizing the differences between the materials formed in terms of solution 
variables and final phase stability.49–57 For example, higher temperatures can lead to 
thermodynamic instead of kinetic products.58 In general, variation in the solution pH can lead to 
products with Brønsted acidic or basic functionalities at a corresponding protonation state and 
corresponding conformations.59,60  

At first, when presented with the question of phase selection between Zn2(dobdc) and 
Zn(H2dobdc)•2H2O, it is similarly tempting to try to rationalize when one should appear versus 
the other. Notably, in the metal–organic framework, the ligand is fully deprotonated [dobdc]4−, 
while in the one-dimensional chain, the ligand is only doubly deprotonated [H2dobdc]2−: the 
phenolic groups are protonated while the carboxylate groups are not. It could be reasonably 
expected that the solution pH could play an important role here, where under more acidic 
conditions, the 1-D phase could be favored relative to Zn2(dobdc). However, varying the amount 
of 2,6-Lutidine between 2–7 equivalents added per ligand made no difference in the phase 
selection when the reaction was run in unsilanized vials. Duplicating this in silanized vials, 
however, the phase selection is indeed pH-dependent in the manner rationalized above. Vials run 
with 2–4 equivalents of base per ligand made large crystals of the 1-D chain, confirmed via single 
crystal X-ray diffraction (Fig. 3.5), while vials run with higher equivalencies and thus higher pH 
formed majority Zn2(dobdc). In fact, the crystals formed of the 1-D phase are the first single 
crystals of the material that allowed for the structure to be solved via single crystal X-ray 
diffraction.  
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Figure 3.4. Powder X-ray diffraction reveals that all trials of Reaction 3.2 
synthesized in silanized vials evidenced significant Zn2(dobdc) formation; the two 
vials (out of forty) which also contained some 1-D phase are also displayed here.  

 

Figure 3.5. The single crystal structure of the one-dimensional phase formed with 
3 eq. 2,6-lutidine substituted into Reaction 3.2.  

One other difference between the phases is the coordination geometry of the zinc cations. In 
the 1-D infinite chains, zinc(II) adopts a tetrahedral geometry, with two sites occupied by water 
and the others coordinated to the ligand through the deprotonated carboxylate group; in the 
solvated framework, the zinc(II) cations are instead in an octahedral environment, with one site 
occupied by water. As a cation dissolved in water, zinc(II) exists exclusively as the octahedral 
hexaaquo species.61 However, its behavior at surfaces is more complicated. As Roberts et al. 
discuss in their study of zinc complexation at metal oxide surfaces, the coordination at the surface 
site for amorphous silica can vary between octahedral and tetrahedral geometry: at low 
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concentrations and pH, surface zinc species are octahedral, but as pH and surface concentration 
increases, the geometry changes to tetrahedral coordination.62 Thus, in unsilanized glassware, 
having a higher pH could actually lead to surface-bound zinc species having tetrahedral geometry 
and thus nucleating the 1-D chain at these zinc-adsorbed sites.  

Once the silanol groups are passivated, the solution variables control nucleation and growth, 
and the solution pH-behavior matches the protonation state of the materials formed. Of note, even 
at 7 equivalents of 2,6-Lutidine per ligand, two of the vials still formed some 1-D chain in the 
silanized vials, as displayed in Figure 3.4. This could be the true statistical distribution of the 
products that should be formed from this reaction, but the fact that the material is isolated to 
specific vials suggests that some 1-D material was formed because of defects in the silanization of 
the glassware, where remaining silanol groups existed to nucleate the 1-D phase. Using a silanizing 
reagent such as trimethylchlorosilane can leave point defects, because it is unable to polymerize 
across the glass surface, each reactant only possessing only one reactive functional group.  

Surface-Controlled Crystallite Size in Zn2(dobpdc) Synthesis. The larger-pore framework 
M2(dobpdc) (M = Mg, Mn, Fe, Co, Ni, Zn; dobpdc4− = 4,4’-dioxidobiphenyl-3,3’-dicarboxylate) 
is of significant interest for carbon capture applications.63–65 The material is isoreticular to 
M2(dobdc), consisting of hexagonal, one-dimensional channels lined with coordinatively-
unsaturated metal sites (Fig. 3.6). The pore diameter of M2(dobpdc) is significantly larger relative 
to M2(dobdc), 1.8 nanometers vs. 1.2 nanometers, as a result of the additional phenyl ring on the 
ligand. It therefore makes a useful extension of the developed syntheses for both practical and 
fundamental reasons.  
 

 

Figure 3.6. The expanded framework M2(dobpdc) also features helical chains of 
metal atoms and one-dimensional hexagonal pores but has a pore diameter of 
approximately 1.8 nanometers. Grey atoms are carbon, red atoms oxygen, and 
purple atoms are the metal.  
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I began with the zinc analogue of the framework in preparation for running studies described 
in Chapter 5, leading to the development of Reaction 3.3. One challenge in extending these 
syntheses to the larger-pore frameworks is that the organic molecule is now significantly more 
hydrophobic as a result of the second phenyl ring added. Its solubility in the aqueous-ethanol 
solution is correspondingly much lower, and dissolution requires more effort. Here, reactant 
dissolution is a concern because the apparent prevalence of heterogeneous nucleation in the 
M2(dobdc) series, displayed in the preceding sections, suggests that it may play a role for the 
larger-pore frameworks. Heterogeneous nucleation can begin at or near undissolved reactants, 
where the strongest concentration gradient of the reactant may be found.9,66 This can be a 
complicating factor in understanding the crystallization process.  

It is also worth noting that the synthesis should be run air-free, or at minimum with solutions 
sparged of oxygen by bubbling nitrogen through the reaction mixture prior to heating; although 
the oxidation state of the zinc cations will not change during the synthesis process, the ligand itself 
can be oxidized when it is deprotonated, either free in solution67,68 or as part of the framework 
M2(dobpdc)69,70. Some care should be taken when sparging the solutions; as ethanol is more 
volatile than water, sparging solutions with reactants present can lead to increased concentration 
more so for the ligand solution than the metal salt solution. Proper Schlenk technique requires that 
the solvent be de-oxygenated first and then cannula-transferred to a container with the reactant 
present.  

Extending Reaction 3.1, developed for Zn2(dobdc), to the synthesis of the larger-pore analogue 
was accomplished by replacing the ligand H4dobdc for H4dobpdc at the same number of 
equivalents. The product was confirmed to be Zn2(dobpdc) via powder X-ray diffraction (Fig. 
3.S2). In unsilanized vials, the reaction produces long rod morphologies approximately 50–100 
microns in length. However, the same reaction run in silanized 20 mL vials yielded crystallites 
about a millimeter in length (Fig. 3.7. 

 

 

Figure 3.7. At left, Zn2(dobpdc) synthesized in chlorotrimethylsilane-passivated 
vial; at right, an identical stock solution grown in unsilanized vials. Scale bar for 
each is 100 microns. 
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Here, the surface functionalities present in the native glassware control the resulting crystallite 
volume by several orders of magnitude. This is strongly suggestive of changes in the nucleation 
rate. Fast nucleation will lead to many crystallites, depleting the reactant medium and preventing 
growth to large size; slow nucleation generally leads to a wide population of sizes as nucleation 
continues alongside growth because of slow depletion of reactants in solution. If the number of 
nucleation sites are restricted and nucleation elsewhere is hindered, crystals will only begin to form 
at these sites, leading to very large crystallites.71 The imperfect results of the Zn2(dobdc) phase 
selection suggested that there may be point defects present after silanization. This is consistent 
with the observed increase in size for Zn2(dobpdc) in silanized glassware. Notably, this reaction is 
significantly faster than the current state-of-the-art single crystal synthesis (12 hours rather than 
several days), leading to its adoption for single crystal studies within our lab. The material may 
also be formed using the non-coordinating base 2,6-Lutidine, in an extension of Reaction 3.2. 
Using this synthesis with tetrahydrofuran in the place of ethanol led to the largest crystallite size 
of any of the M2(dobpdc) or M2(dobdc) analogues reported, and, indeed, one of the largest reported 
of any metal–organic framework (Fig. 3.8).  
 

 

Figure 3.8. Zn2(dobpdc) grown in silanized vials using 2,6-Lutidine as a base and 
tetrahydrofuran as a co-solvent. The scale bar is 100 microns. The full length of a 
crystallite was nearly 10 millimeters.  

Surface Effects in Zn2(dobpdc) Scale-Up. The above surface control was accomplished with 
the same silanizing agent, chlorotrimethylsilane, which replaces surface silanol groups with 
capping -Si(CH3)3 groups. The stoichiometric reaction produces an equivalent of HCl, which can 
promote the reverse reaction. A different silanization method using N,O-
bis(trimethylsilyl)acetamide to induce the same hydrophobic functionality was also used. This 
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reaction is run at reflux and produces acetamide. N,O-bis(trimethylsilyl)acetamide is more reactive 
with silica surfaces than chlorotrimethylsilane, leading to more sites covered at equilibrium.72  

While this second route of silanization produced equally excellent results for the Co2(dobdc) 
synthesis using Reaction 3.1, the use of N,O-bis(trimethylsilyl)acetamide-silanized vials led to 
unexpected results for the synthesis of Zn2(dobpdc) using Reaction 3.3: very large Zn2(dobpdc) 
crystallites did form, but a secondary phase also formed that we believe is likely to be the as of yet 
unreported phase Zn(H2dobpdc)•2H2O, an extended analogue to the known phase 
Zn(H2dobdc)•2H2O, (Fig. 3.S3). While single crystals large enough to be solved via single crystal 
X-ray diffraction have not yet been synthesized, the material may be formed under identical 
conditions to those which form Zn(H2dobdc)•2H2O, at conditions too acidic for the phenolic 
groups to be deprotonated.73 Further, the material hypothesized to be Zn(H2dobpdc)•2H2O can 
also be used in analogous fashion to the smaller-ligand analogue as a starting material for a mixed-
metal framework ZnM(dobpdc). In any case, the material is a secondary phase that was not present 
using the chlorotrimethylsilane-prepared vials. Currently, it appears that using different 
silanization techniques does allow control over the level of point defects in the protective silane 
layer, but it is possible from this result that aiming for the highest possible level of surface 
passivation may be detrimental to production of the desired framework. Going from unsilanized 
glassware to chlorotrimethylsilane-passivated surfaces appears to merely cut down on the number 
of nucleation sites, whereas further passivation of silanol groups may actually cut the rate down to 
such an extent that other pathways may become favorable, some of which result in the new phase. 
While this is a promising avenue for future research, it represents future work that is outside the 
scope of this thesis. 

One control test of this idea was to silanize two 500 mL round-bottom flasks, one with each 
silanizing agent, and attempt to use Reaction 3.3 to synthesize Zn2(dobpdc) in each. Visual 
inspection shows fewer, more isolated points from which material has grown with the N,O-
bis(trimethylsilyl)acetamide-passivation, as compared to the chlorotrimethylsilane-passivation 
(Fig. 3.S4). Indeed, as expected, the average crystal size is larger for the better passivation process 
(Fig. 3.9). Simultaneously, more of the second phase also grows for this better passivation process 
(Fig. 3.9, Fig. 3.S5).  

Another interesting observation gleaned from watching the round bottom flasks during 
crystallization was that the earliest visible material precipitation occurred at a different interface 
than had been considered yet: the vapor/solution interface. Collection of this material yielded 
largely block-like morphologies and not the long rods expected of Zn2(dobpdc). Thus, it is possible 
that this second phase grows from the solution/vapor interface, which has some limited literature 
precedence for metal–organic frameworks.74,75 Cutting down on the area of this surface by filling 
up the round bottom flask more accomplished the goal of diminishing the amount of second phase 
formed, although some was still formed and needed to be removed for the purpose of collecting 
large phase pure Zn2(dobpdc) crystallites. Fortuitously, the second phase is substantially denser 
than the desired framework. These phases can be readily separated by first soaking the solid 
mixture in methanol (yielding the methanol solvated framework) and then dispersing in 
chloroform; the second phase sinks while the less dense porous framework floats. 
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Figure 3.9. The results from attempted Zn2(dobpdc) synthesis includes two phases 
using either silanizing method, above, when the reaction is scaled up. Scale bars 
400 microns. Average crystallite size is much larger using N,O-
bis(trimethylsilyl)acetamide, but more of the second phase is also observed. 

Intentional Growth from Surfaces for M2(dobdc) and Initial Atomic Force Microscopy 
Studies. From the previous case studies, the exposed functionalities of the glass surfaces must play 
an outsize role in the nucleation of M2(dobdc) and M2(dobpdc). Imparting hydrophobicity to the 
exposed polar functionalities can affect particle size, shape, dispersity, and crystalline phase. 
Seeking to follow up on this, I began running experiments to effect nucleation directly from 
surfaces by suspending a surface from which the framework may grow into a growth solution 
medium. Two different surfaces were examined: amorphous silica glass and mica, the latter of 
which is a group of sheet silicates with nearly perfect basal plane cleavage76 popular with 
microscopists for its atomically flat surface (Fig. 3.S6). Initial studies began with the Zn2(dobdc) 
synthesis, because of its demonstrated phase- and size-selectivity based on surface site availability.  

I conducted a series of stopped-time observations of Zn2(dobdc) growth on mica surfaces, 
wherein freshly cleaved mica was suspended into a growth solution (Fig. 3.S7). The first tests were 
conducted at 70 °C, chosen to avoid appreciable evaporation of the growth solution, as the vials 
with substrate suspended could not be fully closed (normal synthetic conditions are 75 °C). Tests 
were run with surfaces suspended into both silanized and unsilanized vials, as nucleation on the 
glassware should affect the overall mass balance for the synthesis as thus nucleation and growth 
at the suspended mica surface. The mica surfaces were removed after some set amount of time and 
placed in our powder X-ray diffractometer. At about 4 minutes of growth at 70 °C, the highest-
angle peak corresponding to Zn2(dobdc) appears, indicating that Zn2(dobdc) will indeed grow from 
mica surfaces (Fig. 3.10).  
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Figure 3.10. At four minutes, the highest angle peak corresponding to Zn2(dobdc), 
near 6.8 degrees, begins to appear. All other peaks belong to mica. Because the 
mica is a large single crystal, differing orientations of the crystal relative to the X-
ray beam causes differences in intensity between these reflections. 

There were several reasons to attempt lower-temperature studies, primarily that any proposed 
AFM or other in situ studies would most easily be done at room temperature. Any in situ cell 
containing resistive heating elements will lead to material formation directly at the heating element 
itself, which may or may not be within the viewing range for the instrument. A comparison of 
syntheses with Reaction 3.1 to form Zn2(dobdc) across different temperatures revealed that even 
decreasing the reaction temperature from 75 °C to 40 °C greatly exacerbated the material tendency 
to form on the walls of the glassware (Fig. 3.10). Here, at lower temperatures, Zn2(dobdc) forms 
at very isolated spots as very large columns growing from the same point. In general, the barrier 
to nucleation is lower for heterogeneous pathways than homogeneous pathways, enough so that 
several argue in the literature that nearly all nucleation which occurs is heterogeneous.71,77,78 
Lowering the temperature thus gives the additional benefit of helping to diminish though not 
necessarily eliminate potential solution-based nucleation.  
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Figure 3.11. Zn2(dobdc) grown from unsilanized vials at 40 °C has much larger 
crystallites which grow from seemingly discrete spots on the glassware. 

Initial trials at room temperature were left for twelve hours with mica suspended into the 
growth solution sitting at 25 °C. Under these conditions, Zn2(dobdc) forms at the surface as 
confirmed by powder X-ray diffraction (Fig. 3.11). The shoulder on the first peak is characteristic 
of single crystals with preferred orientation on the pXRD stage.77 The same experiment was run 
with a microscope slide (amorphous silica) suspended into the same growth solution, and large 
crystallites of Zn2(dobdc) similarly formed at the surface.  Further stopped-time experiments were 
conducted on glass surfaces with reaction time intervals ranging from 5 minutes to 3 hours. Even 
after only 5 minutes at room temperature, crystals are evident in optical micrographs (Fig. 3.S8). 
After 45 minutes of growth at room temperature, several crystallites as large as 80 microns in 
length are apparent (Fig. 3.S9). Notably, the crystallites are isolated across the surface of the glass 
slide, not homogeneously distributed. This is likely related to inhomogeneities of surface 
functionalities (the glass slides were not silanized).   
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Figure 3.12. Very large single crystals of Zn2(dobdc) grew on mica at room 
temperature overnight, here overlaid with early time points at higher temperature. 
The shoulder on the first peak is characteristic of single crystals with preferred 
orientation on the pXRD stage. 

A tapping-mode atomic force microscopy image of a section of the glass surface at only 5 
minutes of room temperature growth revealed small peaks protruding vertically from the surface 
approximately 5–10 nanometers in height, as well as a film that was approximately 1 nanometer 
in height.  Similar trials were run for other metal analogues Mg2(dobdc), Co2(dobdc), and 
Ni2(dobdc). Within five minutes, on either glass or mica substrates, structures form on the surface 
for each reaction mixture. Although the glass surfaces had significant charging, which impeded 
tapping-mode atomic force microscopy analysis, the mica surfaces were examined across this 
metal series (Fig. 3.S10–3.S16). While for amorphous silica, the presence of silanol groups is a 
reasonable hypothesis for nucleation sites, similar sites do not exist on the mica surface. Instead, 
the surface imparts a partial negative charge, which can adsorb metal cations. Clearly, significant 
reactivity is happening at the surface for all metal analogues.  

In all cases, thin peaks appear to grow nearly perpendicularly from the surface. The largest 
structures by far are those of the Zn2(dobdc) synthesis (Fig. 3.S10), consistent with the prior 
observations of significant surface control. The least amount of surface-grown material, similarly, 
is Co2(dobdc), which is also the synthesis that is least affected by silanization, which adds 
consistency but does not impart huge changes to particle size or shape for the high-temperature 
synthesis of Reaction 3.1. For the nickel synthesis (Fig. 3.S11–3.S12), the cobalt synthesis (Fig. 
3.S13–3.S14), and the magnesium synthesis (Fig 3.S15–3.S16), thin film formation is also 
observed. Control tests were run with only one reactant (either the ligand or the metal salt) and 
several solvent combinations (water, ethanol, or water/ethanol). Both the metal salt and the ligand 
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needed to be present for precipitate to be observed, implying that the structures formed are likely 
coordination solids, although the phase could not be identified using powder X-ray diffraction. 
This thin film is likely either amorphous or too small in quantity for the diffractometer used, 
particularly in contrast to the large signal from the single-crystalline mica substrate.  

 
3.4 Outlook and Conclusions 

 
The phase, size, morphology, and particle distribution of M2(dobdc) and M2(dobpdc) 

frameworks are sensitive not only to the expected solution variables but also to the functionalities 
present in the reaction vessel itself. While this interface is used intentionally in the literature to 
grow metal–organic frameworks that are designed to stay attached to the surface, it is entirely 
ignored as a normal variable in hydrothermal and solvothermal metal–organic framework 
syntheses. Despite this, I have found it to be a singularly important variable across nearly the entire 
series of M2(dobdc) and M2(dobpdc) frameworks. The failure to address and control reaction 
vessel surface functionalities leads to irreproducible syntheses, an important and persistent 
problem in the field of metal–organic frameworks. Since demonstrating that the surfaces may be 
used to control the resulting synthetic products for M2(dobdc) and M2(dobpdc), the strategy of 
surface passivation to control nucleation sites has led to size control effects for very different 
materials, including imidazolate frameworks, and more metals than are discussed in this chapter, 
including vanadium-based frameworks.  

Further, the degree of control observed is consistent with the literature on metal adsorption at 
surfaces. Metal cations tend to adsorb as a function of their charge density, as would be expected 
for largely ionic interactions at the surface. In accordance, the higher the charge density, the more 
important this effect: the zinc frameworks are particularly susceptible, as are the magnesium 
analogues, where a silanized surface means that the framework will not form at all. The cobalt 
analogue, on the other hand, becomes more homogeneous in particle distribution as a function of 
silanization, as the effect of metal adsorption at the surface is lessened relative to the zinc 
frameworks. While this chapter only covers case studies, the processes of metal adsorption at 
surfaces and interfacial nucleation are likely playing undetected, often important roles for a vast 
number of frameworks. As the materials proceed towards industrialization and synthesis scales up 
volume and surfaces unequally, these variables will only become more important.  For future 
crystallization studies, scaling up syntheses, and aiming for specific crystallite phase and size, it 
will be important to examine and control the interface functionalities available to the synthesizing 
system. 
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Figure 3.S1. The powder X-ray diffraction pattern for the sheet morphology of 
Co2(dobdc) matches the bulk structure fitted with a simulated pattern, indicating 
that the material is highly crystalline and no other crystalline phases are present. 

 

Figure 3.S2. The powder X-ray diffraction pattern of Zn2(dobpdc) formed via 
Reaction 3.3, which matches the reported pattern for the material.  
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Figure 3.S3. The powder X-ray diffraction pattern of the secondary phase formed 
at scaled up conditions for Zn2(dobpdc) using Reaction 3.3. 

 

Figure 3.S4. Although it is difficult to visually show, the silanization process 
using chlorotrimethylsilane (at left) has more points of nucleation than the 
silanized vials using N,O-bis(trimethylsilyl)acetamide (results at right). 
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Figure 3.S5. Both silanization methods make some amount of MOF and 1-D 
chain using Reaction 3, but the use of N,O-bis(trimethylsilyl)acetamide as a 
silylating agent leads to more 1-D chain than using chlorotrimethylsilane. 

 

 

Figure 3.S6. Projections of the surface of muscovite mica indicate terminal 
oxygens along the basal plane. The excellent basal cleavage stems from the two-
dimensional hexagonal structure. Color coded: K (purple), Si (light blue), Al 
(grey), disordered OH (green), all other O (red). 
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Figure 3.S7. Although there is no growth solution in this image, this is a 
configurational example of the ex situ trials used to determine minimum time 
lengths of surface-growth on mica. The crystals grew downwards from the mica, 
which had been epoxied onto the bottom of a 4 mL glass vial. Solutions were 
unstirred; if the experiments required heat, the 20 mL vial was placed into an oil 
bath. 

 

Figure 3.S8. Glass slide left in growth solution for 5 minutes. Some 50 micron-
sized crystals already evident, with some smaller particles. Scale bar 50 microns. 
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Figure 3.S9. Slide left in growth solution for 45 minutes, scale bar 50 microns. 
Some quite large crystals visible, as well as small crystals in adhered to the slide. 

 

Zn2(dobdc) on mica

CONFIDENTIAL

Some isolated very tall features (50-100 nm)

 

Figure 3.S10. On mica, most features grown from the Reaction 3.1-Zn2(dobdc) 
were tall (fifty to one hundred nanometer) peaks. 
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Figure 3.S11. After five minutes with Reaction 3.1-Ni2(dobdc) growth solution, 
the mica surface was covered by a consistent six nanometer film. Phase contrast 
imaging confirms the film has different mechanical properties than mica. 

 

Figure 3.S12. Height-mapping of Figure 3.S11 displays the presence of some thin 
peaks growing straight up from the film, leading to the interesting hypothesis that 
the Ni2(dobdc) phase may grow off a second thin film that appears at glassware 
surfaces. 
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Figure 3.S13. Reaction 3.1-Co2(dobdc) led to mostly very small, thin peaks, with 
significantly less material present on the surface by volume; this is consistent with 
the belief that lower cobalt surface adsorption (due to its lower charge density 
relative to zinc, magnesium, or nickel) leads to less surface growth. 

 

Figure 3.S14. Of note, the samples with Co2(dobdc) on mica also displayed some 
limited evidence of six nanometer thickness films, like those displayed with 
nickel sample in Figure 3.S11. 
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Figure 3.S15. The reaction mixture for Mg2(dobdc) on mica after five minutes of 
growth displays some evidence of film formation nine nanometers in height. This 
concentration never appears to form any framework from solution. 

 

Figure 3.S16. Mg2(dobdc) also displayed many (relatively small) peaks growing 
directly up from the surface, far more so than cobalt or zinc. 
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Chapter 4: Development and Application of a Zero-Length 
Chromatography System for Transport Diffusion 

Measurements 
 
4.1 Introduction 
 

The sorption kinetics and mass transport behavior of porous materials can be as important to 
their industrial application as their adsorption behavior at equilibrium.1 The material structure and 
crystallite morphology and size distribution dictate the path length or set of path lengths that 
molecules must traverse within the adsorbent. In some cases, differing diffusivities of adsorbates 
or reactants can be used to play a strong role in selectivity.2 However, this kinetic selectivity levies 
high transport resistances, which can cause processes to become impractically slow. The ideal 
material behavior optimizes both flux through the material and selectivity in separation or 
catalysis. However, as described in Chapter 1, the flux through a material or inherent adsorbate 
diffusion within an adsorbent is not necessarily identical to the measured apparent sorption 
kinetics. The measured process kinetics can be a function of several heat and mass transfer 
gradients.3 Differentiating between them requires precise experiments which may test or eliminate 
these gradients separately. Only under these circumstances can one be confident that the quantity 
being measured is in fact an inherent (or effective) intracrystalline diffusivity. 

One such discriminating technique to measure transport diffusion is zero-length column 
chromatography.4 By using very small amounts of adsorbent in high-flow measurements, thermal 
gradients are negligible. Then, by changing the purge flow rate and gas type, the controlling 
resistance can be identified and quantified. While this is a simple experimental set-up in theory, 
effective instrument design must include careful handling of precise flow rate, valving effects that 
are negligible or do not interfere with desorption curves, and careful avoidance of the introduction 
of water for highly hydrophilic materials.  

In Chapters 2 and 3, I have described methods of controlling the size and shape of M2(dobdc) 
and M2(dobpdc) in some cases across several orders of magnitude. This size control is in fact path 
length control within the crystallites.  In this chapter, I detail work building, debugging, and using 
a novel zero-length column instrument designed and built within this lab for the purposes of 
diffusional measurements. Two case studies are presented: diffusion of CO2 within Zn2(dobdc) 
synthesized as described in Chapter 3 and diffusion of m-xylene within Co2(dobdc) of differing 
aspect ratios, synthesized as described in Chapter 2. Both examples are designed to test transport 
properties of adsorbates involved in highly energy-intensive industrial separations within these 
size-controlled crystallites.5 

 
4.2 Experimental Methods 

 
General Procedures, Materials, and Reagents. All syntheses of M2(dobdc) and M2(dobpdc) 

are described in Chapters 2 and 3 of this work or below and referenced individually. Acetone, 
methanol, and hydrochloric acid were purchased commercially and used without further 
purification. 

Solvothermal Synthesis of Co2(dobdc). Single crystals of Co2(dobdc) were synthesized using 
a slight modification to a previously published procedure.6 A solution of H4dobdc (74.3 mg, 0.375 
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mmol) in 2.5 mL of THF was added to a solution of Co(CH3COO)2·4H2O (93.4 mg, 0.375 mmol) 
in 2.5 mL of deionized water in a PTFE-lined Parr-reactor. The reactor was placed in an oven that 
was preheated to 110 °C and kept at this temperature for 5 days to give pink needle-shaped single 
crystals. The crystals were soaked three times in 20 mL of DMF for 24 h at 120 °C, followed by 
soaking three times in 20 mL of methanol at 60 °C. Fully desolvated Co2(dobdc) single crystals 
were obtained by heating at 180 °C under dynamic vacuum for 24 h. 

Thermogravimetric Analysis Kinetics. Thermogravimetric Analysis (TGA) with CO2 
uptake was done using a Q5000 Thermogravimetric Analyzer and TGA measurements involving 
propane were taken using a Discovery Series 5500 Thermogravimetric Analyzer from TA 
Instruments. For CO2 sorption kinetics on the bare framework, between 0.5 and 8 mg of sample 
were dropcast from methanol onto an aluminum TGA pan. For propane sorption kinetics on the 
bare framework, samples of Co2(dobdc) were activated from methanol on a Schlenk line overnight 
and then left open to air for several hours. Leaving the samples open to air allowed for a consistent 
amount of MOF to be measured out onto each TGA pan, as each sample was found to have 
adsorbed the same amount of water. 5.00 mg of sample was placed on a TGA pan; when activated 
this procedure gave 3.40 ± 0.10mg of activated material. In order to minimize error associated with 
sample distribution each sample was evenly dispersed on the pan with three drops of methanol. 
Samples were activated on the TGA under a flow of nitrogen at 180 °C for two hours. After this 
initial activation, propane cycles were performed on each sample by first cooling to the target 
temperature (typically 40 °C), equilibrating for 5 minutes and then introducing a 2% stream of 
propane (balance nitrogen). After propane adsorption each sample was heated back to 180 °C 
under a flow of nitrogen for at least 30 minutes (the previous baseline from the initial activation 
was often achieved after 10 minutes). Purge gas flow rate was 20 mL/min. 

Zero-Length Column Experiments. All samples are loaded in air into a custom-assembled 
ZLC cell (see Fig. 4.5) and activated in situ under flowing He for at least twelve hours. Samples 
as loaded are either methanol- or water-solvated. Insufficiently-activated metal–organic 
framework samples behave as if they have lower capacity (Section 4.10). Ultrahigh purity 
(99.999%) He and Ar were used as instrument purge gases for sample activation and desorption. 
High purity (99.99%) H2 is used as a fuel source for the flame ionization detector (FID) and goes 
through a hydrocarbon removal column prior to reaching the detector. The adsorbates m-xylene 
and p-xylene were purchased from commercial sources, dried over 3 Å molecular sieves, and then 
stored over 3 Å molecular sieves in an N2-filled glovebox. CO2 equilibration used two different 
gas cylinders: 1.5% CO2/98.5% N2 and 4% CO2/96% N2, both commercially bought from Praxair. 
All gas cylinders (He, Ar, CO2 mixture) go through a Restek Triple Gas Filter to remove trace 
oxygen, moisture, and hydrocarbons. 

 
4.3 Results and Discussion 

  
In Chapters 2 and 3 of this work, methods for controlling the size, shape, and dispersity of 

M2(dobdc) and M2(dobpdc) materials are described. Intuitively, this control should lead to 
measurable differences in intracrystalline diffusion, because size and shape control of these highly 
anisotropic materials correlates with control over path length. While the diffusivity itself for 
identical material composition should not change, the time constant of diffusion is related to the 
square of the path length. Elongating a one-dimensional structure in the pore direction results in 
longer pores, and thus longer path lengths. Control of the path length within porous materials can 
directly control the sorption kinetics: that is, the time scale associated with adsorption and/or 
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desorption within materials. However, examining the kinetics of a macroscopic sorption 
experiment is only under certain circumstances a probe of intracrystalline diffusion.  

Thermogravimetric Analysis Sorption Kinetics. One initial set of tests demonstrating this 
convolution of mass transfer resistances was done using thermogravimetric analysis (TGA) as a 
technique to probe the kinetics of adsorption within Co2(dobdc). These experiments did not work 
to uncover intracrystalline diffusion, but they are a useful case study in the concepts discussed and 
the motivation to build an instrument capable of discriminating between different mass transfer 
processes. The Co2(dobdc) crystallites were synthesized using Reaction 2.3 to achieve multiple 
crystallite lengths (Fig. 4.1). 
 

 

Figure 4.1. From left to right, Co2(dobdc) crystallites synthesized from the 
Co(CH3COO)2, Co(ClH2CCOO)2, and Co(Cl3CCOO)2 precursors using Reaction 
2.3 to create three sets of crystallites of varying path length. 

Initial experiments probed the kinetics of CO2 uptake by activation at introducing pure CO2 at 
a given temperature and watching mass change; as CO2 adsorbs, the mass of the sample will 
increase. In Figure 4.2, the kinetics of adsorption for the shortest path length sample is compared 
to that of the longest path length sample. Time zero is the time at which the gas stream was 
switched to CO2 (see Section 4.2). To create this graph, the weight was normalized by the baseline 
activated weight. Additional weight, ascribed to CO2, was then normalized to the amount of weight 
corresponding to one CO2 molecule per open-metal site, called “Occupancy.” No meaningful trend 
emerged: the aspect ratio in this case, for the temperatures probed, does not play a quantifiable 
role in sorption uptake. This can be due to several causes. First, CO2 is a relatively small molecule 
and the pores of Co2(dobdc) are around 1.2 nanometers in diameter. For fast-diffusing molecules, 
very large crystallites are required to be able to measure diffusion. It is likely that path length 
control across several microns does not control the overall kinetics for CO2 uptake. Instead, much 
larger crystallites (at least tens to hundreds of microns) appear to be needed to measure diffusion. 
This work will be presented in the first ZLC case study for the zinc analogue.  
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Figure 4.2. The kinetics of CO2 adsorption for a. small aspect ratio crystallites 
and b. large aspect ratio crystallites. 

The sample mass was found to be important in dictating the kinetic profile of CO2 uptake: the 
same material at different masses could show different kinetic curves. This can be a sign of 
interparticle mass transfer resistance.7 The lack of correlation displayed in Figure 4.2 between 
kinetics and intracrystalline path length typically means that some slower resistance controls the 
process. The overall kinetics are dictated by the overall mass transfer coefficient, which is the sum 
of the local resistances, such as intracrystalline diffusion, intercrystalline diffusion, or film 
resistance. Unless the intracrystalline diffusion is significantly slower than the other processes, the 
overall mass transfer resistance is a poor proxy.  

From these experiments, it may be concluded that the intracrystalline diffusion is not slow 
enough to dictate the overall kinetics. For process design, this is an advantage. For the purpose of 
studying diffusion, however, this combination of technique/sorbent/sorbate is insufficient. One 
way to address this is to consider a slower-diffusing molecule. CO2 has a fairly small kinetic 
diameter (330 pm), which is inversely related to gas-phase diffusion rate.8,9 The same trend can 
hold within microporous materials.10,11 Further experiments were run on a second TGA instrument 
with propane as a guest molecule (kinetic diameter 430 pm).  

For the propane experiments, the same set of Co2(dobdc) crystallites were used (Fig. 4.1). 
Sample masses were weighed out carefully using the microbalance of the TGA itself (See Section 
4.2). The time derivative of propane uptake at 40 °C was compared across this series of crystallites. 
For these crystallites, at the same mass, the sorption kinetics curves overlay perfectly (Fig. 4.3).  
The only reproducible difference in kinetics arises when one of these samples is compared to a 
significantly larger crystallite (Fig. 4.4). Here a difference in kinetics arises on the tail end of 
uptake, attributable to adsorbate-adsorbate interactions as the pore fills. This slower uptake 
corresponds to an 8% lower total uptake during the half hour experiment, indicating that diffusivity 
may be measurable for crystallites approximately an order of magnitude larger in size.  
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Figure 4.3. The propane uptake kinetics across a series of monodisperse 
Co2(dobdc) crystallites yields essentially no difference in uptake kinetics, 
suggesting that intracrystalline diffusion is not the controlling mass transfer 
resistance under these conditions.  

 

Figure 4.4. The hundred-micron sized Co2(dobdc), synthesized solvothermally and 
displayed in purple, displayed the only reproducible kinetic limitation via this 
technique versus small Co2(dobdc) crystallites, in green. 
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One additional note about using this technique to study porous materials, particularly those 
with open-metal sites, is that it is possible even for instruments that should be air-tight to have 
some water leakage. The Discovery 5500 TGA displayed some signs of water leakage during 
experiments. Water will displace many adsorbates of interest at open-metal sites.6,12 Control tests 
temperature cycling under nitrogen displayed mass uptake too large to be accounted for by 
nitrogen uptake at 40 °C (Fig. 4.S1). Comparison with non-hydrophilic materials rules out system 
error. All experiments should have careful monitoring of possible inadvertent water exposure for 
these materials.  

These experiments together suggest, first, that an even larger (and slower-diffusing) adsorbate 
is required to probe the differences in path length between the monodisperse samples of 
Co2(dobdc). Second, studies of the diffusion of CO2 within these frameworks should require 
crystallites of at least hundred-micron size path length, such as the Zn2(dobdc) and Zn2(dobpdc) 
samples synthesized in Chapter 3. Third, variables such as purge gas flow rate and sample mass 
could strongly affect the apparent kinetics. Even for the case of the large-crystal Co2(dobdc), it is 
impossible to claim that the apparent kinetics are controlled in large part by the intracrystalline 
mass transfer. To be able to measure transport diffusivities, it is imperative to differentiate between 
different mechanisms of control in microporous materials. This led me to the conclusion that I 
needed to build a set-up capable of running measurements using a technique such as zero-length 
column chromatography (ZLC). 

Adapting a Gas Chromatography Instrument for ZLC Measurements. Although the 
reader is directed to Chapter 1 for a full accounting of mass transfer resistances and the technique 
of zero-length column chromatography, a short review is provided here. The technique relies upon 
the use of step-changes in adsorbate pressure to very small amounts of adsorbent (<1 mg to ~ 15 
mg). The minimization of adsorbent quantity, combined with high gas flow rates, maintains 
isothermal conditions within the cell, allowing for the elimination of heat effects. The step changes 
consist of a switching valve between a stream that contains adsorbate molecules and a purge 
stream. This is followed by a set of tests which can differentiate between different mass transfer 
resistances, including changes in flow rate, in purge gas, and in crystallite size. While the lab did 
not possess an instrument dedicated to these measurements, I saw that the operation of a gas 
chromatograph could be repurposed to act in a similar manner. The design, successes and 
challenges of this strategy, denoted as ZLC-Gen. 1, follow. 

Included among the advantages of using this strategy of converting a gas chromatograph 
instrument is that it is a non-destructive use of pre-existing equipment that many labs already 
possess. Dedicated instruments for ZLC measurements, on the other hand, are rare. Using these 
tools may make the technique more accessible to the wider porous materials community. Typical 
gas chromatographs operate by injecting a sample to be analyzed into an inert gas stream, also 
known as the carrier gas.13 Typical carrier gases are helium or nitrogen. The stream then traverses 
columns packed with material that can interact with various compounds within the sample 
differently, causing them to have different traversal times. These samples (after components have 
been separated) are then fed to a detector. Two typical detectors are thermal conductivity detectors 
(TCD) and flame ionization detectors (FID). The TCD senses changes in the thermal conductivity 
of the stream and compares it to a reference stream. The FID, on the other hand, is based off the 
generation and detection of ions during combustion of organic compounds. In general, FIDs have 
higher precision and lower detection limits but can only detect combustible materials. While the 
TCD has lower precision, it is a universal detector. The gas chromatograph adapted here has both 
in series. 
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The gas chromatography instrument has an inlet feed of helium and a sample loop, the latter 
of which I manipulated to monitor the desorption behavior of two industrially important molecules, 
CO2 and p-xylene. While ZLC instruments typically use mass flow controllers to control the flow 
rate of the stream, the gas chromatograph instead relies upon a measured pressure set-point. A 
restricting column was added as a capillary flow-restrictor to the helium line to maintain 
appropriate flow rates. To measure initial CO2 kinetics, a T-junction was added to the sample loop 
attaching a CO2 cylinder. The basic operation is thus switching between the sample loop, which 
has a mixture of He/CO2, and the pure He stream. During equilibration, the sample saturates with 
CO2 molecules. During desorption, the stream switches to pure He, and the resultant stream 
concentration of CO2 is observed. The cell itself contains 0.3 mg to 5 mg of MOF sandwiched 
between two stainless steel frits within a 1/16” Swagelok fitting (Fig. 4.5). The outlet of this cell 
leads directly to the TCD inlet, which is connected to the FID inlet. 
 

 

Figure 4.5. The ZLC cell contains a small amount of sample in between porous 
sinter disks. Glass wool holds the disks and sample in place and prevents sample 
from leaving the cell. 

CO2 Desorption Using ZLC-Gen. 1. Initial tests were run with CO2 as an adsorbate on large 
Co2(dobdc) crystallites (150 microns in length), synthesized solvothermally. As CO2 is not 
combustible, the TCD must be used on this instrument. An example of a blank cell response is 
displayed in Fig. 4.S2. The baseline concentration of CO2 is noisy. Nonetheless, the baseline signal 
while CO2 is flowing through the cell may be averaged for our c0 value. With a linear response 
factor for the detector and a given adsorbate, the voltage given by the detector is linearly related 
to the concentration in the stream, and the plot may then be converted to one of stream 
concentration c normalized to initial concentration c0. The blank cell drops in signal faster, as to 
be expected, since it does not have the capacitance of the MOF (Fig. 4.6).  

The first test is to vary the flow rate at the same temperature for the same sample. This leads 
to different values of the controlling nondimensional parameter, also known as the washout 
parameter, L, which is a ratio of sorption equilibrium factors to sorption kinetic factors. See 
Chapter 1 for more details.  
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Figure 4.6. The desorption curves plotted as c/c0 versus total flow in mL shows 
signal delay for the MOF. Scale bar on inset SEM micrograph is 100 microns. 

The desorption kinetics for CO2 with the Co2(dobdc) sample were captured at a flow rate of 10 
mL/min and 20 mL/min. The data were collected three times per desorption run, and these three 
runs were averaged together. For an equilibrium-controlled process, the curves should overlay 
when plotted as a function of F, flow rate, times t, time. Instead, Fig. 4.S3 displays kinetic control. 
The curve for the faster flow rate drops more steeply at the beginning but then levels to a more 
shallow slope, consistent with a kinetically-controlled mass balance.  

However, the use of a T-junction to bleed in CO2 led to some control problems in amount of 
CO2. One fundamental difficulty with converting a gas chromatograph instrument is that it only 
has one gas inlet. For gaseous adsorbates, the experiment requires switching between two gas 
streams. As referenced in Chapter 1, it is easiest to run ZLC experiments within the linear section 
of the isotherm, where amount adsorbed at equilibrium is linearly proportional to the partial 
pressure of the gas.  

With the equipment available, I was only able to decrease the concentration of CO2 to be about 
30% of the stream when joined at the sample loop to the helium stream, because the CO2 pressure 
needed to be high enough to prevent back-diffusion of helium to the CO2 cylinder. An alternate 
solution would be to use a cylinder with a lower partial pressure of CO2, as done in subsequent 
sections. However, the sample junction is isolated when helium is not passing through it, leading 
to sample loop pressurization. The second-generation instrument has separate mass flow 
controllers for the adsorbate stream, avoiding this problem. 

Adapting for Vapor-Phase Adsorbates. Initial experiments with the kinetics of xylene 
sorption on Co2(dobdc) were also conducted using this instrument. As xylenes are liquid at room 
temperature, the introduction of xylenes to the sample is accomplished using a bubbler. The purge 
gas stream flows through and equilibrates with the liquid xylenes, generating a saturated stream. 
During desorption, the stream instead bypasses the bubbler. A general schematic of this operation 
is displayed in Figure 4.8. This is thus a second mode of operation, where the only gas cylinder 
used is the purge gas. I chose to study xylenes for several reasons: first, that the separation itself 
is of significant interest to the separations community, as the global energy cost  of separating the 
isomers is high; second, that the material Co2(dobdc) has been suggested for the separation of p-
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xylene, m-xylene, o-xylene, and ethylbenzene; and third, that the molecules are relatively bulky, 
which should result in slower intracrystalline diffusivity. More information on this will be given 
in the second case study presented in this chapter.  

For these experiments, the T-junction was removed from the sample loop and a bubbler 
containing the xylene adsorbate of interest (see Section 4.2) was introduced. The line is purged 
prior to attachment, so that the adsorbate liquid is kept air- and water-free. The sample loop is also 
kept under static pressure during desorption, but there is little noticeable change in pressure at the 
beginning of the equilibration section. 

 

Figure 4.7. A schematic of vapor-phase sorption kinetics experiments, with p-
xylene as an example adsorbate. 

Detector Saturation. Regardless of the specific detector chosen, each method detects 
compounds based on a chemical or physical property of the sample. The response is an amplified 
electrical signal, which is then digitized and stored. Each detector has some normal range of 
setpoint variables and physical characteristics within which operation is normal. When some 
parameters fall outside of the typical usage, the detector can become saturated. In this case, the 
increase in signal as a function of increasing amount of analyte is less than expected. For an FID, 
detector saturation generally arises from incomplete combustion: the flame is no longer able to 
burn the large amount of analyte which passes through it.13 The detectors generally sample at a 
fixed rate (in this case, 5 Hz). Higher flow rates have larger amounts of analyte passing through 
per amount of time and in some cases can lead to detector saturation. Figure 4.8 has a cartoon 
example of this case. Since all flow rates are sampled at the same frequency, the faster flow rates 
have higher signal. In the case of detector saturation, this can lead to false kinetic curves, beginning 
from a lower value with later onset of desorption.  

Care must be taken to look for signs of this instrument limit: at the beginning of saturation, the 
voltage is no longer proportional to the flow rate. Further, at very high flow rates, the instrument 
background noise can change and appear to be non-physically low. That is, the level of background 
noise during equilibration will appear to approach zero.  

 

 

Figure 4.8. At left, illustrative cartoon desorption curves (faster flow rate has faster 
overall desorption). The middle diagram shows an overlaid detection limit. At far 
right, this detection limit has truncated the curves corresponding to fast and medium 
flow rates, changing their apparent kinetics. 
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Water-Scavenging and Material Compatibility. The initial bubbler design included Viton® 
o-rings, which are not compatible with xylenes. The o-rings gradually failed and introduced water 
and air, the former of which will compete with the desired adsorbate at the open-metal sites. The 
use of Kalrez® o-rings is required for experiments with xylenes. In general, material compatibility 
requirements must be met, including the valving and tubing. The ZLC-Gen 1 contains stainless 
steel and bronze components. Prior to usage, chemical compatibility should be checked for any 
desired sample. 

Normal gas chromatography instruments have columns designed to separate components of 
the effluent stream such that they can be detected separately. From deliberate design, the only 
column present is that of the zero-length MOF column. If a stream has two components, such as 
water and p-xylene, a universal detector such as a TCD will read the fraction-averaged thermal 
conductivity of the stream. The FID, being unable to combust water, will only detect the xylene. 
The presence of water is not obvious in such a configuration.  

Water leakage was detected by running multiple adsorption-desorption cycles on the same 
material without activation: at one temperature, switching between helium + xylene to pure helium. 
For a plot of concentration versus time, the area under the curve may be integrated to yield total 
concentration on the material, which corresponds to material capacity.14 Over time, for no material 
change, the curves should overlay exactly. Instead, in this configuration, the curves were shifting 
down, indicating similar kinetics but a loss in capacity (Fig. 4.9). This is how the water-leakage 
through the o-ring was detected. Two solutions were developed: first, to replace the failing o-rings; 
second, to add in 4 Å molecular sieves into the bubbler. These are materials with pores large 
enough to allow water uptake but small enough that xylene molecules will not be able to penetrate. 
All bubbler configurations now adopt both these settings. 

 

 

Figure 4.9. Subsequent adsorption/desorption cycles at the same temperature 
display a loss of material capacity over time. With better o-rings and water-
scavenging sieves in the bubbler, the curves overlay perfectly. 
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Development and Design of ZLC-Gen. 2. Despite these advancements, several factors 
spurred the development of a dedicated instrument for the technique. Controlling the flow rate for 
ZLC-Gen. 1 was accomplished through changing a pressure set-point on the instrument. However, 
even the instrument specifications only promised a steady flow rate within 5%. Figure 4.S4 
displays an example of non-overlaying runs arising from an apparent variation of the flow rate 
during equilibration. Indeed, using a flowmeter to measure the flow rate at set points, it was found 
to be inconsistent within about 5%. Instead of using a pressure set-point, dedicated mass flow 
controllers should be used to control the stream flow rate. For gas phase measurements, the 
instrument needs two gas inlets.  

Further, CO2 is an adsorbate of considerable interest to our lab. As it cannot be combusted, 
only the TCD may be used to detect it. However, the TCD has a significantly higher detection limit 
than the FID does: the lower limit for the TCD is around 100–300 ppm, while the FID can detect 
molecules at 0.5 ppm. This is quite a disadvantage, as traditional ZLC analysis uses the lower 
concentration section of the graph to glean diffusion constants (see Chapter 1 for more details). 

Any future work on kinetics in materials for direct air capture of CO2 would be best done with 
high resolution at hundreds of ppm down to two to three orders of magnitude lower. Another option 
would be to include a mass-spectrometer as a detection tool, which has its own advantages. 
However, including a mass spectrometer would nearly double the cost of the instrument. Instead, 
I decided on an FID that included a methanizer unit. The flame ionization detector is preceded by 
a hydrogenating reactor, which converts CO2 and CO into methane. This lowers the concentration 
detectable by at least two orders of magnitude and enables study on materials designed for direct 
air capture of CO2. 

Finally, it is standard practice to compare the response of a blank column to that of the sample 
adsorbent column. The last improvement made to instrument design at this point was to include 
the ability to switch between two different columns, i.e. one blank and one sample column, for 
easier trouble-shooting and analysis. A schematic of the instrument as-designed is in Figure 4.10.  

 



90 
 

 

Figure 4.10. The ZLC-Gen. 2 as designed. Both gas cylinders are controlled by 
mass flow controllers. The stream may be directed through a bubbler or directed 
around it. At any time, the flow will go through either Column 1 or Column 2. 

Of note, the liquid phase adsorbate may also be used to add a co-adsorbate, if desired, such as 
water. Carbon capture under humid conditions is one example of an experiment that could benefit 
from this configuration. 

Thermal Equilibration in ZLC-Gen. 2. A final description of design criteria corresponding 
to stream thermal equilibration for this instrument is described in this section. Each dashed line in 
Figure 4.11 denotes a separate oven which may be heated up to 220 °C. The helium cylinder sits 
at room temperature. The xylenes bubbler is contained within a cooling (or heating) bath. By 
controlling the temperature of the bath, the vapor-liquid equilibrium of the gas/liquid mixture is 
controlled. The vapor pressure of a liquid is the equilibrium pressure of the vapor above the liquid: 
that is, the pressure of the vapor resulting from evaporation of a liquid above the liquid in a closed 
container. As temperature increases, the vapor pressure increases. This is a convenient way to 
control stream concentration of an adsorbate if and only if the desired concentration is accessible, 
the temperature may be controlled well, and the stream can be fully equilibrated.  

Although initial experiments began with p-xylene, its liquid characteristics are non-ideal for 
these experiments. As discussed in Chapter 1, it is often helpful to run desorption kinetics 
experiments with a low initial concentration: ideally, within the linear region of the isotherm for a 
given material, adsorbate, and temperature. Examination of the material isotherm allows a range 
of vapor pressures at which the amount of adsorbate on the surface should be linearly related to 
the vapor pressure. For effective use of a bubbler, this vapor pressure should correspond to a 
temperature range that is easily held steady. For materials with relatively weak adsorption, this is 
an easy criterion to meet, as the linear region of the isotherm encompasses a large range of vapor 
pressures. However, for open-metal site containing framework, the heat of adsorption can be quite 
strong, leading to a small linear region at low pressures. 

For the case of p-xylene, the liquid freezes at 13 °C. The vapor pressure of this liquid at room 
temperature, about 13 mbar, is well above saturation for the framework. A similar adsorbate with 
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better physical characteristics for these purposes is m-xylene, which has a freezing point of −48 
°C. The minimum vapor pressure readily achievable for m-xylene is correspondingly much lower 
than that of p-xylene, and a large range of vapor pressures may be held at temperature more easily 
without freezing. The lowest temperature baths attempted were obtained using ethylene 
glycol/ethanol dry ice baths to reach temperatures of −45 °C to −40 °C. Given the gas inlet is at 
room temperature and the sample columns are within an oven at 140 °C, the intermediate diversion 
to a -40 C liquid requires two subsequent temperature swings.  

As originally built, the thermal equilibration tubing present did not allow enough heat transfer 
area. Figure 4.11 contains the results of a desorption experiment before fixing thermal 
equilibration. The conditions included a -42 °C ethylene glycol/ethanol dry ice bath, intended to 
saturate the helium stream with a very small amount of m-xylene, such that the experiment stays 
within the linear regime of the isotherm during equilibration and desorption. The problem with 
this lack of thermal equilibration is only obvious by careful examination of the very low 
concentration (10-5 of the original concentration) region. Clearly, the data goes to a minimum and 
then increases. Under proper conditions, this should never happen: at desorption, the instrument 
switches to pure purge gas, and the concentration should only decrease as the adsorbate is flushed 
out of the system. The results of this experiment indicate that the concentration of adsorbate is 
increasing as purge gas flows out. 

This errant concentration increase arises from insufficient stream heating from -42°C to 140 
°C before coming out of the bubbler loop in Figure 4.10. The stream then cooled the apparatus 
itself, allowing for additional xylene adsorption within the instrument. As the instrument tubing 
heats up during the desorption instrument, when the stream bypasses the cooling bath, additional 
xylene concentration slowly comes from the instrument heating up. It is of rather low 
concentration, 10−6 to 10−5 of the original signal voltage, but most diffusional information for 
kinetic experiments is contained in the long-time asymptote that covers this range. This problem 
was solved through the addition of extra thermal equilibration columns before and after the cooling 
bath originally depicted in Figure 4.10, allowing a flat baseline post-desorption (Fig. 4.11). The 
final configuration of the instrument, in Figure 4.12, allows for reproducible desorption kinetics 
with either gas-phase or vapor-phase adsorbates. 
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Figure 4.11. Before adding thermal equilibration, the signal gradually rises over 
time; after adding thermal equilibration columns, the signal remains flat. 

 

 

Figure 4.12. The final ZLC-Gen. 2 design includes the ability to switch between 
two gas columns, both controlled by mass flow controllers. The stream may go 
through the bubbler or bypass. A six-foot column is included for thermal 
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equilibration pre-bubbler and two columns bring the temperature back up to oven 
temperature for equilibration and desorption. 

Case Study 1: CO2 Transport Diffusion in Zn2(dobdc). Metal–organic frameworks have 
been heavily studied as potential energy-efficient adsorbents for carbon dioxide capture from post-
combustion processes. The M2(dobdc) and M2(dobpdc) family of materials have been studied 
extensively as CO2-selective materials for CO2/N2 separations. However, little is known about gas 
diffusion within these materials. Previous PFG-NMR studies on the behavior of CO2 within the 
expanded-pore Zn2(dobpdc) suggested high diffusion anisotropy within the material. At 1 bar CO2, 
the diffusivity along the pore direction was measured to be around 6 × 10-9 m2/s and diffusivity 
perpendicular to the pore was measured to be around 4 × 10-11 m2/s.15,16 This non-zero diffusivity 
through the pore walls was attributed to the presence of defects.  

The measurement of these materials using ZLC is of interest for several reasons. For one, ZLC 
measurements probe transport diffusion across the entire sample in the cell. This is diffusion in 
response to a concentration gradient, as at time zero the environment surrounding the crystals 
changes from the equilibration stream to a purge stream containing no adsorbate. While the self-
diffusivity can be equal to the transport diffusion, this is not necessarily true. Indeed, in 
measurements of zeolite diffusion, different methods of measuring diffusion have led to 
dramatically different values measured. In general, different techniques lead to a trend in 
diffusivity measured, where macroscopic uptake methods (gravimetric or volumetric) lead to 
particularly low estimates of diffusivity, while PFG-NMR can be up to five orders of magnitude 
higher in diffusivity. This is an incredible spread of values. Diffusivities measured using ZLC, 
which is a macroscopic method, tend to be higher than the larger-scale gravimetric or volumetric 
measurement but are still often lower than the PFG-NMR values. Diffusion in MOFs using ZLC 
has not yet been reported, as the technique has instead measured the materials at equilibrium, not 
under kinetic control. This presents a unique opportunity to compare transport and self-diffusion. 
Using the zinc analogue of M2(dobdc) or M2(dobpdc)  allows for facile comparison to PFG-NMR, 
as the metal cations are diamagnetic. 

Notably, very large crystals needed to be synthesized for either PFG-NMR or ZLC 
measurements. This was accomplished through using control over surfaces described in Chapter 
3, leading to crystals up to 700 microns in length (Fig. 4.13). These are the largest crystals reported 
for Zn2(dobdc). PFG-NMR experiments run by a collaborator, Dr. Alex Forse, yielded highly 
anisotropic self-diffusivities near 1 bar. The diffusivity along the pore direction (D∥) for CO2 
within Zn2(dobdc) is 1 × 10−9 m2/s, while the diffusivity perpendicular to the pore direction was 
lower than instrument limits. The resulting diffusion anisotropy (D∥/D⊥) is at least 10,000, 
indicating that diffusion is overwhelmingly one-dimensional along the pores. 
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Figure 4.13. Optical microscope image of Zn2(dobdc) synthesized using Reaction 
3.1. Scale bar is 500 microns.  

The same set of crystallites (post PFG-NMR) were used to measure diffusion using zero-length 
column chromatography. For these measurements, about 1 mg of the material was placed into the 
cell and activated at 180 °C for twelve hours. The adsorbate stream was 4% CO2/96% N2. High 
flow rates were chosen (20 mL/min versus 40 mL/min) to maximize the controlling non-
dimensional parameter L and achieve kinetic control (see Chapter 1). The experiment temperature 
was 30 °C, as lower temperatures could not be controlled well within the oven. As expected, the 
overall desorption is faster at the higher flow rate (Fig. 4.S5). The simple graphical check of 
plotting concentration versus flow rate multiplied by time  (F×t)14 was employed to differentiate 
between kinetic and equilibrium measurements (Fig. 4.14). This plot clearly indicates that 
Zn2(dobdc) is under diffusive control, as the curves cross and the higher flow rate has an 
asymptotic tail characteristic of diffusion.  
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Figure 4.14. The F×t plot clearly displays the crossover behavior indicative of 
kinetic control at high flow rates for CO2 within large crystallites of Zn2(dobdc). 

These desorption curves may then be used to calculate diffusivity. The cell is very close to the 
detector and resulting pressure drop after the cell has been minimized, so the pressure within the 
cell may be well-approximated as 1 bar.17 The equilibrium pressure of CO2 is within the linear part 
of the CO2 isotherm at 30 °C.18 Extracting CO2 diffusivity from these plots was done using a 
version of the long-time asymptote technique using an experimentally-measured crystal size 
distribution and assuming one-dimensional diffusion. As displayed in Figure 4.14, the crystal size 
ranges from a few microns to hundreds of microns. Because the time constant is related to l2/D, a 
range of crystal lengths leads to a range of time constants, which imparts curvature to the long-
time asymptote.19,20 Failing to include this leads to underestimation of the diffusivity.20 

Similarly, one-dimensional diffusion is used rather than spherical diffusion as PFG-NMR 
indicates that diffusion is essentially one-dimensional. While previous studies on equilibrium in 
M2(dobdc) have used the concept of the effective spherical diameter to be able to apply three-
dimensional spherical diffusion equations,17 the crystals used here are much larger and under 
diffusional control.  As one-dimensional diffusion and spherical diffusion deviate in the long-time 
asymptote, using an effective sphere would introduce some avoidable error into this analysis.21 

Simultaneous regression was used on both curves to minimize the mean-squared error of fits 
to the long-time asymptotic region, including nine different size fractions (Table 4.1) ranging from 
390 microns to 10 microns in characteristic length (the characteristic length is the half-length of 
the crystallite, following the model of one-dimensional slab diffusion22). These size fractions are 
weighted by volume, determined experimentally by measuring crystal size and width across as set 
of 650 crystallites and calculating approximate cylindrical volume. Each individual small 
crystallite contributes significantly less than the very large crystallites, which contain the bulk of 



96 
 

the diffusive lengths. The size fractions are defined by the longest length represented, following 
normal crystal size distribution handling.20 

Table 4.1. List of path lengths and corresponding volume fractions in Zn2(dobdc) 
crystallites used for zero-length column CO2 diffusion measurements. 

Characteristic path length (µm) Volume fraction 
390 0.1 
340 0.2 
290 0.1 
265 0.1 
210 0.1 
190 0.1 
170 0.1 
140 0.1 
108 0.1 

 
The best fit to the simultaneous regression is a diffusivity of 7×10−11 m2/s, which is about an 

order of magnitude and a half lower than that measured for the exact same crystallites using PFG-
NMR. The highest flow rate overlaid with the fit is displayed in Figure 4.15. This is both intriguing 
and in line with previous experimental results for zeolites. The effective transport diffusivity here 
is lower than the self-diffusivity measured at higher pressures. Since the isotherm is linear in this 
region, the Darken equation predicts a constant diffusivity,23 so the discrepancy is not predicted 
by thermodynamics. It is extremely unlikely that this arises from heat effects at such a small 
amount of adsorbate and such high flow rates. I must therefore conclude that I am measuring the 
effect of additional mass transfer resistances relative to the PFG-NMR measurements.  

 

 

Figure 4.15. The highest flow rate desorption curve overlaid by the linear fit to 
the asymptote with calculated diffusivity. 
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The diffusion times used for the PFG-NMR analysis were 40 ms; the root mean square 
displacements measured using the Einstein equation were therefore about 9 microns, assuming the 
measured diffusivity of 1 × 10−9 m2/s. This is significantly smaller than the average volume-
weighted crystallite length, indicating that self-diffusion within the crystallite was probed, but 
surface effects were likely largely avoided on this length scale. However, the measurement of 
transport diffusion using ZLC necessarily arises from the entire length of the crystallite across the 
entire sample. It is likely that the additional barriers arise from defects, crystalline fault planes, 
and surface barriers. One-dimensional pores are particularly susceptible to these barriers, as any 
pore blockage can significantly hinder diffusion and/or material capacity. Because these 
crystallites were also used for PFG-NMR, they have undergone extensive handling and air 
transport. Future work should be done to determine if the defects are native or introduced through 
handling. In addition, it is imperative to study the effects of different crystallization conditions to 
minimize these barriers for optimal material performance. 

Case Study 2: m-Xylene Transport Diffusion in Co2(dobdc). I also used ZLC to examine 
the effect of changing the path length within Co2(dobdc). Using different anions as described in 
Chapter 2, the aspect ratio can be tuned from short to moderate aspect ratio crystallites. These 
Co2(dobdc) crystallites vary in path length from less than a micron to ten microns. Measuring 
diffusion along these shorter path lengths requires correspondingly lower diffusivity. One way to 
accomplish this is by choosing a larger adsorbate. One particularly interesting set of molecules for 
study is the C8 isomers o-xylene, m-xylene, p-xylene, and ethylbenzene (Table 4.2). While these 
isomers are produced as a mixture through reformates or pyrolysis, industrial demand is far higher 
for some isomers than others.24 The combined energy cost of separating benzene and its related 
derivatives adds up to about 50 GW per year.5 It is thus of great interest to find materials which 
can be used in less energy-intensive processes, such as adsorbents. 

One such material demonstrating the ability to distinguish between all four C8 isomers of 
interest is Co2(dobdc).25 Each molecule has a different amount of interaction with the framework, 
and this differentiation can be used to fractionate a mixture of C8 xylenes. In fact, several of the 
isomers can interact with multiple metal sites at once, leading to particularly strong binding within 
the framework. As listed in Table 4.2, all four C8 isomers have significantly higher kinetic diameter 
than CO2. This is expected to lead to slower diffusion within the pores of M2(dobdc). Thus, xylenes 
presented an intriguing goal for demonstrating successful path length control within Co2(dobdc). 

Table 4.2. Selected physical properties of the C8 alkylaromatics24,26 

C8 isomer boiling point (°C) kinetic diameter (Å) melting point (°C) 
o-xylene 144.4 6.8 −25 
m-xylene 139.1 6.8 −48 
p-xylene 138.4 5.8   13 
ethylbenzene 136.2 5.8 −95 

 
Unlike CO2, the xylenes isomers are liquid at room temperature. While liquid phase ZLC is 

certainly possible, the set-up does add some complications. The hold-up in the fluid phase (amount 
of adsorbate retained in the fluid phase) becomes quite important, as it can be comparable or even 
greater than the hold-up in the adsorbed phase, reducing data sensitivity. For this reason, vapor-
phase xylenes experiments were conducted, requiring the use of a bubbler. In this scenario, during 
equilibration, the purge gas is directed through a bubbler containing the liquid adsorbate. The 
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temperature and vapor-liquid equilibrium dictate the saturation pressure of the adsorbate, which 
can be predicted using semi-empirical correlations such as the Antoine equation.  

Effective use of a bubbler thus demands precise control over liquid adsorbate temperature. The 
first adsorbate tested, p-xylene, proved to be challenging for this reason. The freezing point of p-
xylene is 13 °C, so the bubbler temperature must be above that. Room temperature can vary as 
much as five degrees Celsius, which can lead to substantial variation in the initial stream 
concentration. Within the linear part of the isotherm, this is not a huge concern, because the 
material will have a proportional amount adsorbed regardless of the initial stream concentration. 
However, as mentioned, the differential enthalpies of adsorption are quite high for all four xylenes 
isomers, ranging from −63 ± 4 kJ/mol for ethylbenzene to −77 ± 6 kJ/mol for o-xylene in 
Co2(dobdc).25 Correspondingly, the linear part of the isotherm is at quite low pressures for all four 
adsorbates. For p-xylene, this region is physically inaccessible using a bubbler without stream 
dilution, as the vapor pressure just above the freezing point is 5 mbar,27 well above framework 
saturation.25 

Using a different xylene isomer with a lower freezing point allows for mitigation of stream 
concentration by going to lower bubbler temperatures. Of the isomers, m-xylene has the lowest 
freezing point (−47.9 °C) and the highest kinetic diameter (6.8 Å). I targeted this molecule for 
diffusion studies within the monodisperse Co2(dobdc). While ZLC analysis is easier when the 
starting vapor pressure is within the linear regime of the isotherm, using the bubbler temperature 
to control this requires that the bubbler be kept around −42 °C or below. This proved difficult to 
achieve. Several cooling baths were attempted, including ethylene glycol/ethanol/dry ice and 
acetonitrile/dry ice. However, the mixtures are very hygroscopic and difficult to control. The baths 
only control the temperature within a few degrees, which led to unacceptable levels of 
concentration variation during equilibration. As a result, equilibration was done within a non-linear 
region of the isotherm, at 0 °C. As discussed in Chapter 1, with a non-linear isotherm, the initial 
drop in concentration is steeper, and the time to reach the linear asymptote is longer; nonetheless, 
under diffusional control, the limiting slope is the same. During desorption, as concentration goes 
from the initial amount adsorbed to zero, the concentration will at some point pass through the 
low-pressure region where quantity adsorbed is proportional to stream concentration. Thus, the 
long-time analysis method may still be used to extract diffusivity under equilibrium control. 

The particularly strong binding of m-xylene within the material increases the difficulty of the 
measurements. Consider the non-dimensional parameter L: 
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In using m-xylene as an adsorbate, I hoped to take advantage of a larger kinetic diameter to 

reach measurable diffusivities with micron-scale crystallites. However, the strong affinity of the 
molecules is also included in L within the equilibrium term: as the dimensionless Henry’s law 
constant K goes up, the non-dimensional parameter L goes down, towards equilibrium control. 

This has led to a very strong dependence on Vs, the volume of crystallites within the cell. If 
the sample included is too high in mass, it is impossible to reach kinetic control. The system has a 
stringent upper limit on the flow rate F, as above 40 mL/min the flame of the FID detector is 
extinguished. For particularly strong-binding adsorbates, the sample mass must be minimized.  

For a comparison between long aspect ratio and short aspect ratio Co2(dobdc), I used a 
microbalance to weigh out precise amounts of adsorbent: 0.19 mg in a 1/8” diameter machined 
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stainless steel cup. It takes significant manual dexterity to transfer this cup into the Swagelok ZLC 
cell without upending it and losing the sample. Further, as these materials are highly hydrophilic, 
both samples were methanol-exchanged and treated identically. Over time, the methanol is 
replaced with water, so mass measurements are done as quickly as possible. Previous 
thermogravimetric analysis done using this method found that this treatment led to repeatable 
activated sample mass and subsequent kinetics. The masses do not need to be identical, but the 
flow rate must be scaled to the mass, such that the ratio F/KVs is constant between materials. The 
L value is then only a function of the controlled path length. 

For the long-aspect ratio crystallites (characteristic length 2.5 microns), desorption rate 
increases with increasing flow rate (Fig. 4.16). The F×t plot indicates kinetic control, and the long-
time asymptotes contain diffusional information (Fig. 4.17). Simultaneous regression on both flow 
rates yields a diffusivity of 3×10−14 m2/s. 

 

 

Figure 4.16. A comparison of desorption curves at different flow rates for long 
aspect ratio Co2(dobdc) path length 2.5 microns. 
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Figure 4.17. The volume-normalized F×t plot indicates diffusional control for high 
flow rates in the long aspect ratio Co2(dobdc) crystallites, path length 2.5 microns. 

A comparison under identical conditions (that is, the same F/KVs) for the short aspect ratio 
crystallites instead indicates equilibrium control (Fig. 4.18 and Fig. 4.19). Shortening the path 
lengths by a factor of 5 has decreased the diffusional time constant by a factor of 25, such that I 
can no longer achieve kinetic control. This indicates that the short aspect ratio crystallites are 
better-suited for process use, as the material has equal selectivity but higher flux due to a decrease 
in diffusional path length.  
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Figure 4.18. The desorption curves at high flow rates within the short aspect ratio 
Co2(dobdc) have a steep drop-off due to the highly non-linear isotherm. 

 

Figure 4.19. The F×t plot for the short aspect ratio crystallite under identical 
conditions indicates equilibrium control: diffusive limitations have been removed. 
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4.4 Conclusions and Outlook 
 
Two different strategies for building a zero-length column chromatography instrument have 

been presented here. Retrofitting a gas chromatography instrument is a possible way to run ZLC 
measurements. In this case, care must be taken that flow rate is well-controlled, as it is the main 
differentiating test between equilibrium and kinetic regimes of analysis for desorption curves. 
Additional care must be taken to enforce the necessary thermal equilibration, or slow 
adsorbate/system interactions can introduce steady error into desorption curves. The designed 
system can measure both gas and vapor phase desorption experiments from room temperature up 
to 220 °C. For hydrocarbons, CO2, and CO, the detection limit is less than 1 ppm, allowing for 
good signal for the calculation of limiting diffusivities. 

Very large crystallites of Zn2(dobdc) allow the measurement of CO2 effective diffusivity 
within the pores. The D0 value measured is lower than that measured on the same crystallites using 
PFG-NMR and additionally is lower than that simulated using molecular dynamics. The very small 
sample size and high flow rates rules out the encroachment of heat transfer effects. Instead, the 
lower effective diffusivity is likely to stem from surface resistances and defects. These barriers are 
not apparent from X-ray diffraction or surface area measurements.  

Interestingly, this trend in diffusion constants across techniques is well-represented in the 
literature for zeolites, and similar conclusions about the encroachment of surface barriers have 
arisen. The defects and barriers in Zn2(dobdc) here may be either native to the material or have 
developed through handling. Two potentially illuminating follow-up tests are suggested: the ZLC 
measurements could be redone with brand-new crystallites and tested over time, to see if barriers 
and defects are native or static. The PFG-NMR can also be extended with longer time intervals to 
test longer length scales. If there are surface barriers present, these longer length scales will lead 
more molecules to sample the surfaces and the measured diffusion should drop to become closer 
to the effective overall diffusivity measured via ZLC. The use of these techniques in parallel 
potentially utilizing different frameworks and adsorbates presents an intriguing way to study the 
presence of defects in metal–organic frameworks. In one-dimensional frameworks, even small 
amounts of pore blockages can introduce substantial diffusional resistances, which may or may 
not be obvious in equilibrium measurements.  

The use of m-xylene as an adsorbate in Co2(dobdc) may also be used to show the effect of 
increasing pore length through crystallization control. One substantial challenge in studying this 
adsorbate is how strong the binding is within the framework. As demonstrated in previous 
literature, m-xylene can bind to two different metal sites at once and has a correspondingly high 
binding enthalpy. Because the non-dimensional parameter L is a ratio of equilibrium to kinetics, 
having strongly bound species drives this parameter to equilibrium, making it harder to reach the 
kinetic regime. Very slight variations in the amount of adsorbent can change the apparent kinetics 
from minutes to hours. Despite these challenges, the longest monodisperse crystallites display 
kinetic control at high flow rates. Under analogous conditions of flow rate to crystal volume, the 
shortest aspect ratio crystallites are instead at equilibrium. In effect, shortening the path length has 
lowered the diffusional time constant to the point where diffusion no longer controls apparent 
kinetics. This is an important step towards process application, as it fulfills the desired goal set out 
at the beginning of this chapter: to maximize flux through the material without diminishing 
capacity. While there is no conclusive evidence yet of defects, as it has proved challenging to 
measure self-diffusion in Co2(dobdc) using PFG-NMR due to the presence of paramagnetic Co2+, 
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there is correspondingly no definitive absence of defects. Certainly, any defects present could 
induce a lower effective diffusivity in the material. 

Future work would most easily be done using gas-phase adsorbates that are slow-diffusing but 
weakly-bound and monodisperse crystallites. These can be challenging criteria to fulfill. In the 
first case study, the relatively fast diffusion of CO2 within Zn2(dobdc) required the synthesis of 
very large crystallites to enable measurement. The strong binding of m-xylene within the material 
presented its own challenge, as very small amounts of crystallites were required to get to kinetic 
regimes of measurement. Reducing the crystallite length is an effective tool for removing 
intracrystalline diffusion barriers, as the time constant is related to the square of the crystal length. 
Optimizing materials for application will thus require not only control over crystallization and 
resulting size and morphology but also understanding and control over defects and surface barriers, 
as these may play an inordinate role in controlling process sorption kinetics. 
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Figure 4.S1. At left, Co2(dobdc) cycled between 40 °C and 180 °C under nitrogen; 
at right, PVDF. The Co2(dobdc) particles increase weight during cooling under 
nitrogen, while the PVDF sample (and indeed a bare pan) does not. 
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Figure 4.S2. TCD desorption response (from equilibrated CO2/He to pure He) at 
40 °C with a flow rate of 10 mL/min for a blank cell. 

 

 

Figure 4.S3. Desorption of CO2 from Co2(dobdc) at different flow rates, plotted 
as a function of gas volume passed through the cell. 
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Figure 4.S4. This set at F = 20 ml/min and T = 140 °C is a huge improvement, after 
many major fixes. However, a variation in the flow rate has led the flow rate in run 
3 to be slightly higher, leading to a higher initial concentration and resultant lower 
scaled curve. 
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Figure 4.S5. Desorption curves for CO2 in Zn2(dobdc) as a function of flow rate. 
Overall curve is faster for the higher flow rate. 




