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Abstract
Purpose Integrating machine learning models into electronic medical record systems can greatly enhance decision-making, 
patient outcomes, and value-based care in healthcare systems. Challenges related to data accessibility, privacy, and sharing 
can impede the development and deployment of effective predictive models in spine surgery. Federated learning (FL) offers 
a decentralized approach to machine learning that allows local model training while preserving data privacy, making it well-
suited for healthcare settings. Our objective was to describe federated learning solutions for enhanced predictive modeling 
in spine surgery.
Methods The authors reviewed the literature.
Results FL has promising applications in spine surgery, including telesurgery, AI-based prediction models, and medical 
image segmentation. Implementing FL requires careful consideration of infrastructure, data quality, and standardization, but 
it holds the potential to revolutionize orthopedic surgery while ensuring patient privacy and data control.
Conclusions Federated learning shows great promise in revolutionizing predictive modeling in spine surgery by addressing 
the challenges of data privacy, accessibility, and sharing. The applications of FL in telesurgery, AI-based predictive models, 
and medical image segmentation have demonstrated their potential to enhance patient outcomes and value-based care.
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Introduction

The integration of machine learning (ML) models into 
electronic medical record (EMR) systems has the potential 
to significantly improve healthcare outcomes and value-
based care. ML models have proven effective in analyzing 
large datasets and providing valuable insights into various 
domains in spine surgery [1]. Notably, predictive modeling 
in spine surgery has revealed associations between Med-
icaid recipients, infections, pulmonary and neurological 

disorders, and insurance type, with higher rates of adverse 
events [2–4]. ML models have also demonstrated effective-
ness in predicting sustained opioid use based on factors 
such as preoperative opioid use, antidepressant medication 
use, and insurance status [5–8]. Moreover, in cases of spi-
nal metastases and epidural abscesses, ML has successfully 
identified age, laboratory parameters, and comorbidities as 
predictors of mortality, enhancing risk stratification and 
clinical decision-making in spine surgery [9–12]. In the 
context of spine surgery, predictive modeling has revealed 
associations between demographic factors, comorbidities, 
and adverse events.

The implementation of predictive modeling faces chal-
lenges in acquiring large and diverse databases necessary for 
training artificial intelligence (AI) models. Health data, subject 
to strict regulations due to its sensitivity, are challenging to 
obtain. Anonymization techniques, though employed, may not 
provide comprehensive protection of patient privacy as iden-
tifiable information can be reconstructed from imaging data. 
Additionally, the collection and curation of high-quality data-
sets demands significant time, effort, and expenses, limiting 
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their availability. Data collectors often retain control over their 
valuable data, hindering systematic sharing. These limitations 
concerning data accessibility and privacy pose obstacles to the 
development and deployment of effective predictive models 
in spine surgery.

Federated learning (FL), an ML concept, offers a solu-
tion to the challenges of data governance, privacy, and shar-
ing in healthcare. It utilizes decentralized data collection 
to safeguard sensitive information. The approach allows 
local model training while only transferring model configu-
rations, ensuring that data remain within the institution's 
secure boundaries. Initially proposed by Google for mobile 
devices, FL has found applications in various domains, such 
as autocorrect, where it learns speech patterns and common 
queries without personal data leaving the users’ devices. 
Recent research has demonstrated that FL models achieve 
performance levels comparable to centrally hosted datasets, 
outperforming models trained on isolated single-institutional 
data [13].

This article aims to explore the concept of FL and review 
the literature concerning its potential applications, and the 
challenges of implementing it in orthopedic spine surgery.

Methods

The authors searched PubMed, Google Scholar, Embase, 
and popular media to ensure the novelty of this narrative 
review. Subsequently, these search engines were used to find 
papers pertaining to federated learning, federated learning 
in healthcare, federated learning in surgery, data privacy in 
federated learning, machine learning, machine learning in 
healthcare, and machine learning in orthopedics, telesurgery, 
and in spine surgery. Articles detailing concerns and impedi-
ments to the uptake of FL and ML in healthcare, as well as 
any future applications, were sought out. The authors did 
not adhere to a strict methodology in their search of the 
literature, with no strict inclusion or exclusion criteria for 
the subject material. This paper is meant to focus on FL and 
ML on the subject of spine surgery, an area that the authors 
believe represents many potential future applications for FL. 
The lack of attention thus far paid to this topic precludes 
a systematic search of the literature due to the absence of 
sufficient studies on it. The studies included were those that 
aided the authors in demonstrating a qualitative description 
of FL and bringing it from a more obscure position to a 
much larger audience in the orthopedic spine community.

Principles of federated learning

The usual ML model implements one central server that 
receives data from all data owners involved in collaboration 
and uses that data for model building and training [14]. This 

requires all data owners to send large quantities of raw data 
off-site to this central server. In FL, each data owner has a 
local ML model, which they train using their raw data, which 
develops an update that has been stripped of identifiable 
information. These updates are sent to the central server; 
the central server receives all the updates from each local 
ML model and compiles a weighted average from each local 
update [15]. This weighted average is an aggregate known 
as the consensus model or the global model, which serves 
as the latest update from the centralized server to the local 
models for future use. Each time the local models undergo 
on-site training, they send their updates to the centralized 
server, and the updates are combined to form the latest sys-
tem-wide update, which is referred to as a federated round 
[15]. The principle of FL is to continue performing these 
federated rounds, improving the accuracy of the system at 
each iteration, without any sharing of sensitive information 
(Table 1).

Applications of federated learning 
in orthopedic surgery

Telesurgery, also known as remote surgery, has become 
popular in spine surgery for its cost-effectiveness and time-
saving benefits. Surgical robotics for spine surgery, includ-
ing da Vinci, SpineAssist, Renaissance, and Mazor X, have 
been approved for telesurgery in spine procedures. These 
robots offer improved visualization, precision, and accu-
racy, resulting in reduced hospital stays, decreased radia-
tion exposure, and favorable learning curves [16]. Since they 
are digitally operated, they have the potential to be used 
to perform remote surgeries. However, these telesurgery 
systems are vulnerable to security and privacy attacks due 
to the use of traditional communication platforms. These 
attacks could include potentially redirecting surgical robot 
movement or manipulating feedback, which poses risks to 
patient safety and raises questions about ethical standards in 
medicine concerning risk-taking [17]. To enhance the secu-
rity and confidentiality of patient health data, FL models 
can be utilized. This approach allows for the selective shar-
ing of specific information while maintaining overall data 
privacy. In the FL paradigm, the collected data from sensors 
and actuators are transmitted to a privacy-enhancing layer. 
Data cleaning is performed on confidential patient data to 
address missing or imbalanced values, ensuring that only 
specific patients’ health information is visible to external 
parties, thus enhancing security and trust. The FL paradigm 
involves local and global models, allowing the switch to a 
local model for training while processing data at the global 
model. This distribution of processing tasks avoids system 
overload and facilitates efficient communication between 
patients and doctors.
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AI has emerged as a promising tool in enhancing pre-
dictive accuracy in spine surgery compared to traditional 
statistical modeling. A comprehensive review of the litera-
ture highlighted a wide range of studies that have utilized 
ML algorithms to predict various important outcomes in 
spine surgery, including patient-reported outcome measures 
(PROMs), complications, discharge disposition, length of 
hospital stay, readmission rates, mortality rates, and pro-
longed opioid use, among others [1]. These AI models can 
potentially improve with the availability of more data in the 
field of spine surgery [18]. However, several studies have 
highlighted potential threats to data privacy when using AI 
in predictive modeling. Hackers can exploit vulnerabilities 
in systems that share data with collaborators, enabling them 
to gain control over critical systems like wearable devices 
storing medical information and the decision-making pro-
cesses of robots [18]. To address these concerns, FL para-
digms employ secure aggregation, allowing different parties 
to combine their data securely without direct interaction. 
Furthermore, to enhance privacy, a method called the dis-
tributed Gaussian mechanism adds noise to each data point, 
protecting the details of the data. This also ensures that the 
central server remains unaware of specific data being pro-
cessed. These proposed methods enhance privacy by lever-
aging FL paradigms. They provide a high level of security 
against advanced attacks using quantum computers, and they 
are also accurate and efficient [18]. This allows for a safe and 
secure collaboration between different healthcare institutions 
without compromising patient privacy, enhancing the per-
formance of AI models [19].

Autonomous segmenting is the ability of a system or 
algorithm to automatically identify and separate specific 
objects or structures in an image or dataset without human 
intervention. In the context of spine surgery, it means that 
AI methods can accurately identify and outline anatomical 
structures without the need for manual input from surgeons 
or healthcare professionals. Despite previous investigations 
into spine MRI segmentation [20], further research is war-
ranted due to the challenges posed by the repeatability of 
vertebral morphology, the variability in image acquisition 
parameters, and the anatomical differences between nor-
mal and pathological conditions [21]. However, there are 
two challenges in developing a reliable and accurate model 
for segmenting vertebral bodies: (1) Some methods require 
manual intervention and provide rough segmentations, while 
others offer fine segmentations but take more time and (2) 
limited data from a single medical institution and general 
data protection regulation (GDPR) restrictions hinder data 
transmission. To overcome this, researchers propose using 
FL. In this approach, each institution trains its spine seg-
mentation model using its patient MRI data and periodi-
cally submits the model configurations to a central server. 
The server combines these contributions to create a global 

model, which is then distributed back to the institutions. This 
iterative process continues until the model achieves satisfac-
tory performance. By leveraging FL, this method improves 
the accuracy of segmenting vertebral bodies while preserv-
ing patient privacy, advancing the field of medical image 
analysis [22].

In the context of spine surgery, FL models can be applied 
using data partitioning methods. Consider multiple hospitals 
or clinics specializing in different aspects of spine health, 
such as spinal surgery, physical therapy, and radiology, 
collaborating to develop a machine learning model for pre-
dicting surgical outcomes or assessing patient risk factors. 
Horizontal FL in spine surgery would involve hospitals 
sharing the same set of patient data (sample space) but hav-
ing different features or attributes for each patient [23]. For 
instance, one hospital might provide surgical data, another 
might provide physical therapy records, and a third might 
provide radiological images. By collaboratively training a 
model on this horizontally partitioned data, insights could 
be gained into the relationships between surgical procedures, 
postoperative recovery, and diagnostic images. Vertical FL, 
on the other hand, would occur when different healthcare 
providers have access to the same set of features, but their 
patient datasets differ [23]. For example, multiple hospitals 
in different locations might have patient records with the 
same attributes, allowing for a collective analysis of the data 
to detect patterns or trends in spine health that might be 
specific to different geographic regions.

Additionally, federated transfer learning could be applied 
when a hospital and an implant company aim to jointly build 
a machine learning model to assess the outcomes of certain 
implants or osteobiologics. In this scenario, the implant or 
osteobiologics company could provide data related to its 
usage, while the hospital contributes patient outcome data. 
This collaborative effort would enable the development of a 
model that assesses the safety and efficacy of interventions 
in spine surgery while respecting the privacy and data own-
ership of each entity involved.

Challenges and limitations

Integrating medical datasets into public databases enables 
broader research but may result in the loss of data own-
ership for the collaborators involved. Successful model 
training relies on various factors, including data collection 
methods, data labeling, quality, bias, and standardization, 
which are challenges inherent to all predictive modeling 
methods [24]. However, granting more researchers and 
crowdfunding workers access to databases for data anno-
tation can help address these issues. Implementing appro-
priate protocols such as well-designed studies, standard-
ized data extraction, labeling, and annotation procedures, 
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accuracy assessments, quality management, and continu-
ous updates is crucial to mitigating these challenges and 
addressing biases or failures. In this context, FL provides 
a viable solution to overcome limitations in data transfer 
between institutions.

Future directions

Federated learning in healthcare will see tremendous 
growth in the coming years. Models geared toward explor-
ing complex relationships among various spinal condi-
tions, procedures, and their outcomes (vertical FL), as 
well as those eliminating the need for a trusted server to 
enhance privacy preservation (decentralized FL), require 
further investigation to facilitate their implementation in 
future real-world FL projects [15]. Strategies to enhance 
privacy preservation in FL-based models also need 
improvement. The three most popular methods used for 
privacy preservation in FL are homomorphic encryption, 
secure multiparty computation, and differential privacy 
[25]. Homomorphic encryption acts as a protective layer, 
allowing encrypted patient data to be analyzed without 
exposing sensitive information. MPC provides a confiden-
tial platform for multiple healthcare institutions to col-
laborate, sharing only necessary data for research without 
revealing complete patient records. Differential privacy is 
a mechanism in which a small amount of random noise is 
added to any data to perturb its value. Among the three 
approaches, differential privacy is widely used in real-time 
applications due to its scalability and lower overhead com-
pared to the other two.

Conclusion

Federated learning shows great promise in revolutionizing 
predictive modeling in spine surgery by addressing the 
challenges of data privacy, accessibility, and sharing. The 
applications of federated learning in telesurgery, AI-based 
predictive models, and medical image segmentation have 
demonstrated their potential to enhance patient outcomes 
and value-based care. However, careful consideration of 
infrastructure, data quality, and standardization is essen-
tial for successful implementation. Future research should 
focus on further optimizing federated learning approaches 
and promoting collaborations for the advancement of 
orthopedic spine surgery.
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