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## ABSTRACT OF THE DISSERTATION

Cross Subspace Alignment and Its Applications to Private Information Retrieval and Coded Distributed Computation

By
Zhuqing Jia
Doctor of Philosophy in Electrical and Computer Engineering
University of California, Irvine, 2021
Chancellor's Professor Syed Ali Jafar, Chair

Originating from the construction of the asymptotic-capacity achieving scheme for $X$-secure $T$-private information retrieval (XSTPIR), the technique of cross-subspace alignment (CSA) emerges as the natural solution to secure and private information retrieval, secure distributed matrix multiplication, and coded distributed batch computation. Characterized by a Cauchy-Vandermonde structure that facilitates interference alignment along Vandermonde terms, while the desired signals remain resolvable along the Cauchy terms, the idea of CSA is shown to be the essential ingredient in the optimal/asymptotically optimal/state-of-art approaches that minimize the download and/or communication cost of these independently introduced but closely related problems.

In this dissertation we will first introduce the idea of CSA to the applications of XSTPIR, XSTPIR with graph-based replicated storage (GXSTPIR) and XSTPIR with MDS coded storage (MDS-XSTPIR). The CSA solution to XSTPIR exploits the Cauchy-Vandermonde structured answer strings that align interference symbols guaranteeing $T$-privacy and $X$ security to achieve the asymptotic capacity. The achievability scheme for GXSTPIR reveals a non-trivial generalization of CSA that takes the advantage of a special structure inspired by dual Generalized Reed Solomon (GRS) codes to allow interference alignment for
arbitrary storage patterns. For MDS-XSTPIR, we propose a novel scheme based on confluent Cauchy-Vandermonde storage structure and a strategy of successive decoding with interference cancellation. Next, by characterizing a connection between a form of XSTPIR problem known as multi-message XSTPIR and the problem of secure distributed matrix multiplication (SDMM), we characterize a series of capacity regions of SDMM, as well as several of its variants. The idea of CSA serves as an essential component of the construction of several achievability schemes. Given the insights from all these results, next, we construct CSA/GCSA codes based on (confluent) Cauchy-Vandermonde structures for coded distributed batch computation (CDBC) that unify, generalize and improve upon the state-of-art codes for distributed computing such as LCC codes for multivariate polynomial evaluations and EP codes for matrix multiplication. Finally, we study the problem of $X$-secure $T$-private federated submodel learning (XSTPFSL), which is a non-trivial generalization of the XSTPIR problem where private writes are needed. The proposed ACSA-RW scheme achieves the desired private read and write functionality with elastic dropout resilience, takes the advantage of the synergistic gain from the joint design of private read and write for low communication costs, and sheds light on a striking symmetry between upload and download costs. Intuitively, private read and write functionalities, as well as their synergistic gain, rely on secure distributed matrix multiplication so that the idea of CSA emerges as the core of the solution.

## Chapter 1

## Introduction

### 1.1 Background

The era of big data, machine learning, cloud computing, and massive parallelization is marked by the rise of fundamental tradeoffs between competing concerns such as privacy, security, robustness, and efficiency. These concerns have been extensively studied independently, for example, the problem of (information-theoretic) private information retrieval (PIR)[102] seeks for a solution that efficiently retrieves one out of $K$ messages stored in a distributed storage system with $N$ servers such that any server can learn nothing about the identity of the desired message. Coded distributed computing (CDC)[68, 138] as another example, is to design distributed computation approaches that are resilient to stragglers through coding techniques. Although a large body of literature devotes to the solutions and the characterization of fundamental limits of these closely related problems (see the exhaustive list of reference for PIR $[102,106,103,120,117,12,109,119,111,116,36,105,54,143,130$, $57,7,128,4,127,112,71,126,22,104,134,9,97,123,115,107,81,21,53,75,52,50]$ and CDC $[140,31,28,141,138,91,69,68,29,30,139,48,6,100,122,77,121,94,44,96,49$,
$65,86,72]$ ), there is a shortage of an unified understanding of the fundamental tradeoffs and a concentrated methodology that combines all.

The central of this dissertation is an interference alignment technique/a coding design named cross-subspace alignment (CSA) that tries to characterize the fundamental tradeoffs between the aforementioned concerns. Originating from the construction of the asymptotic-capacity achieving scheme of $X$-secure $T$-private information retrieval (XSTPIR), CSA is shown to be the essential component of the optimal/asymptotic optimal/state-of-art approaches that minimize the download and/or communication cost of independently introduced but closely related problems including XSTPIR, XSTPIR with graph-based replicated storage (GXSTPIR), XSTPIR with MDS coded storage (MDS-XSTPIR), secure distributed matrix multiplication (SDMM), coded distributed batch computation (CDBC) and $X$-secure $T$-private federated submodel learning (XSTPFSL). In this dissertation, we will introduce the idea of CSA through the solutions to the aforementioned problems and finally build up a unified understanding of the fundamental tradeoffs between privacy, security, robustness, and efficiency through the lens of CSA.

### 1.2 Overview of the Dissertation

We start with Chapter 2, which devotes to characterizing the asymptotic capacity of XSTPIR. In particular, the asymptotic capacity (i.e., the capacity in the limit as the number of messages $K$ approaches infinity) of XSTPIR is characterized and the CSA-based solution emerges as the asymptotic capacity-achieving scheme. The basic element of CSA, i.e., a Cauchy-Vandermonde structure that facilitates interference alignment along Vandermonde terms, while the desired signals remain resolvable along the Cauchy terms, is also introduced. In Chapter 3, we consider the problem of GXSTPIR where instead of fully replicated storage, i.e., every message is replicated at every server, we assume that each message is
replicated only among a subset of servers. A solution based on CSA and specialized storage and query construction inspired by the structure of dual of GRS codes shows that the PIR rate of $\left(\rho_{\min }-X-T\right) / N$ is achievable where $N$ is the number of servers and each message is replicated at least $\rho_{\min }$ times. This is our first non-trivial generalization of CSA techniques. Next in Chapter 4, we study the problem of MDS-XSTPIR where the data is stored among the $N$ servers according to an $X$-secured MDS code with the storage overhead $N / K_{c}$. We present a scheme built upon a confluent Cauchy-Vandermonde storage structure and a successive decoding and interference cancellation strategy that achieves the conjectured asymptotic capacity.

Given the above results, in Chapter 5 we characterize a connection between a special form of secure and private information retrieval known as multi-message XSTPIR and the problem of SDMM which enables us to obtain a series of capacity results of the latter. In Chapter 6, we further seek the application of the idea of CSA to coded distributed batch computation and construct CSA/GCSA ("G" stands for "generalized") codes that unify, generalize and improve upon the state-of-art codes for distributed computing such as LCC codes for multivariate polynomial evaluations and EP codes for matrix multiplication. It is worth noting that Cauchy-Vandermonde structure, as well as confluent Cauchy-Vandermonde structure, is essential in these codes.

In Chapter 7, we study the problem of XSTPFSL, which is a non-trivial generalization of the XSTPIR problem where private writes are needed. The proposed ACSA-RW scheme achieves the desired private read and write functionality with elastic dropout resilience, improves significantly upon available baselines for private-write, and reveals a striking symmetry between upload and download costs. Finally, we conclude this dissertation.

### 1.3 Notation

Bold symbols are used to denote vectors and matrices, while calligraphic symbols denote sets. By convention, let the empty product be the multiplicative identity, and the empty sum be the additive identity. For two positive integers $M, N$ such that $M \leq N,[M: N]$ denotes the set $\{M, M+1, \cdots, N\}$. We use the shorthand notation $[N]$ for $[1: N]$. $\mathbb{N}$ denotes the set of positive integers $\{1,2,3, \cdots\}$, and $\mathbb{Z}^{*}$ denotes the set $\mathbb{N} \cup\{0\}$. For sake of simplicity, let $X_{[m: n]}$ denote the set of random variables $\left\{X_{m}, X_{m+1}, \ldots, X_{n}\right\}$. For an index set $\mathcal{I}=\left\{i_{1}, i_{2}, \ldots, i_{n}\right\}$, let $X_{\mathcal{I}}$ denote the set $\left\{X_{i_{1}}, X_{i_{2}}, \ldots, X_{i_{n}}\right\}$. For variables $a_{n}, n \in[1: N]$ and an arbitrary function $f(\cdot)$, we denote the $N \times 1$ vector whose $n^{\text {th }}$ term is $f\left(a_{n}\right)$, as $\overrightarrow{f(a)}$. Similarly, $\overrightarrow{g(b)}$ denotes the vector $\left(g\left(b_{1}\right), \cdots, g\left(b_{n}\right)\right)^{T}$ for variables $b_{n}, n \in[1: N]$ and a function $g(\cdot)$. For such $N \times 1$ vectors $\overrightarrow{f(a)}$ and $\overrightarrow{g(b)}$, let $\overrightarrow{f(a)} \circ \overrightarrow{g(b)}$ denote their Hadamard product, i.e., the $N \times 1$ vector whose $n^{\text {th }}$ term is $f\left(a_{n}\right) \times g\left(b_{n}\right)$. The notation $X \sim Y$ is used to indicate that $X$ and $Y$ are identically distributed. Mutual informations between sets of random variables are similarly defined. For tuples such as $A=\left(a_{1}, a_{2}, \cdots, a_{n}\right)$ we allow set theoretic notions of inclusion. For example, $b \in A$ denotes the relationship $b \in\left\{a_{1}, a_{2}, \cdots, a_{n}\right\}$. Similarly, $b \in A \backslash\left\{a_{1}\right\}$ denotes $b \in$ $\left\{a_{2}, a_{3}, \cdots, a_{n}\right\}$. For a subset of integers $\mathcal{N} \subset \mathbb{N}, \mathcal{N}(i), i \in[|\mathcal{N}|]$ denotes its $i^{t h}$ element, sorted in ascending order. The notation $\operatorname{diag}\left(\mathbf{D}_{1}, \mathbf{D}_{2}, \cdots, \mathbf{D}_{n}\right)$ denotes the block diagonal matrix, i.e., the main-diagonal blocks are square matrices $\left(\mathbf{D}_{1}, \mathbf{D}_{2}, \cdots, \mathbf{D}_{n}\right)$ and all off-diagonal blocks are zero matrices. For a positive integer $K, \mathbf{I}_{K}$ denotes the $K \times K$ identity matrix. For two positive integers $k, K$ such that $k \leq K, \mathbf{e}_{K}(k)$ denotes the $k^{t h}$ column of the $K \times K$ identity matrix. The notation $\otimes$ is used to denote the Kronecker product of two matrices, i.e., for two matrices $\mathbf{A}$ and $\mathbf{B}$, where $(\mathbf{A})_{r, s}=a_{r s}$ and $(\mathbf{B})_{v, w}=b_{v w},(\mathbf{A} \otimes \mathbf{B})_{p(r-1)+v, q(s-1)+w}=a_{r s} b_{v w} . \mathbf{I}_{N}$ denotes the $N \times N$ identity matrix. $\mathbf{T}\left(X_{1}, X_{2}, \cdots, X_{N}\right)$ denotes the $N \times N$ lower triangular

Toeplitz matrix, i.e.,

$$
\mathbf{T}\left(X_{1}, X_{2}, \cdots, X_{N}\right)=\left[\begin{array}{ccccc}
X_{1} & & & &  \tag{1.1}\\
X_{2} & X_{1} & & & \\
X_{3} & X_{2} & \ddots & & \\
\vdots & \ddots & \ddots & \ddots & \\
\vdots & & \ddots & X_{2} & X_{1} \\
X_{N} & \cdots & \cdots & X_{3} & X_{2}
\end{array}\right]
$$

The notation $\widetilde{\mathcal{O}}\left(a \log ^{2} b\right)$ suppresses ${ }^{1}$ polylog terms. It may be replaced with $\mathcal{O}\left(a \log ^{2} b\right)$ if the field supports the Fast Fourier Transform (FFT), and with $\mathcal{O}\left(a \log ^{2} b \log \log (b)\right)$ if it does not ${ }^{2}$.

[^0]
## Chapter 2

## $X$-Secure $T$-Private Information <br> Retrieval

$X$-secure and $T$-private information retrieval (XSTPIR) is a form of private information retrieval where data security is guaranteed against collusion among up to $X$ servers and the user's privacy is guaranteed against collusion among up to $T$ servers. The capacity of XSTPIR is characterized for arbitrary number of servers $N$, and arbitrary security and privacy thresholds $X$ and $T$, in the limit as the number of messages $K \rightarrow \infty$. Capacity is also characterized for any number of messages if either $N=3, X=T=1$ or if $N \leq X+T$. Insights are drawn from these results, about aligning versus decoding noise, dependence of PIR rate on field size, and robustness to symmetric security constraints. In particular, the idea of cross subspace alignment, i.e., introducing a subspace dependence between Reed-Solomon code parameters, emerges as the optimal way to align undesired terms while keeping desired terms resolvable.

### 2.1 Introduction

Motivated by the importance of security and privacy in the era of big data and distributed storage, in this chapter we explore the information theoretic capacity of private information retrieval (PIR) in a secure distributed storage system. Specifically, our focus in this chapter is on the $X$-secure and $T$-private information retrieval problem (XSTPIR). A PIR scheme is said to be $T$-private if it allows a user to retrieve a desired message from a database of $K$ messages stored at $N$ distributed servers, without revealing any information about the identity of the desired message to any group of up to $T$ colluding servers. Similarly, a distributed storage scheme is said to be $X$-secure ${ }^{1}$ if it guarantees that any group of up to $X$ colluding servers learn nothing about the stored data. The $T$ and $X$ parameters may be chosen arbitrarily depending on the relative importance of security and privacy for any given application.

The rate of a PIR scheme is the ratio of the number of bits retrieved by the user to the total number of bits downloaded from all servers. The supremum of achievable rates is called the capacity of PIR. The capacity of the basic PIR setting was found in [102] to be

$$
\begin{equation*}
C_{\mathrm{PIR}}(N, K)=\left(1+1 / N+1 / N^{2}+\cdots+1 / N^{K-1}\right)^{-1} \tag{2.1}
\end{equation*}
$$

The result was generalized subsequently in [106] to the $T$-PIR setting, as

$$
C_{\mathrm{TPIR}}(N, K, T)=\left\{\begin{array}{lr}
\left(1+T / N+T^{2} / N^{2}+\cdots+T^{K-1} / N^{K-1}\right)^{-1}, & T<N  \tag{2.2}\\
1 / K, & T \geq N
\end{array}\right.
$$

Further generalizations of $T$-privacy, e.g., when privacy is required only against certain specified collusion patterns $[110,56]$ have also been explored. In particular, capacity is

[^1]known for disjoint colluding sets [56].

The rapidly growing body of literature in this area has produced capacity results for PIR under a rich variety of constraints $[102,106,103,120,117,12,109,119,111,116,36,105$, $54,143,130,57,7,128,4,127,112,71,126,22,104,134,9,97,123,115,107,81,21,53,75$, $52,50]$. However, the capacity for the natural setting of secure storage remains unknown, and relatively unexplored. While a number of efforts are motivated by security concerns, such efforts have focused largely on other models, e.g., wiretap models where data security is desired against eavesdroppers listening to the communication between the user and the servers $[14,120]$, Byzantine models where the servers may respond incorrectly by introducing erasures or errors in their response to the user's queries [8, 142, 109, 119, 135], and so called symmetric security models $[103,116,118]$ that allow the user to learn nothing about the data besides his desired message. An exception in this regard is the recent work in [130] where PIR with distributed storage is explored and the asymptotic (large $K$ ) capacity for the $X=T=1$ setting is bounded as

$$
\begin{equation*}
\left(1-\frac{1}{\sqrt{N}}\right)^{2} \leq \lim _{K \rightarrow \infty} C_{\mathrm{XSTPIR}}(N, K, X=1, T=1) \leq\left(1-\frac{1}{N}\right) \tag{2.3}
\end{equation*}
$$

As the main result of this chapter, we close this gap and characterize the asymptotic capacity of XSTPIR for all $N, X, T$ as follows.

$$
\lim _{K \rightarrow \infty} C_{\mathrm{XSTPIR}}(N, K, X, T)= \begin{cases}1-\left(\frac{X+T}{N}\right), & N>X+T  \tag{2.4}\\ 0, & N \leq X+T\end{cases}
$$

The asymptotic capacity characterization leads us to supplementary results which include a general upper bound on the capacity of XSTPIR, the exact capacity characterization for any number of messages $K$ if $N \leq X+T$, and the exact capacity characterization for any $K$ if $X=T=1, N=3$. The results also lead us to interesting observations about aligning
versus decoding noise, dependence of PIR rate on field size, robustness to symmetric security constraints, and a particularly useful idea called cross subspace alignment. When privately retrieving multiple symbols from a desired message in a secure distributed storage system, the structure (say, $1, \beta, \beta^{2}, \cdots$, for one symbol and $1, \gamma, \gamma^{2}, \cdots$ for another, as in Reed-Solomon (RS) codes) of storage and queries for each symbol determines the number of dimensions occupied by interference and the resolvability of desired symbols. Choosing identical RS codes ( $\beta=\gamma$ ) for each symbol of the same message would cause desired signals to align among themselves, while making the RS codes insufficiently dependent would cause interference to occupy too many dimensions. Cross subspace alignment is achieved by drawing the code parameters as linear combinations from the same subspace (say, $\beta=1-\alpha, \gamma=2-\alpha$ ), which turns out to be the optimal way to align interference while keeping desired symbols resolvable. For a summary of results and a better explanation of the main observations we refer the reader directly to Section 2.3.

### 2.2 Problem Statement: XSTPIR

Consider data that is stored at $N$ distributed servers. The data consists of $K$ independent messages, $W_{1}, W_{2}, \cdots, W_{K}$, and each message is represented ${ }^{2}$ by $L$ random symbols from the finite field $\mathbb{F}_{q}$.

$$
\begin{array}{r}
H\left(W_{1}\right)=H\left(W_{2}\right)=\cdots=H\left(W_{K}\right)=L, \\
H\left(W_{1}, W_{2}, \ldots, W_{K}\right)=K L, \tag{2.6}
\end{array}
$$

[^2]in $q$-ary units. There are $N$ servers. The information stored at the $n^{\text {th }}$ server is denoted by $S_{n}, n \in[N]$. An $X$-secure scheme, $0 \leq X<N$, guarantees that any $X$ (or fewer) colluding servers learn nothing about the data.
\[

$$
\begin{equation*}
[X \text {-Security }] \quad I\left(S_{\mathcal{X}} ; W_{1}, \ldots, W_{K}\right)=0, \quad \forall \mathcal{X} \subset[N],|\mathcal{X}|=X \tag{2.7}
\end{equation*}
$$

\]

Besides $X$-security, we place no other constraint ${ }^{3}$ on the amount of storage or the storage code used at each server, all of which is jointly optimized to maximize the capacity of XSTPIR. To ensure information retrieval is possible, note that the set of messages $W_{1}, \cdots, W_{K}$ must be a function of $S_{[N]}$.

$$
\begin{equation*}
H\left(W_{1}, \cdots, W_{K} \mid S_{[N]}\right)=0 \tag{2.8}
\end{equation*}
$$

The user generates a desired message index $\theta$ privately and uniformly from $[K]$. In order to retrieve $W_{\theta}$ privately, the user generates $N$ queries, $Q_{1}^{[\theta]}, Q_{2}^{[\theta]}, \ldots, Q_{N}^{[\theta]}$. The query $Q_{n}^{[\theta]}$ is sent to the $n^{\text {th }}$ server. The user has no prior knowledge of the information stored at the servers, i.e.,

$$
\begin{equation*}
I\left(S_{[N]} ; Q_{[N]}^{[\theta]}, \theta\right)=0 \tag{2.9}
\end{equation*}
$$

$T$-privacy, $1 \leq T \leq N$, guarantees that any $T$ (or fewer) colluding servers learn nothing about $\theta$.

$$
\begin{equation*}
[T \text {-Privacy }] \quad I\left(Q_{\mathcal{T}}^{[\theta]}, S_{\mathcal{T}} ; \theta\right)=0, \quad \forall \mathcal{T} \subset[N],|\mathcal{T}|=T \tag{2.10}
\end{equation*}
$$

[^3]Upon receiving the query $Q_{n}^{[\theta]}$, the $n^{t h}$ server generates an answering string $A_{n}^{[\theta]}$, as a function of the query $Q_{n}^{[\theta]}$ and its stored information $S_{n}$.

$$
\begin{equation*}
H\left(A_{n}^{[\theta]} \mid Q_{n}^{[\theta]}, S_{n}\right)=0 \tag{2.11}
\end{equation*}
$$

From all the answers the user must be able to recover the desired message $W_{\theta}$,

$$
\begin{equation*}
H\left(W_{\theta} \mid A_{[N]}^{[\theta]}, Q_{[N]}^{[\theta]}, \theta\right)=0 . \tag{2.12}
\end{equation*}
$$

The rate of an XSTPIR scheme characterizes how many bits of desired message are retrieved per downloaded bit, (equivalently, how many $q$-ary symbols of desired message are retrieved per downloaded $q$-ary symbol),

$$
\begin{equation*}
R=\frac{L}{D} \tag{2.13}
\end{equation*}
$$

where $D$ is the expected value (with respect to the random queries) of the number of $q$ ary symbols downloaded by the user from all servers. The capacity of XSTPIR, denoted $C_{\mathrm{xSTPIR}}(N, K, X, T)$, is the supremum of achievable rates.

Finally, note that setting $X=0$ and $T=1$ reduces the XSTPIR problem to the basic PIR setting where data storage is not secure and the user's privacy is only guaranteed if no collusion takes place among servers. Setting $X=0$ for arbitrary $T$, reduces XSTPIR to the $T$-PIR problem. Setting $T=0$ for arbitrary $X$ reduces XSTPIR to an $X$-secure storage scheme with no privacy constraint.

### 2.3 Capacity of XSTPIR: Results and Observations

The results of this chapter are presented in this section, followed by some observations.

### 2.3.1 Results

Our first result, presented in the following theorem, is an upper bound on the capacity of XSTPIR.

## Theorem 2.1.

$$
\begin{equation*}
C_{X S T P I R}(N, K, X, T) \leq\left(\frac{N-X}{N}\right) C_{T P I R}(N-X, K, T) . \tag{2.14}
\end{equation*}
$$

The proof of Theorem 2.1 appears in Section 2.4. The intuition behind Theorem 2.1 may be understood through a thought experiment as follows. Without loss of generality, suppose the expected number of bits downloaded from each server is the same. Now, relax the constraints so that $S_{[X]}$, i.e., the stored information at the first $X$ servers is made available globally (to all servers and to the user) for free, the messages $W_{1}, W_{2}, \cdots, W_{K}$ are made available to all servers, and the data-security constraint is eliminated. None of this can hurt capacity because any XSTPIR scheme from before can still be used with the relaxed constraints. So any upper bound on capacity of this relaxed setting is still an upper bound on the capacity of the original XSTPIR setting. The relaxed setting is analogous to the $T$-PIR problem with $K$ messages and $N-X$ servers, for which we already know the optimal download per server from the existing capacity results for $T$-PIR. Thus, the statement of Theorem 2.1 follows. However, formalizing this intuition into a proof is not trivial because of the correlated sideinformation generated at the user and servers in the process of relaxing the constraints. Indeed, the formal proof presented in Section 2.4 takes a less direct approach.

It turns out the bound in Theorem 2.1 is quite powerful. In fact, we suspect that this bound might be tight in general. An immediate observation is that if we set $X=0$, i.e., remove the data storage security constraint, then the bound is tight because it gives us the capacity of $T$-PIR. Similarly, if we set $T=0$, i.e., the privacy constraint is removed, then the bound
is also tight, and the capacity in the absence of privacy constraints is easily seen to be $C_{\text {XSTPIR }}(N, K, X, T=0)=1-\frac{X}{N}$, which is achievable by a simple secret-sharing scheme. We further prove the tightness of this bound for the cases identified in our next set of results. The first setting identifies a somewhat degenerate extreme where it is optimal to download everything.

Theorem 2.2. If $N \leq X+T$, then ${ }^{4}$ for arbitrary $K$,

$$
\begin{align*}
C_{X S T P I R}(N, K, X, T) & =\left(\frac{N-X}{N}\right) C_{T P I R}(N-X, K, T)  \tag{2.15}\\
& =\frac{N-X}{N K} . \tag{2.16}
\end{align*}
$$

The proof of Theorem 2.2 is presented in Section 2.5. Since the upper bound is already provided by Theorem 2.1, only a proof of achievability is needed. Furthermore, since retrieving the desired message in this setting amounts to downloading everything stored at all servers regardless of which message is desired, the only thing required for the achievable scheme is a secure storage scheme, which is readily achieved by including $X$ uniformly random noise symbols for every $N-X$ symbols of each message.

Next, the main result of this chapter is the asymptotic capacity characterization presented in the following theorem.

Theorem 2.3. As the number of messages $K \rightarrow \infty$, for arbitrary $N, X, T$,

$$
\begin{align*}
\lim _{K \rightarrow \infty} C_{X S T P I R}(N, K, X, T) & =\lim _{K \rightarrow \infty}\left(\frac{N-X}{N}\right) C_{T P I R}(N-X, K, T)  \tag{2.17}\\
& = \begin{cases}1-\left(\frac{X+T}{N}\right), & N>X+T \\
0, & N \leq X+T\end{cases} \tag{2.18}
\end{align*}
$$

The proof of Theorem 2.3 appears in Section 2.6. Theorem 2.3 is significant for two reasons.

[^4]First, asymptotic capacity results are particularly relevant for PIR problems because the capacity approaches its asymptotic value extremely quickly - the gap is negligible even for moderate values of $K$, and $K$ is typically a large value. Second, the asymptotic capacity result showcases a new idea, cross subspace alignment, that is interesting by itself.

Insights from the asymptotically optimal scheme allow us to settle the exact capacity of XSTPIR with $X=T=1, N=3$ and arbitrary $K$.

Theorem 2.4. If the number of servers, $N=3$, and $X=T=1$, then for arbitrary number of messages, $K$,

$$
\begin{align*}
C_{X S T P I R}(N=3, K, X=1, T=1) & =\left(\frac{N-X}{N}\right) C_{T P I R}(N-X, K, T)  \tag{2.19}\\
& =\frac{2}{3}\left(1+\frac{1}{2}+\frac{1}{2^{2}}+\cdots+\frac{1}{2^{K-1}}\right)^{-1} . \tag{2.20}
\end{align*}
$$

Theorem 2.4 is proved in Section 2.7. The capacity achieving scheme introduces a new insight. For almost all PIR settings studied so far, asymptotic capacity achieving schemes have been found that send a uniformly random query vector to each server and download a product of the query vector and information stored at the server. Suppose the query vector is uniform over $\mathbb{F}_{q}^{M}$. Then with probability $1 / q^{M}$ the query vector is all zero, and the scheme requests nothing from the server. Typically $M$ depends on the number of messages $K$. As $K$ approaches infinity the probability of requesting nothing approaches zero, so this does not help in the asymptotic sense. However, if the same scheme is used for finite $K$, then $M$ is also finite, $1 / q^{M}>0$, and the average download is reduced by the factor $\left(1-1 / q^{M}\right)$, which improves the achieved rate of the scheme. It is remarkable that the rate achieved in this way depends on the field size. This idea is essential to the capacity achieving scheme for Theorem 2.4.

Next we present some observations that place our results in perspective.

### 2.3.2 Observations

## Alignment of Noise and Interference



Figure 2.1: Suboptimality of the rate achieved by the $X=1$ secure MDS-PIR alternative that allows the user to decode noise relative to the rate achieved with the asymptotically optimal XSTPIR scheme where the noise is aligned with other interference.

Consider the simplest non-trivial setting for XSTPIR, where $X=1, T=1$, and the number of servers, $N \geq 3$. A natural idea for providing $X=1$ secure storage is to include 1 independent uniformly random noise symbol along with the $L$ symbols of each message, creating a new message with $M=L+1$ symbols. This new message is stored across $N$ servers according to an ( $N, M$ ) MDS code, essentially storing a linear combination of the $M$ message symbols at each server, where the coefficients for the noise symbol at each server must be non-zero. Capacity is known for PIR with coded storage (MDS-PIR [11]), and one might wonder if such an MDS-PIR scheme might suffice to achieve capacity with secure storage. It is not difficult to see that the best rate achievable with such an MDS-PIR scheme is

$$
\begin{equation*}
R_{\mathrm{MDS}-\mathrm{PIR}}=\frac{M-1}{M}\left(1+\left(\frac{M}{N}\right)+\cdots+\left(\frac{M}{N}\right)^{K-1}\right)^{-1} \tag{2.21}
\end{equation*}
$$

The $\frac{M-1}{M}$ penalty appears because one of the $M$ symbols of the decoded message is the noise symbol. As $K \rightarrow \infty$, the rate approaches $R_{\text {MDS-PIR, } \infty}=\frac{M-1}{M}\left(1-\left(\frac{M}{N}\right)\right)$. This expression takes its maximum value when $M=\sqrt{N}$, so it can be bounded as,

$$
\begin{equation*}
R_{\mathrm{MDS}-\mathrm{PIR}, \infty} \leq \frac{\sqrt{N}-1}{\sqrt{N}}\left(1-\left(\frac{\sqrt{N}}{N}\right)\right)=\left(1-\frac{1}{\sqrt{N}}\right)^{2} \tag{2.22}
\end{equation*}
$$

Note that this expression matches the achievable rate bound of [130]. However, it is strictly smaller than, $1-2 / N$, the asymptotic capacity of XSTPIR for this setting. Evidently, the natural MDS-PIR solution, and the secret sharing based scheme of [130], are asymptotically suboptimal. In fact, the MDS-PIR solution falls short of the asymptotic $(K \rightarrow \infty)$ capacity of XSTPIR, even if the MDS-PIR scheme is only required to deal with $K=2$ messages. Denoting the corresponding rate of the MDS-PIR scheme as $R_{\mathrm{MDS}-\mathrm{PIR}, 2}$, we have,

$$
\begin{equation*}
R_{\mathrm{MDS}-\mathrm{PIR}, 2} \leq \frac{\sqrt{N+1}}{\sqrt{N+1}+1}\left(1+\left(\frac{\sqrt{N+1}+1}{N}\right)\right)^{-1} \leq 1-\frac{2}{N} \tag{2.23}
\end{equation*}
$$

Figure 2.1 shows that the gap between the $X=1$ secure MDS-PIR alternative and the XSTPIR scheme is significant. Intuitively, the reason for this gap is the following. The secure MDS-PIR alternative allows the user to decode the artificial noise symbol which is added to the message to guarantee security. However, in the XSTPIR scheme, the user is able to decode only the desired message, and not the noise protecting it. In fact this noise is aligned with other interfering symbols, e.g., the noise terms protecting other message symbols, thus creating a more efficient solution. Incidentally, the alignment of noise provides another unexpected benefit, in some cases it automatically makes the scheme symmetrically secure, as explained next.

## Symmetric Security: Capacity of Sym-XSPIR

Let us fix $T=1$, thereby relaxing the $T$-privacy constraint to its minimum value for PIR. Now, suppose in addition to $X$-secure storage, we also include the so called 'symmetric' security constraint, that the user should learn nothing about the data besides his desired message, i.e.,
[Sym-Security]

$$
I\left(W_{[K]} ; A_{[N]}^{[\theta]} \mid Q_{[N]}^{[\theta]}, W_{\theta}, \theta\right)=0
$$

Capacity of the basic $(X=0, T=1, K>1)$ Sym-PIR setting was shown in [103] to be

$$
\begin{equation*}
C_{\mathrm{Sym-PIR}}(K, N)=1-\frac{1}{N} \tag{2.25}
\end{equation*}
$$

Note that there is a loss of capacity due to the additional symmetric security constraint. Furthermore, the capacity without the symmetric security constraint depends on the number of messages $K$ while the capacity with the symmetric security constraint does not.

XSTPIR with the symmetric security constraint and with $T=1$, in short the Sym-XSPIR setting (note that we drop the $T$ because $T=1$ is the degenerate case for $T$-privacy), reveals a surprising aspect of our XSTPIR schemes, that imposing the symmetric security constraint does not affect ${ }^{5}$ our capacity results for $T=1$. This is made explicit in the following corollaries for Sym-XSPIR, that match the corresponding theorems for XSTPIR.

## Corollary 2.1.

$$
\begin{equation*}
C_{S y m-X S P I R}(N, K, X) \leq\left(\frac{N-X}{N}\right) C_{P I R}(N-X, K) . \tag{2.26}
\end{equation*}
$$

[^5]Corollary 2.2. If $N=X+1$, then ${ }^{6}$ for arbitrary $K$,

$$
\begin{align*}
C_{S y m-X S P I R}(N, K, X) & =\left(\frac{N-X}{N}\right) C_{P I R}(N-X, K)  \tag{2.27}\\
& =\frac{1}{N K} . \tag{2.28}
\end{align*}
$$

Corollary 2.3. As the number of messages $K \rightarrow \infty$, for arbitrary $N, X$,

$$
\begin{align*}
\lim _{K \rightarrow \infty} C_{S y m-X S P I R}(N, K, X) & =\lim _{K \rightarrow \infty}\left(\frac{N-X}{N}\right) C_{P I R}(N-X, K)  \tag{2.29}\\
& = \begin{cases}1-\left(\frac{X+1}{N}\right), & N>X+1 \\
0, & N \leq X+1\end{cases} \tag{2.30}
\end{align*}
$$

Corollary 2.4. If the number of servers, $N=3$, and $X=1$, then for arbitrary number of messages, $K$,

$$
\begin{align*}
C_{S y m-X S P I R}(N=3, K, X=1) & =\left(\frac{N-X}{N}\right) C_{P I R}(N-X, K)  \tag{2.31}\\
& =\frac{2}{3}\left(1+\frac{1}{2}+\frac{1}{2^{2}}+\cdots+\frac{1}{2^{K-1}}\right)^{-1} . \tag{2.32}
\end{align*}
$$

The proofs of all 4 corollaries appear in Appendix A.2. Surprisingly, note that there is no loss of capacity in each case due to the additional symmetric security constraint. Also note that according to Corollary 2.4, unlike Sym-PIR, the capacity of Sym-XSPIR depends on the number of messages $K$ for all $K>1$.

[^6]
## Cross Subspace Alignment

Conceptually, the most intriguing aspect of the asymptotically optimal XSTPIR scheme is the extent to which it is able to align interference. Interference alignment is central to PIR [101, 102], and nearly all existing PIR constructions use some form of interference alignment. The strength of XSTPIR lies in the novel idea of cross subspace alignment, that we explain intuitively in this section through an example. Consider the setting of $X=2$ secure and $T=1$ PIR with $N=5$ servers. Let $w_{1}$ be a symbol from a desired message $W$. For simplicity (and because identical alignments are applied to all messages), it suffices to focus on only this message for the purpose of this explanation. In order to guarantee $X=2$ security, $w_{1}$ is mixed with 2 random noise symbols $z_{11}, z_{12}$, according to the following RS Code, so that the $n^{\text {th }}$ row is stored at the $n^{t h}$ server, $n \in[5]$.

$$
\begin{aligned}
& {\left[\begin{array}{l}
1 \\
1 \\
1 \\
1 \\
1
\end{array}\right] w_{1}+\left[\begin{array}{c}
\beta_{1} \\
\beta_{2} \\
\beta_{3} \\
\beta_{4} \\
\beta_{5}
\end{array}\right] z_{11}+\left[\begin{array}{l}
\beta_{1}^{2} \\
\beta_{2}^{2} \\
\beta_{3}^{2} \\
\beta_{4}^{2} \\
\beta_{5}^{2}
\end{array}\right] z_{12}} \\
& \triangleq \overrightarrow{1} w_{1}+\vec{\beta} z_{11}+\overrightarrow{\beta^{2}} z_{12} .
\end{aligned}
$$

To ensure privacy, the query symbol $q_{\theta}\left(q_{\theta}=1\right.$, i.e., this message is desired) is similarly mixed with a noise symbol $z_{1}^{\prime}$.

$$
\overrightarrow{1} q_{\theta}+\vec{\beta} z_{1}^{\prime}=\overrightarrow{1}+\vec{\beta} z_{1}^{\prime}
$$

and the $n^{\text {th }}$ row of this query vector is sent to the $n^{\text {th }}$ server. Each server returns the product of the noisy query symbol and the noisy stored symbol, so that the user receives the

5 answers.

$$
\begin{aligned}
& \left(\overrightarrow{1} w_{1}+\vec{\beta} z_{11}+\overrightarrow{\beta^{2}} z_{12}\right) \circ\left(\overrightarrow{1}+\vec{\beta} z_{1}^{\prime}\right) \\
& =\overrightarrow{1} w_{1}+\vec{\beta}\left(w_{1} z_{1}^{\prime}+z_{11}\right)+\overrightarrow{\beta^{2}}\left(z_{11} z_{1}^{\prime}+z_{12}\right)+\overrightarrow{\beta^{3}} z_{12} z_{1}^{\prime}
\end{aligned}
$$

The desired symbol $w_{1}$ appears along the vector $\overrightarrow{1}$ while the remaining 5 undesired symbols align along 3 dimensions. Specifically, the undesired symbols $w_{1} z_{1}^{\prime}$ and $z_{11}$ align along the vector $\vec{\beta}$; undesired symbols $z_{11} z_{1}^{\prime}$ and $z_{12}$ align along the vector $\overrightarrow{\beta^{2}}$ and undesired symbol $z_{12} z_{1}^{\prime}$ appears along the vector $\overrightarrow{\beta^{3}}$. This type of alignment, enabled by using the same $\vec{\beta}$ in the storage and query, is indeed very useful and has been used previously by Freij-Hollanti et al. for MDS-TPIR [36]. However, note that we have a 5 dimensional space (all vectors are $5 \times 1$ ) and we are so far only using 4 dimensions (one desired, three interference), so there is room for improvement.

In order to improve the efficiency of the retrieval scheme, suppose we try to retrieve another symbol, $w_{2}$, from the same desired message $W=\left(w_{1}, w_{2}\right)$. The challenge is that because of the $X=2$ security requirement $w_{2}$ is mixed with new (independent) noise symbols $z_{21}, z_{22}$ according to an RS code parameterized by $\gamma$,

$$
\begin{equation*}
\overrightarrow{1} w_{2}+\vec{\gamma} z_{21}+\overrightarrow{\gamma^{2}} z_{22} \tag{2.33}
\end{equation*}
$$

so any attempt to retrieve $w_{2}$ will add new interference terms. Since we already have 3 dimensions of interference, the new interference added due to the noise protecting $w_{2}$ must align completely within the existing interference. This will be accomplished by crossalignment, i.e., introducing additional structure across the storage and query codes for the different symbols to be retrieved. In particular, we will use the query vector $\vec{\gamma} \circ\left(\overrightarrow{1}+\vec{\beta} z_{1}^{\prime}\right)$ to multiply with the stored variables containing $w_{1}$ (i.e., $\overrightarrow{1} w_{1}+\vec{\beta} z_{11}+\overrightarrow{\beta^{2}} z_{12}$ ) and the query vector $\vec{\beta} \circ\left(\overrightarrow{1}+\vec{\gamma} z_{2}^{\prime}\right)$ to multiply with the stored variables containing $w_{2}$ (i.e.,
$\overrightarrow{1} w_{2}+\vec{\gamma} z_{21}+\overrightarrow{\gamma^{2}} z_{22}$ ). The sum of the two multiplications is returned as the answer. Note that Hadamard products are commutative and associative. The answers from the 5 servers are now expressed as follows.

$$
\begin{align*}
& \vec{\gamma} \circ\left(\overrightarrow{1} w_{1}+\vec{\beta} z_{11}+\overrightarrow{\beta^{2}} z_{12}\right) \circ\left(\overrightarrow{1}+\vec{\beta} z_{1}^{\prime}\right)+\vec{\beta} \circ\left(\overrightarrow{1} w_{2}+\vec{\gamma} z_{21}+\overrightarrow{\gamma^{2}} z_{22}\right) \circ\left(\overrightarrow{1}+\vec{\gamma} z_{2}^{\prime}\right)  \tag{2.34}\\
& =\vec{\gamma} w_{1}+\vec{\beta} w_{2}+\vec{\beta} \circ \vec{\gamma}\left(w_{1} z_{1}^{\prime}+z_{11}+w_{2} z_{2}^{\prime}+z_{21}\right) \\
& \quad+\overrightarrow{\beta^{2}} \circ \vec{\gamma}\left(z_{11} z_{1}^{\prime}+z_{12}\right)+\vec{\beta} \circ \overrightarrow{\gamma^{2}}\left(z_{21} z_{2}^{\prime}+z_{22}\right)+\overrightarrow{\beta^{3}} \circ \vec{\gamma} z_{12} z_{1}^{\prime}+\vec{\beta} \circ \overrightarrow{\gamma^{3}} z_{22} z_{2}^{\prime} . \tag{2.35}
\end{align*}
$$

Note that we cannot choose $\vec{\beta}=\vec{\gamma}$, because the two desired symbols $\left(w_{1}, w_{2}\right)$ must not align in the same dimension. Also note that by cross-multiplying the first set of answers with $\vec{\gamma}$ and the second with $\vec{\beta}$ we have achieved cross alignment of 4 terms along $\vec{\beta} \circ$ $\vec{\gamma}$. However, we now have 5 dimensions occupied by interference, along the 5 vectors, $\vec{\beta} \circ \vec{\gamma}, \overrightarrow{\beta^{2}} \circ \vec{\gamma}, \vec{\beta} \circ \overrightarrow{\gamma^{2}}, \overrightarrow{\beta^{3}} \circ \vec{\gamma}, \vec{\beta} \circ \overrightarrow{\gamma^{3}}$. Since the overall space is only 5 dimensional and we need two dimensions for desired symbols, we need to restrict interference to no more than 3 dimensions. Surprisingly, it is possible to do this by cross subspace alignment as we show next. Let us introduce a structural relationship between $\beta$ and $\gamma$. In particular, let us set,

$$
\begin{align*}
& \vec{\beta}=\overrightarrow{f_{1}-\alpha}  \tag{2.36}\\
& \vec{\gamma}=\overrightarrow{f_{2}-\alpha} \tag{2.37}
\end{align*}
$$

where $f_{1}, f_{2}, \alpha_{1}, \cdots, \alpha_{N}$ are distinct, so that the answers from the 5 servers are now expressed as,

$$
\begin{equation*}
\left(\overrightarrow{f_{2}-\alpha}\right) w_{1}+\left(\overrightarrow{f_{1}-\alpha}\right) w_{2}+\left(\overrightarrow{f_{1}-\alpha}\right) \circ\left(\overrightarrow{f_{2}-\alpha}\right) I \tag{2.38}
\end{equation*}
$$

where the interference $I$ is

$$
\begin{align*}
I & =\overrightarrow{1}\left(w_{1} z_{1}^{\prime}+z_{11}+w_{2} z_{2}^{\prime}+z_{21}\right)+\left(\overrightarrow{f_{1}-\alpha}\right)\left(z_{11} z_{1}^{\prime}+z_{12}\right)+\left(\overrightarrow{f_{2}-\alpha}\right)\left(z_{21} z_{1}^{\prime}+z_{22}\right) \\
& +\left(\overrightarrow{f_{1}^{2}+-2 f_{1} \alpha-\alpha^{2}}\right) z_{12} z_{1}^{\prime}+\left(\overrightarrow{f_{2}^{2}-2 f_{2} \alpha-\alpha^{2}}\right) z_{22} z_{2}^{\prime} . \tag{2.39}
\end{align*}
$$

Note that there are still 5 interference vectors, no two of which align directly with each other. However, the 5 interference vectors align into a 3 dimensional subspace of the 5 dimensional vector space. This is what we mean by cross subspace alignment and it is essential to this chapter. To see explicitly how the interference aligns into a 3 dimensional subspace, we can rewrite $I$ as,

$$
\begin{align*}
I & =\overrightarrow{1}\left(w_{1} z_{1}^{\prime}+z_{11}+w_{2} z_{2}^{\prime}+z_{21}+f_{1} z_{11} z_{1}^{\prime}+f_{1} z_{12}+f_{2} z_{21} z_{1}^{\prime}+f_{2} z_{22}+f_{1}^{2} z_{12} z_{1}^{\prime}+f_{2}^{2} f_{2}^{2} z_{22} z_{2}^{\prime}\right) \\
& +\vec{\alpha}\left(-z_{11} z_{1}^{\prime}-z_{12}-z_{21} z_{1}^{\prime}-z_{22}-2 f_{1} z_{12} z_{1}^{\prime}-4 f_{2} z_{22} z_{2}^{\prime}\right) \\
& +\overrightarrow{\alpha^{2}}\left(z_{12} z_{1}^{\prime}+z_{22} z_{2}^{\prime}\right) \tag{2.40}
\end{align*}
$$

Thus, due to cross subspace alignment, all of $I$ aligns within a 3 dimensional space, leaving the remaining 2 dimensions interference-free for the desired symbols. Exactly the same alignments apply to all messages as explained in the formal descriptions of the schemes provided in this chapter.

### 2.4 Proof of Theorem 2.1

Let us start with two useful lemmas. The first one shows that the desired message index is independent of the messages, stored variables, queries and answers.

Lemma 2.1. For all $k, k^{\prime} \in[K], \forall \mathcal{T} \subset[N],|\mathcal{T}|=T$, we have

$$
\begin{equation*}
\left(Q_{\mathcal{T}}^{[k]}, A_{\mathcal{T}}^{[k]}, S_{[N]}, W_{1}, \cdots, W_{K}\right) \sim\left(Q_{\mathcal{T}}^{\left[k^{\prime}\right]}, A_{\mathcal{T}}^{\left[k^{\prime}\right]}, S_{[N]}, W_{1}, \cdots, W_{K}\right) \tag{2.41}
\end{equation*}
$$

Proof: Since $W_{1}, \cdots, W_{K}$ is a function of $S_{[N]}$ and $A_{\mathcal{T}}^{[\theta]}$ is a function of $\left(Q_{\mathcal{T}}^{[\theta]}, S_{\mathcal{T}}\right)$ (refer to (2.11)), it suffices to prove $I\left(\theta ; Q_{\mathcal{T}}^{[\theta]}, S_{[N]}\right)=0$. From (2.9), we have

$$
\begin{align*}
& I\left(Q_{[N]}^{[\theta]}, \theta ; S_{[N]}\right)=0  \tag{2.42}\\
\Rightarrow & I\left(Q_{\mathcal{T}}^{[\theta]}, \theta ; S_{[N]}\right)=0  \tag{2.43}\\
\Rightarrow & I\left(Q_{\mathcal{T}}^{[\theta]} ; S_{[N]}\right)=I\left(Q_{\mathcal{T}}^{[\theta]} ; S_{[N]} \mid \theta\right)=0 \tag{2.44}
\end{align*}
$$

Next, we have,

$$
\begin{align*}
I\left(\theta ; Q_{\mathcal{T}}^{[\theta]}, S_{[N]}\right) & \stackrel{(2.9)}{=} I\left(\theta ; Q_{\mathcal{T}}^{[\theta]} \mid S_{[N]}\right)  \tag{2.45}\\
& =H\left(Q_{\mathcal{T}}^{[\theta]} \mid S_{[N]}\right)-H\left(Q_{\mathcal{T}}^{[\theta]} \mid S_{[N]}, \theta\right)  \tag{2.46}\\
& \stackrel{(2.44)}{=} H\left(Q_{\mathcal{T}}^{[\theta]}\right)-H\left(Q_{\mathcal{T}}^{[\theta]} \mid \theta\right)  \tag{2.47}\\
& \stackrel{(2.10)}{=} 0 \tag{2.48}
\end{align*}
$$

The second lemma is a statement of conditional independence of answers from one set of servers from the queries to the rest of the servers.

Lemma 2.2. For all $\mathcal{T}, \mathcal{X} \subset[N], \forall k \in[K], \forall \mathcal{K} \in[K]$, we have

$$
\begin{equation*}
H\left(A_{\mathcal{T}}^{[k]} \mid S_{\mathcal{X}}, Q_{[N]}^{[k]}, W_{\mathcal{K}}\right)=H\left(A_{\mathcal{T}}^{[k]} \mid S_{\mathcal{X}}, Q_{\mathcal{T}}^{[k]}, W_{\mathcal{K}}\right) \tag{2.49}
\end{equation*}
$$

Proof: It suffices to prove that $I\left(A_{\mathcal{T}}^{[k]} ; Q_{[N]}^{[k]} \mid S_{\mathcal{X}}, Q_{\mathcal{T}}^{[k]}, W_{\mathcal{K}}\right)=0$. This proof is presented as follows.

$$
\begin{align*}
I\left(A_{\mathcal{T}}^{[k]} ; Q_{[N]}^{[k]} \mid S_{\mathcal{X}}, Q_{\mathcal{T}}^{[k]}, W_{\mathcal{K}}\right) & \leq I\left(A_{\mathcal{T}}^{[k]}, S_{\mathcal{X}}, W_{\mathcal{K}} ; Q_{[N]}^{[k]} \mid Q_{\mathcal{T}}^{[k]}\right)  \tag{2.50}\\
& \leq I\left(A_{\mathcal{T}}^{[k]}, S_{[N]}, W_{\mathcal{K}} ; Q_{[N]}^{[k]} \mid Q_{\mathcal{T}}^{[k]}\right) \tag{2.51}
\end{align*}
$$

$$
\begin{align*}
& \stackrel{(2.8)(2.11)}{=} I\left(S_{[N]} ; Q_{[N]}^{[k]} \mid Q_{\mathcal{T}}^{[k]}\right)  \tag{2.52}\\
& \stackrel{(2.9)}{=} 0 \tag{2.53}
\end{align*}
$$

The next lemma formalizes the intuition that because of the security constraint, the answers from any $X$ servers are, in some sense, not very useful. Specifically, after conditioning on the information contained in any $X$ servers, the answers from the remaining $N-X$ servers must still contain at least $L$ more bits than the interference that is included in those answers. For a set $\mathcal{X}$, its complement set is denoted as $\overline{\mathcal{X}}$, i.e., $\overline{\mathcal{X}}=\{n \mid n \in[N], n \notin \mathcal{X}\}$. We use $D_{n}$ to denote the expected number of symbols downloaded from Server $n$.

Lemma 2.3. For all $\mathcal{X} \subset[N],|\mathcal{X}|=X$, we have

$$
\begin{equation*}
L \leq \sum_{n \in \overline{\mathcal{X}}} D_{n}-H\left(A_{\overline{\mathcal{X}}}^{[1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[1]}, W_{1}\right) \tag{2.54}
\end{equation*}
$$

Proof:

$$
\begin{align*}
L=H\left(W_{1}\right) & \stackrel{(2.12)}{=} I\left(W_{1} ; A_{[N]}^{[1]} \mid Q_{[N]}^{[1]}\right)  \tag{2.55}\\
& \leq I\left(W_{1} ; A_{[N]}^{[1]}, S_{\mathcal{X}} \mid Q_{[N]}^{[1]}\right)  \tag{2.56}\\
& =I\left(W_{1} ; S_{\mathcal{X}} \mid Q_{[N]}^{[1]}\right)+I\left(W_{1} ; A_{\mathcal{X}}^{[1]}, A_{\overline{\mathcal{X}}}^{[1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[1]}\right)  \tag{2.57}\\
& \stackrel{(2.11)}{=} I\left(W_{1} ; S_{\mathcal{X}} \mid Q_{[N]}^{[1]}\right)+I\left(W_{1} ; A_{\overline{\mathcal{X}}}^{[1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[1]}\right)  \tag{2.58}\\
& \stackrel{(2.9)}{=} I\left(W_{1}, Q_{[N]}^{[1]} ; S_{\mathcal{X}}\right)+I\left(W_{1} ; A_{\overline{\mathcal{X}}}^{[1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[1]}\right)  \tag{2.59}\\
& \stackrel{(2.7)}{=} I\left(Q_{[N]}^{[1]} ; S_{\mathcal{X}} \mid W_{1}\right)+I\left(W_{1} ; A_{\mathcal{X}}^{[1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[1]}\right)  \tag{2.60}\\
& \leq I\left(Q_{[N]}^{[1]} ; S_{\mathcal{X}}, W_{1}\right)+I\left(W_{1} ; A_{\overline{\mathcal{X}}}^{[1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[1]}\right)  \tag{2.61}\\
& \stackrel{(2.9)}{=} I\left(W_{1} ; A_{\overline{\mathcal{X}}}^{[1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[1]}\right) \tag{2.62}
\end{align*}
$$

$$
\begin{equation*}
\leq \sum_{n \in \overline{\mathcal{X}}} D_{n}-H\left(A_{\overline{\mathcal{X}}}^{[1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[1]}, W_{1}\right) \tag{2.63}
\end{equation*}
$$

We may interpret the second term of the RHS of (2.54) as the interference term. To bound it, we need the following recursive relation, stated in a lemma.

Lemma 2.4. For all $\mathcal{X} \subset[N],|\mathcal{X}|=X$ and for all $k \in[K]$, we have

$$
\begin{align*}
& H\left(A_{\overline{\mathcal{X}}}^{[k]} \mid S_{\mathcal{X}}, Q_{[N]}^{[k]}, W_{[k]}\right) \geq \frac{T}{N-X}\left(L+H\left(A_{\overline{\mathcal{X}}}^{[k+1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[k+1]}, W_{[k+1]}\right)\right), \text { if } N>X+T  \tag{2.64}\\
& H\left(A_{\overline{\mathcal{X}}}^{[k]} \mid S_{\mathcal{X}}, Q_{[N]}^{[k]}, W_{[k]}\right) \geq L+H\left(A_{\overline{\mathcal{X}}}^{[k+1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[k+1]}, W_{[k+1]}\right), \text { if } N \leq X+T \tag{2.65}
\end{align*}
$$

Proof: First consider $N>X+T$. Consider any set $\mathcal{T} \subset \overline{\mathcal{X}},|\mathcal{T}|=T$.

$$
\begin{align*}
H\left(A_{\mathcal{X}}^{[k]} \mid S_{\mathcal{X}}, Q_{[N]}^{[k]}, W_{[k]}\right) & \geq H\left(A_{\mathcal{T}}^{[k]} \mid S_{\mathcal{X}}, Q_{[N]}^{[k]}, W_{[k]}\right)  \tag{2.66}\\
& \stackrel{(2.49)}{=} H\left(A_{\mathcal{T}}^{[k]} \mid S_{\mathcal{X}}, Q_{\mathcal{T}}^{[k]}, W_{[k]}\right)  \tag{2.67}\\
& \stackrel{(2.41)}{=} H\left(A_{\mathcal{T}}^{[k+1]} \mid S_{\mathcal{X}}, Q_{\mathcal{T}}^{[k+1]}, W_{[k]}\right)  \tag{2.68}\\
& \stackrel{(2.49)}{=} H\left(A_{\mathcal{T}}^{[k+1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[k+1]}, W_{[k]}\right) \tag{2.69}
\end{align*}
$$

Averaging (2.69) over all choices of $\mathcal{T}$ and applying Han's inequality, we have

$$
\begin{align*}
& H\left(A_{\overline{\mathcal{X}}}^{[k]} \mid S_{\mathcal{X}}, Q_{[N]}^{[k]}, W_{[k]}\right) \\
& \geq \frac{T}{N-X} H\left(A_{\overline{\mathcal{X}}}^{[k+1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[k+1]}, W_{[k]}\right)  \tag{2.70}\\
& \stackrel{(2.11)(2.12)}{=} \frac{T}{N-X} H\left(A_{\overline{\mathcal{X}}}^{[k+1]}, W_{k+1} \mid S_{\mathcal{X}}, Q_{[N]}^{[k+1]}, W_{[k]}\right)  \tag{2.71}\\
&= \frac{T}{N-X}\left(H\left(W_{k+1} \mid S_{\mathcal{X}}, Q_{[N]}^{[k+1]}, W_{[k]}\right)+H\left(A_{\overline{\mathcal{X}}}^{[k+1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[k+1]}, W_{[k+1]}\right)\right)  \tag{2.72}\\
&= \frac{T}{N-X}\left(L+H\left(A_{\overline{\mathcal{X}}}^{[k+1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[k+1]}, W_{[k+1]}\right)\right) \tag{2.73}
\end{align*}
$$

where the last step uses $L=H\left(W_{k+1}\right)$ and $I\left(W_{k+1} ; S_{\mathcal{X}}, Q_{[N]}^{[k+1]}, W_{[k]}\right)=0$, proved as follows.

$$
\begin{align*}
I\left(W_{k+1} ; S_{\mathcal{X}}, Q_{[N]}^{[k+1]}, W_{[k]}\right) & \stackrel{(2.5)(2.6)}{=} I\left(W_{k+1} ; S_{\mathcal{X}}, Q_{[N]}^{[k+1]} \mid W_{[k]}\right)  \tag{2.74}\\
& \leq I\left(W_{[k+1]} ; S_{\mathcal{X}}, Q_{[N]}^{[k+1]}\right)  \tag{2.75}\\
& \stackrel{(2.7)}{=} I\left(W_{[k+1]} ; Q_{[N]}^{[k+1]} \mid S_{\mathcal{X}}\right)  \tag{2.76}\\
& \leq I\left(W_{[k+1]}, S_{\mathcal{X}} ; Q_{[N]}^{[k+1]}\right)  \tag{2.77}\\
& \leq I\left(S_{[N]} ; Q_{[N]}^{[k+1]}\right)  \tag{2.78}\\
& \stackrel{(2.9)}{=} 0 \tag{2.79}
\end{align*}
$$

Next, consider $N \leq X+T$. The proof is similar to that presented above. Note that $|\mathcal{X}|=$ $N-X \leq T$.

$$
\begin{align*}
H\left(A_{\overline{\mathcal{X}}}^{[k]} \mid S_{\mathcal{X}}, Q_{[N]}^{[k]}, W_{[k]}\right) & \stackrel{(2.49)}{=} H\left(A_{\overline{\mathcal{X}}}^{[k]} \mid S_{\mathcal{X}}, Q_{\overline{\mathcal{X}}}^{[k]}, W_{[k]}\right)  \tag{2.80}\\
& \stackrel{(2.41)}{=} H\left(A_{\overline{\mathcal{X}}}^{[k+1]} \mid S_{\mathcal{X}}, Q_{\overline{\mathcal{X}}}^{[k+1]}, W_{[k]}\right)  \tag{2.81}\\
& \stackrel{(2.49)}{=} H\left(A_{\overline{\mathcal{X}}}^{[k+1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[k+1]}, W_{[k]}\right)  \tag{2.82}\\
& \stackrel{(2.11)(2.12)}{=} H\left(A_{\overline{\mathcal{X}}}^{[k+1]}, W_{k+1} \mid S_{\mathcal{X}}, Q_{[N]}^{[k+1]}, W_{[k]}\right)  \tag{2.83}\\
& =H\left(W_{k+1} \mid S_{\mathcal{X}}, Q_{[N]}^{[k+1]}, W_{[k]}\right)+H\left(A_{\overline{\mathcal{X}}}^{[k+1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[k+1]}, W_{[k+1]}\right)  \tag{2.84}\\
& \stackrel{(2.79)}{=} L+H\left(A_{\overline{\mathcal{X}}}^{[k+1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[k+1]}, W_{[k+1]}\right) \tag{2.85}
\end{align*}
$$

This completes the proof of Lemma 2.4.

Now let us apply Lemma 2.4 repeatedly for $k=1,2, \cdots$. When $N>X+T$, we have

$$
\begin{align*}
H\left(A_{\overline{\mathcal{X}}}^{[1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[1]}, W_{1}\right) & \geq \frac{T}{N-X}\left(L+H\left(A_{\overline{\mathcal{X}}}^{[2]} \mid S_{\mathcal{X}}, Q_{[N]}^{[2]}, W_{[2]}\right)\right.  \tag{2.86}\\
& \geq \frac{T}{N-X}\left(L+\frac{T}{N-X}\left(L+H\left(A_{\overline{\mathcal{X}}}^{[3]} \mid S_{\mathcal{X}}, Q_{[N]}^{[3]}, W_{[3]}\right)\right)\right.  \tag{2.87}\\
& \geq \cdots \tag{2.88}
\end{align*}
$$

$$
\begin{equation*}
\geq L\left(\frac{T}{N-X}+\left(\frac{T}{N-X}\right)^{2}+\cdots+\left(\frac{T}{N-X}\right)^{K-1}\right) \tag{2.89}
\end{equation*}
$$

Similarly, when $N \leq X+T$, we have

$$
\begin{align*}
H\left(A_{\overline{\mathcal{X}}}^{[1]} \mid S_{\mathcal{X}}, Q_{[N]}^{[1]}, W_{1}\right) & \geq L+H\left(A_{\overline{\mathcal{X}}}^{[2]} \mid S_{\mathcal{X}}, Q_{[N]}^{[2]}, W_{[2]}\right)  \tag{2.90}\\
& \geq \cdots  \tag{2.91}\\
& \geq L(K-1) \tag{2.92}
\end{align*}
$$

Substituting (2.89), (2.92) into (2.54), we have

$$
\begin{align*}
& L \leq \sum_{n \in \overline{\mathcal{X}}} D_{n}-L\left(\frac{T}{N-X}+\left(\frac{T}{N-X}\right)^{2}+\cdots+\left(\frac{T}{N-X}\right)^{K-1}\right), \text { if } N>X+T  \tag{2.93}\\
& L \leq \sum_{n \in \overline{\mathcal{X}}} D_{n}-L(K-1), \text { if } N \leq X+T \tag{2.94}
\end{align*}
$$

Averaging over all $\mathcal{X}$, we have

$$
\begin{align*}
& L \leq\left(\frac{N-X}{N}\right) D-L\left(\frac{T}{N-X}+\left(\frac{T}{N-X}\right)^{2}+\cdots+\left(\frac{T}{N-X}\right)^{K-1}\right), \text { if } N>X+T  \tag{2.95}\\
& L \leq\left(\frac{N-X}{N}\right) D-L(K-1), \text { if } N \leq X+T \tag{2.96}
\end{align*}
$$

Finally since the rate is defined as $R=L / D$, we arrive at the final bound.

$$
\begin{align*}
& R \leq \frac{N-X}{N}\left(1+\frac{T}{N-X}+\left(\frac{T}{N-X}\right)^{2}+\cdots+\left(\frac{T}{N-X}\right)^{K-1}\right)^{-1}, \text { if } N>X+T  \tag{2.97}\\
& R \leq \frac{N-X}{N} \times \frac{1}{K}, \text { if } N \leq X+T \tag{2.98}
\end{align*}
$$

Thus

$$
\begin{equation*}
C_{\mathrm{XSTPIR}}(N, K, X, T) \leq\left(\frac{N-X}{N}\right) C_{\mathrm{TPIR}}(N-X, K, T), \tag{2.99}
\end{equation*}
$$

and the proof of Theorem 2.1 is complete.

### 2.5 Proof of Theorem 2.2

Let each message consist of $L=N-X$ symbols in $\mathbb{F}_{q}, q \geq N$, and append $X$ instances of 0 symbols, to create artificial messages of length $N$,

$$
\begin{equation*}
\bar{W}_{k}=(W_{k 1}, W_{k_{2}}, \cdots, W_{k(N-X)}, \underbrace{0,0, \cdots, 0}_{X}), \quad \forall k \in[K] . \tag{2.100}
\end{equation*}
$$

Corresponding to each message $W_{k}$, let $Z_{k}=\left(Z_{k 1}, Z_{k 2}, \cdots, Z_{k X}\right) \in \mathbb{F}_{q}^{X}$ be $X$ independent uniform noise symbols, to be used for $X$-security. Let $Z_{k}$ be encoded with an ( $N, X$ ) MDS code to produce $\bar{Z}_{k} \in \mathbb{F}_{q}^{N}$. For each $k \in[K]$ and $n \in[N]$, the $n^{\text {th }}$ server stores the $n^{\text {th }}$ symbol of $\bar{W}_{k}+\bar{Z}_{k}$. Thus, each server stores a total of $K$ symbols. The MDS property of $\bar{Z}_{k}$ ensures that the data storage is $X$-secure. Retrieval is trivial - in order to retrieve the desired message $W_{\theta}$, the user simply downloads everything from all servers. Since the queries do not depend on the desired message, the scheme is $N$-private, so it is also $T$-private. The rate achieved is $\frac{N-X}{N K}$ which matches the capacity for this setting.

### 2.6 Proof of Theorem 2.3

Let us present an XSTPIR scheme for arbitrary $X, T, N, K$, that is asymptotically optimal (as $K \rightarrow \infty$ ). The asymptotic capacity is zero for $N \leq X+T$, so we only need to consider
$N>X+T$. Throughout this scheme we will set

$$
\begin{equation*}
L=N-X-T \tag{2.101}
\end{equation*}
$$

and we will use the compact notation,

$$
\begin{equation*}
\Delta=\prod_{i=1}^{L}\left(f_{i}-\alpha\right) \tag{2.102}
\end{equation*}
$$

$\Delta_{n}$ will represent the value of $\Delta$ when $\alpha$ is replaced with $\alpha_{n}$.

Each message $W_{k}, k \in[K]$, consists of $L=N-X-T$ symbols, $W_{k}=\left(W_{k 1}, W_{k 2}, \cdots, W_{k L}\right)$ from a finite field $\mathbb{F}_{q}$. The field $\mathbb{F}_{q}$ is assumed to have $\operatorname{size}^{7} q \geq L+N$. For the design of this scheme, we will need a total of $L+N$ constants $\alpha_{n}, n \in[N], f_{l}, l \in[L]$ that are distinct elements of $\mathbb{F}_{q}$.

Let us split the messages into $L$ vectors, so that $\mathbf{W}_{l}=\left(W_{1 l}, W_{2 l}, \cdots, W_{K l}\right), l \in[L]$, contains the $l^{\text {th }}$ symbol of every message. Let $\mathbf{Z}_{l x}, l \in[L], x \in[X]$, be independent uniformly random noise vectors from $\mathbb{F}_{q}^{1 \times K}$, that are used to guarantee security. Similarly, let $\mathbf{Z}_{l t}^{\prime}, l \in[L], t \in[T]$, be independent uniformly random noise vectors from $\mathbb{F}_{q}^{K \times 1}$, that are used to guarantee privacy. The independence between noise vectors, messages, and the user's desired message index $\theta$ is specified as follows.

$$
\begin{align*}
& H\left(\left(\mathbf{W}_{l}\right)_{l \in[L]},\left(\mathbf{Z}_{l x}\right)_{l \in[L], x \in[X]},\left(\mathbf{Z}_{l t}^{\prime}\right)_{l \in[L], t \in[T]}, \theta\right)  \tag{2.103}\\
& =H\left(\left(\mathbf{W}_{l}\right)_{l \in[L]}\right)+H(\theta)+K L(X+T) \tag{2.104}
\end{align*}
$$

[^7]in $q$-ary units. Let $\mathbf{Q}_{\theta}$ represent ${ }^{8}$ the $\theta^{\text {th }}$ column of the $K \times K$ identity matrix, so it contains a 1 in the $\theta^{\text {th }}$ position and zeros everywhere else. Note that
\[

$$
\begin{equation*}
\left(\mathbf{W}_{1} \mathbf{Q}_{\theta}, \mathbf{W}_{2} \mathbf{Q}_{\theta}, \cdots, \mathbf{W}_{L} \mathbf{Q}_{\theta}\right)=\left(W_{\theta 1}, W_{\theta 2}, \cdots, W_{\theta L}\right)=W_{\theta} \tag{2.105}
\end{equation*}
$$

\]

is the message desired by the user. A succinct summary of the storage at each server, the queries, and a partitioning of signal and interference dimensions contained in the answers from each server, is provided below.


Table 2.1: A summary of the XSTPIR scheme showing storage at each server, the queries, and a partitioning of signal and interference dimensions contained in the answers from each server.

Initially, the user knows only his desired message index $\theta$ and the noise terms $\mathbf{Z}_{l t}^{\prime}, l \in[L], t \in$

[^8]$[T]$, all of which are privately generated by the user. Each server $n \in[N]$ knows only its stored information $S_{n}$. The storage $S_{n}$ at Server $n$ may be viewed as a $1 \times L K$ row vector formed by concatenating the $L$ row vectors, $\mathbf{W}_{l}+\sum_{x=1}^{X}\left(f_{l}-\alpha_{n}\right)^{x} \mathbf{Z}_{l x}, l \in[L]$. Similarly, the query $Q_{n}^{[\theta]}$ may be viewed as an $L K \times 1$ column vector formed by concatenating the $L$ column vectors, $\frac{\Delta_{n}}{f_{l}-\alpha_{n}}\left(\mathbf{Q}_{\theta}+\sum_{t=1}^{T}\left(f_{l}-\alpha_{n}\right)^{t} \mathbf{Z}_{l t}^{\prime}\right), l \in[L]$.

Upon receiving the query $Q_{n}^{[\theta]}$ from the user, Server $n$ responds with the answer $A_{n}^{[\theta]}$ that is exactly one symbol in $\mathbb{F}_{q}$, found by multiplying $S_{n}$ with $Q_{n}^{[\theta]}$.

$$
\begin{equation*}
A_{n}^{[\theta]}=S_{n} Q_{n}^{[\theta]} \tag{2.106}
\end{equation*}
$$

This produces a single equation in a total of $L(X+1)(T+1)$ terms. Out of these, $L$ terms are desired message symbols $\mathbf{W}_{l} \mathbf{Q}_{\theta}, l \in[L]$, and the remaining $L(X+1)(T+1)-L$ terms are undesired, or interference terms. The interference terms include $L T$ terms of the type $\mathbf{W}_{l} \mathbf{Z}_{l t}^{\prime}, L X$ terms of the type $\mathbf{Z}_{l x} \mathbf{Q}_{\theta}$, and $L X T$ terms of the type $\mathbf{Z}_{l x} \mathbf{Z}_{l t}^{\prime}$. The user obtains one such equation from each server, for a total of $N$ equations, from which he must be able to retrieve his $L$ desired symbols. The key to this is the alignment of $L(X+1)(T+1)-L$ interference terms into $N-L$ dimensions, leaving $L$ dimensions free from interference from which the $L$ desired symbols can be decoded.

First let us identify the desired signal dimensions, i.e., the vectors along which desired symbols are seen by the user. Each answer $A_{n}^{[\theta]}$ contains the desired symbols $\frac{\Delta_{n}}{f_{l}-\alpha_{n}} \mathbf{W}_{l} \mathbf{Q}_{\theta}=$ $\frac{\Delta_{n}}{f_{l}-\alpha_{n}} W_{\theta l}, l \in[L]$. These $L$ desired symbols appear along the following $L$ vectors.

$$
\left[\begin{array}{c}
\frac{\Delta_{1}}{f_{1}-\alpha_{1}}  \tag{2.107}\\
\frac{\Delta_{2}}{f_{1}-\alpha_{2}} \\
\vdots \\
\frac{\Delta_{N}}{f_{1}-\alpha_{N}}
\end{array}\right],\left[\begin{array}{c}
\frac{\Delta_{1}}{f_{2}-\alpha_{1}} \\
\frac{\Delta_{2}}{f_{2}-\alpha_{2}} \\
\vdots \\
\frac{\Delta_{N}}{f_{2}-\alpha_{N}}
\end{array}\right], \cdots,\left[\begin{array}{c}
\frac{\Delta_{1}}{f_{L}-\alpha_{1}} \\
\frac{\Delta_{2}}{f_{L}-\alpha_{2}} \\
\vdots \\
\frac{\Delta_{N}}{f_{L}-\alpha_{N}}
\end{array}\right] \triangleq \vec{\Delta} \circ\left(\overrightarrow{\left(f_{1}-\alpha\right)^{-1}}, \overrightarrow{\left(f_{2}-\alpha\right)^{-1}}, \cdots, \overrightarrow{\left(f_{L}-\alpha\right)^{-1}}\right)
$$

Recall that o represents the Hadamard product. Similarly, the vectors along which interference symbols appear are identified as follows.

$$
\begin{array}{r}
\vec{\Delta} \circ\left(\overrightarrow{1}, \overrightarrow{\left(f_{1}-\alpha\right)}, \cdots, \overrightarrow{\left(f_{1}-\alpha\right)^{X+T-1}}, \overrightarrow{\left(f_{2}-\alpha\right)}, \cdots, \overrightarrow{\left(f_{2}-\alpha\right)^{X+T-1}}, \cdots,\right. \\
\cdots, \overrightarrow{\left(f_{L}-\alpha\right)}, \cdots, \overrightarrow{\left.\left(f_{L}-\alpha\right)^{X+T-1}\right)} . \tag{2.108}
\end{array}
$$

Thus, the vector of answers from all $N$ servers can be expressed as

$$
\begin{equation*}
\overrightarrow{A^{[\theta]}}=\sum_{l=1}^{L} W_{\theta l} \vec{\Delta} \circ \overrightarrow{\left(f_{l}-\alpha\right)^{-1}}+\sum_{l=1}^{L} \sum_{i=0}^{X+T-1} \vec{\Delta} \circ \overrightarrow{\left(f_{l}-\alpha\right)^{i}} I_{l i} \tag{2.109}
\end{equation*}
$$

for some interference terms $I_{l i}$ that are sums of various $\mathbf{W}_{l} \mathbf{Z}_{l t}^{\prime}, \mathbf{Z}_{l x} \mathbf{Q}_{\theta}$, and $\mathbf{Z}_{l x} \mathbf{Z}_{l t}^{\prime}$ terms. The exact form of $I_{l i}$ terms is not important for our analysis. Using binomial expansion to write each $\overrightarrow{\left(f_{l}-\alpha\right)^{i}}$ vector as $\sum_{j=0}^{i}\binom{i}{j} f_{l}^{j} \overrightarrow{\alpha^{i-j}}$, and grouping terms by the vectors $\overrightarrow{\alpha^{i}}$, we can write,

$$
\begin{equation*}
\overrightarrow{A^{[\theta]}}=\sum_{l=1}^{L} W_{\theta l} \vec{\Delta} \circ \overrightarrow{\left(f_{l}-\alpha\right)^{-1}}+\sum_{i=0}^{X+T-1} \vec{\Delta} \circ \overrightarrow{\alpha^{i}} I_{i}^{\prime} \tag{2.110}
\end{equation*}
$$

Thus, all interference is aligned within the subspace spanned by vectors $\vec{\Delta}, \vec{\Delta} \circ \vec{\alpha}, \ldots$, $\vec{\Delta} \circ \overrightarrow{\alpha^{X+T-1}}$. As explained in Section 2.3.2, this is because of cross subspace alignment.

In matrix notation, we have,

$$
\overrightarrow{A^{[\theta]}}=\left[\begin{array}{c}
A_{1}^{[\theta]}  \tag{2.111}\\
A_{2}^{[\theta]} \\
\vdots \\
A_{N}^{[\theta]}
\end{array}\right]=\mathbf{M}_{N}\left[\begin{array}{c}
W_{\theta 1} \\
\vdots \\
W_{\theta L} \\
I_{0}^{\prime} \\
\vdots \\
I_{(X+T-1)}^{\prime}
\end{array}\right]
$$

where the $N \times N$ square matrix (note that $L+X+T=N$ )

$$
\left.\begin{array}{rl}
\mathbf{M}_{N} & =\left[\begin{array}{cccccc}
\frac{\Delta_{1}}{f_{1}-\alpha_{1}} & \cdots & \frac{\Delta_{1}}{f_{L}-\alpha_{1}} & \Delta_{1} & \Delta_{1} \alpha_{1} & \cdots \\
\frac{\Delta_{2}}{} \alpha_{1}^{X+T-1} \\
\frac{\Delta_{2}}{f_{1}-\alpha_{2}} & \cdots & \frac{\Delta_{2}}{f_{L}-\alpha_{2}} & \Delta_{2} & \Delta_{2} \alpha_{2} & \cdots
\end{array} \Delta_{2} \alpha_{2}^{X+T-1}\right. \\
\vdots  \tag{2.113}\\
\frac{\Delta_{N}}{f_{1}-\alpha_{N}} \cdots & \frac{\Delta_{N}}{f_{L}-\alpha_{N}} \\
\Delta_{N} & \Delta_{N} \alpha_{N} \\
\cdots & \Delta_{N} \alpha_{N}^{X+T-1}
\end{array}\right] .
$$

is called the decoding matrix. Evidently, if the decoding matrix is invertible, then the user can recover his $L$ desired message symbols. We show that if $\alpha_{n}, n \in[N], f_{l}, l \in[L]$ are distinct elements of $\mathbb{F}_{q}$, then $M_{N}$ is invertible. Indeed, the invertibility of the matrix $\mathbf{M}_{N}$ follows immediately from the determinant of Cauchy-Vandermonde matrices (see, e.g., [37]). For the sake of completeness, the result, as well as a compact proof, is stated in the following lemma. Note that in our design, we have chosen $\alpha_{n}, f_{l}$ as distinct elements, so Lemma 2.5 guarantees that the scheme satisfies the correctness constraint. Fixing distinct values of $\alpha_{1}, \cdots, \alpha_{N}, f_{1}, \cdots, f_{l}$ completes the design of the scheme.

Lemma 2.5. The decoding matrix $\mathbf{M}_{N}$ is invertible if all $\alpha_{n}, n \in[N], f_{l}, l \in[L]$ are distinct.

Proof. To set up the proof by contradiction, suppose on the contrary that $\mathbf{M}_{N}$ is singular. Then there must exist $c_{n} \in \mathbb{F}_{q}, n \in[N]$, at least one of which is non-zero, such that

$$
\begin{equation*}
c_{1} \vec{\Delta} \circ \overrightarrow{\left(f_{1}-\alpha\right)^{-1}}+\cdots+c_{L} \vec{\Delta} \circ \overrightarrow{\left(f_{L}-\alpha\right)^{-1}}+c_{L+1} \vec{\Delta}+c_{L+2} \vec{\Delta} \circ \vec{\alpha}+\cdots+c_{N} \vec{\Delta} \circ \overrightarrow{\alpha^{X+T-1}}=\overrightarrow{0} \tag{2.114}
\end{equation*}
$$

where $\overrightarrow{0}$ is the vector whose elements are all 0 . Now consider $n$-th row of (2.114).

$$
\begin{equation*}
c_{1} \frac{\Delta_{n}}{f_{1}-\alpha_{n}}+\cdots+c_{L} \frac{\Delta_{n}}{f_{L}-\alpha_{n}}+c_{L+1} \Delta_{n}+c_{L+2} \Delta_{n} \alpha_{n}+\cdots+c_{N} \Delta_{n} \alpha_{n}^{X+T-1}=0 . \tag{2.115}
\end{equation*}
$$

From (2.102), we know that $\Delta_{n} \neq 0$. Then $\alpha_{n}$ must be the root of the following polynomial

$$
\begin{equation*}
g(\alpha)=\sum_{i=1}^{L} c_{i}\left(\frac{\Delta}{f_{i}-\alpha}\right)+\sum_{i=L+1}^{N} c_{i} \Delta \alpha^{i-(L+1)} \tag{2.116}
\end{equation*}
$$

Note that $\Delta$ (as a function of $\alpha$ ) has order $L$ and $f_{i}-\alpha$ is a factor of $\Delta$ (refer to (2.102)), so $g(\alpha)$ has order at most $N-1$. If $g(\alpha)$ is a non-zero polynomial, then it can have at most $N-1$ roots over $\mathbb{F}_{q}$. Now $\alpha_{n}, n \in[N]$ are $N$ distinct roots of $g(\alpha)$, thus $g(\alpha)$ must be the zero polynomial, i.e., the coefficients of all monomials in $g(\alpha)$ must be zero. The coefficient of $\alpha^{N-1}$ is $c_{N}$ so we must have $c_{N}=0$. Then, the remaining coefficient of $\alpha^{N-2}$ is $c_{N-1}$, so we must have $c_{N-1}=0$. Similarly, we find $c_{L+1}=c_{L+2}=\cdots=c_{N}=0$, leaving us with

$$
\begin{equation*}
g(\alpha)=\sum_{i=1}^{L} c_{i}\left(\frac{\Delta}{f_{i}-\alpha}\right) . \tag{2.117}
\end{equation*}
$$

Now, if this $g(\alpha)$ is the zero polynomial, then it must be zero for every $\alpha \in \mathbb{F}_{q}$. Choosing $\alpha$ $\operatorname{such}^{9}$ that $\left(f_{i}-\alpha\right)=0$, gives us $c_{i}=0$ for every $i \in[L]$. Thus, we have $c_{1}=c_{2}=\cdots=c_{N}=0$. This is a contradiction since we assumed that at least one of $c_{n}, n \in[N]$ is non-zero. Thus, the proof is complete.

Now consider the security guarantee. For any $X$ colluding servers, $i_{1}, i_{2}, \cdots, i_{X}$, the $X$ observations, $U_{k l 1}, \cdots, U_{k l X}$, of each message symbol $W_{k l}, k \in[K], l \in[L]$, are protected by noise

[^9]terms as follows.
\[

$$
\begin{align*}
{\left[\begin{array}{c}
U_{k l 1} \\
\vdots \\
U_{k l X}
\end{array}\right] } & =\left[\begin{array}{c}
W_{k l} \\
\vdots \\
W_{k l}
\end{array}\right]+\underbrace{\left[\begin{array}{cccc}
f_{l}-\alpha_{i_{1}} & \left(f_{l}-\alpha_{i_{1}}\right)^{2} & \cdots & \left(f_{l}-\alpha_{i_{1}}\right)^{X} \\
f_{l}-\alpha_{i_{2}} & \left(f_{l}-\alpha_{i_{2}}\right)^{2} & \cdots & \left(f_{l}-\alpha_{i_{2}}\right)^{X} \\
\vdots & \vdots & \vdots \\
f_{l}-\alpha_{i_{X}}\left(f_{l}-\alpha_{i_{X}}\right)^{2} & \cdots & \left(f_{l}-\alpha_{i_{X}}\right)^{X}
\end{array}\right]}_{P} \underbrace{\left[\begin{array}{c}
\mathbf{Z}_{l 1}(k) \\
\vdots \\
\mathbf{Z}_{l X}(k)
\end{array}\right]}_{Z}  \tag{2.118}\\
& =W_{k l} \mathbf{1}+\left[\begin{array}{cccc}
l-\alpha_{i_{1}} & 0 & \cdots & 0 \\
0 & l-\alpha_{i_{2}} & \cdots & 0 \\
0 & 0 & \ddots & 0 \\
0 & 0 & \cdots & l-\alpha_{i_{X}}
\end{array}\right]\left[\begin{array}{ccc}
1 f_{l}-\alpha_{i_{1}} & \cdots & \left(f_{l}-\alpha_{i_{1}}\right)^{X-1} \\
1 & f_{l}-\alpha_{i_{2}} & \cdots \\
\vdots & \left(f_{l}-\alpha_{i_{2}}\right)^{X-1} \\
\vdots & \vdots \\
1 f_{l}-\alpha_{i_{X}} & \cdots & \left(f_{l}-\alpha_{i_{X}}\right)^{X-1}
\end{array}\right]\left[\begin{array}{c}
\mathbf{Z}_{l 1}(k) \\
\vdots \\
\mathbf{Z}_{l X}(k)
\end{array}\right] . \tag{2.119}
\end{align*}
$$
\]

where $\mathbf{Z}_{l x}(k)$ is the $k^{\text {th }}$ element of the vector $\mathbf{Z}_{l x}$. Note that $P$ is a product of a diagonal matrix which is invertible because $\left(f_{l}-\alpha_{i_{j}}\right)$ are non-zero, and a Vandermonde matrix which is invertible because $\left(f_{l}-\alpha_{i_{j}}\right)$ are distinct. Therefore, $P$ is invertible, and the observations are independent of the message symbols as shown below.

$$
\begin{equation*}
I\left(W_{k l} ;\left(U_{k l x}\right)_{x \in[X]}\right)=I\left(W_{k l} ; W_{k l} \mathbf{1}+P Z\right)=I\left(W_{k l} ; W_{k l} P^{-1} \mathbf{1}+Z\right)=I\left(W_{k l} ; Z\right)=0 \tag{2.120}
\end{equation*}
$$

Furthermore, since the noise terms protecting each message symbol $W_{k l}, k \in[K], l \in[L]$, i.e., $\mathbf{Z}_{l x}(k), x \in[X]$ are independent across $(k, l, x)$, security is preserved for all data.

The noise terms protecting each query also have the same structure and independence properties by design. Therefore, it follows from the same reasoning that user's privacy is protected from any $T$ colluding servers.

Finally, note that the user is able to retrieve $L=N-X-T$ desired $q$-ary symbols by downloading $N q$-ary symbols, one from each server. The rate achieved is $L / N=1-(X+T) / N$,
which is the asymptotic capacity for this general setting. This completes the proof of Theorem 2.3.

### 2.6.1 Example: $(X=1)$ Secure, $(T=1)$ Private Scheme with $N=5$

 ServersEach message consists of $L=3$ symbols from a finite field $\mathbb{F}_{q}, q \geq N+L=8$, and characteristic greater than 2. For this setting, $\Delta=\left(f_{1}-\alpha\right)\left(f_{2}-\alpha\right)\left(f_{3}-\alpha\right)$. The answers from all $N=5$

| Server ' $n$ ' $\left(\right.$ Replace $\alpha, \Delta$ with $\left.\alpha_{n}, \Delta_{n}\right)$ |  |
| :---: | :---: |
| Storage | $\mathbf{W}_{1}+\left(f_{1}-\alpha\right) \mathbf{Z}_{1}$, |
| $\left(S_{n}\right)$ | $\mathbf{W}_{2}+\left(f_{2}-\alpha\right) \mathbf{Z}_{2}$, |
|  | $\mathbf{W}_{3}+\left(f_{3}-\alpha\right) \mathbf{Z}_{3}$ |
| Query | $\frac{\Delta}{f_{1}-\alpha}\left(\mathbf{Q}_{\theta}+\left(f_{1}-\alpha\right) \mathbf{Z}_{1}^{\prime}\right)$, |
| $\left(Q_{n}^{[\theta]}\right)$ | $\frac{\Delta}{f_{2}-\alpha}\left(\mathbf{Q}_{\theta}+\left(f_{2}-\alpha\right) \mathbf{Z}_{2}^{\prime}\right)$, |
|  | $\frac{\Delta}{f_{3}-\alpha}\left(\mathbf{Q}_{\theta}+\left(f_{3}-\alpha\right) \mathbf{Z}_{3}^{\prime}\right)$ |

Desired symbols appear along vectors
$\vec{\Delta} \circ\left(\overrightarrow{\left(f_{1}-\alpha\right)^{-1}}, \overrightarrow{\left(f_{2}-\alpha\right)^{-1}}, \overrightarrow{\left(f_{3}-\alpha\right)^{-1}}\right)$
Interference symbols appear along vectors

$$
\vec{\Delta} \circ\left(\overrightarrow{1}, \overrightarrow{f_{1}-\alpha}, \overrightarrow{f_{2}-\alpha}, \overrightarrow{f_{3}-\alpha}\right)
$$

Table 2.2: A summary of the XSTPIR scheme for $X=1, T=1, N=5$, showing storage at each server, the queries, and a partitioning of signal and interference dimensions contained in the answers from each server.
servers may be written explicitly as,

$$
\begin{align*}
\overrightarrow{A^{[\theta]}}=\vec{\Delta} & \overrightarrow{\left(f_{1}-\alpha\right)^{-1}} \mathbf{W}_{1} \mathbf{Q}_{\theta}+\vec{\Delta} \circ \overrightarrow{\left(f_{2}-\alpha\right)^{-1}} \mathbf{W}_{2} \mathbf{Q}_{\theta}+\vec{\Delta} \circ \overrightarrow{\left(f_{3}-\alpha\right)^{-1}} \mathbf{W}_{3} \mathbf{Q}_{\theta} \\
& +\vec{\Delta} \underbrace{\left(\mathbf{W}_{1} \mathbf{Z}_{1}^{\prime}+\mathbf{W}_{2} \mathbf{Z}_{2}^{\prime}+\mathbf{W}_{3} \mathbf{Z}_{3}^{\prime}+\mathbf{Z}_{1} \mathbf{Q}_{\theta}+\mathbf{Z}_{2} \mathbf{Q}_{\theta}+\mathbf{Z}_{3} \mathbf{Q}_{\theta}\right)}_{I_{10}} \\
& +\vec{\Delta} \circ \overrightarrow{\left(f_{1}-\alpha\right)} \underbrace{\left(\mathbf{Z}_{1} \mathbf{Z}_{1}^{\prime}\right)}_{I_{11}}+\vec{\Delta} \circ \overrightarrow{\left(f_{2}-\alpha\right)}(\underbrace{\left.\mathbf{Z}_{2} \mathbf{Z}_{2}^{\prime}\right)}_{I_{21}}+\vec{\Delta} \circ \overrightarrow{\left(f_{3}-\alpha\right)}(\underbrace{\left.\mathbf{Z}_{3} \mathbf{Z}_{3}^{\prime}\right)}_{I_{31}} \tag{2.121}
\end{align*}
$$

$$
\begin{align*}
=\vec{\Delta} \circ & \overrightarrow{\left(f_{1}-\alpha\right)^{-1}} W_{\theta 1}+\vec{\Delta} \circ \overrightarrow{\left(f_{2}-\alpha\right)^{-1}} W_{\theta 2}+\vec{\Delta} \circ \overrightarrow{\left(f_{3}-\alpha\right)^{-1}} W_{\theta 3} \\
& +\vec{\Delta}\left(I_{10}+I_{20}+I_{30}+f_{1} I_{11}+f_{2} I_{21}+f_{3} I_{31}\right)+\vec{\Delta} \circ \vec{\alpha}\left(-I_{11}-I_{21}-I_{31}\right) \tag{2.122}
\end{align*}
$$

Privacy and security are guaranteed since $f_{1}-\alpha_{n} \neq 0, \forall n \in[5]$, the messages and queries are hidden behind the noise.

Interference terms align into the space spanned by the two vectors, $\vec{\Delta}, \vec{\Delta} \circ \vec{\alpha}$, while the 3 symbols of the desired message appear along $\vec{\Delta} \circ \overrightarrow{\left(f_{1}-\alpha\right)^{-1}}, \vec{\Delta} \circ \overrightarrow{\left(f_{2}-\alpha\right)^{-1}}, \vec{\Delta} \circ \overrightarrow{\left(f_{3}-\alpha\right)^{-1}}$. Independence of the 3 desired signal dimensions from the two interference dimensions is trivially verified, because the highest exponent of $\alpha$ along desired signal dimensions is 2 , but each interference dimension has an $\alpha^{3}$ term (contributed by $\Delta$ ). Independence of the 3 desired signal dimensions among themselves is also easily verified, because for

$$
\begin{equation*}
c_{1}\left(f_{2}-\alpha\right)\left(f_{3}-\alpha\right)+c_{2}\left(f_{1}-\alpha\right)\left(f_{3}-\alpha\right)+c_{3}\left(f_{1}-\alpha\right)\left(f_{2}-\alpha\right) \tag{2.123}
\end{equation*}
$$

to be the zero polynomial it must be zero everywhere, but in that case, setting $\alpha-f_{i}=0$ for $i=1,2,3$, leads us to $c_{1}=c_{2}=c_{3}=0$, thus proving their independence. The rate achieved is $3 / 5$, which matches the asymptotic capacity for this setting.

### 2.6.2 Example: $(X=2)$ Secure, $(T=1)$ Private Scheme with $N=4$ Servers

Each message consists of $L=1$ symbol from a finite field $\mathbb{F}_{q}, q \geq N+L=5 . \Delta=(1-\alpha)$. The answers from all $N=4$ servers may be written explicitly as,

$$
\overrightarrow{A^{[\theta]}}=\overrightarrow{1} \mathbf{W}_{1} \mathbf{Q}_{\theta}+\overrightarrow{\left(f_{1}-\alpha\right)}\left(\mathbf{W}_{1} \mathbf{Z}_{1}^{\prime}+\mathbf{Z}_{11} \mathbf{Q}_{\theta}\right)+\overrightarrow{\left(f_{1}-\alpha\right)^{2}}\left(\mathbf{Z}_{11} \mathbf{Z}_{1}^{\prime}+\mathbf{Z}_{12} \mathbf{Q}_{\theta}\right)+\overrightarrow{\left(f_{1}-\alpha\right)^{3}} \mathbf{Z}_{12} \mathbf{Z}_{1}^{\prime}
$$

| Server ' $n$ ' (Replace $\alpha, \Delta$ with $\left.\alpha_{n}, \Delta_{n}\right)$ |  |
| :---: | :---: |
| Storage $\left(S_{n}\right)$ $\mathbf{W}_{1}+\left(f_{1}-\alpha\right) \mathbf{Z}_{11}+\left(f_{1}-\alpha\right)^{2} \mathbf{Z}_{12}$ <br> Query $\left(Q_{n}^{[\theta]}\right)$ $\mathbf{Q}_{\theta}+\left(f_{1}-\alpha\right) \mathbf{Z}_{1}^{\prime}$ <br> Desired symbols appear along vector  <br> $\overrightarrow{1}$  |  |
| Interference symbols appear along vectors |  |
| $\vec{\Delta} \circ\left(\overrightarrow{1}, \overrightarrow{f_{1}-\alpha}, \overrightarrow{\left(f_{1}-\alpha\right)^{2}}\right)$ |  |

Table 2.3: A summary of the XSTPIR scheme for $X=2, T=1, N=4$, showing storage at each server, the queries, and a partitioning of signal and interference dimensions contained in the answers from each server.

$$
\begin{align*}
& =\overrightarrow{1} W_{\theta 1}+\vec{\Delta} \circ(\overrightarrow{1} \underbrace{\left(\mathbf{W}_{1} \mathbf{Z}_{1}^{\prime}+\mathbf{Z}_{11} \mathbf{Q}_{\theta}\right)}_{I_{10}}+\overrightarrow{\left(f_{1}-\alpha\right)} \underbrace{\left(\mathbf{Z}_{11} \mathbf{Z}_{1}^{\prime}+\mathbf{Z}_{12} \mathbf{Q}_{\theta}\right)}_{I_{11}}+\overrightarrow{\left(f_{1}-\alpha\right)^{2} \underbrace{\mathbf{Z}_{12} \mathbf{Z}_{1}^{\prime}}_{I_{12}})}  \tag{2.125}\\
& =\overrightarrow{1} W_{\theta 1}+\vec{\Delta} \underbrace{\left(I_{10}+f_{1} I_{11}+f_{2} I_{12}\right)}_{I_{0}^{\prime}}+\vec{\Delta} \circ \vec{\alpha} \underbrace{\left(-I_{11}-2 f_{1} I_{12}\right)}_{I_{1}^{\prime}}+\vec{\Delta} \circ \overrightarrow{\alpha^{2}} \underbrace{\left(I_{12}\right)}_{I_{2}^{\prime}} . \tag{2.126}
\end{align*}
$$

Interference aligns in the space spanned by the three vectors, $\vec{\Delta}, \vec{\Delta} \circ \vec{\alpha}, \vec{\Delta} \circ \overrightarrow{\alpha^{2}}$, while the desired symbol appears along the vector of all ones. The independence of these directions is easily established. Privacy is guaranteed because $f_{1}-\alpha_{n} \neq 0, \forall n \in[4]$, so the queries are hidden behind random noise. Security is guaranteed because for any $X=2$ colluding servers, $i$ and $j$, the independent noise protecting each message $W_{k}, k \in[K]$,

$$
\underbrace{\left[\begin{array}{c}
f_{1}-\alpha_{i}\left(f_{1}-\alpha_{i}\right)^{2}  \tag{2.127}\\
f_{1}-\alpha_{j}\left(f_{1}-\alpha_{j}\right)^{2}
\end{array}\right]}_{P_{i j}}\left[\begin{array}{l}
\mathbf{Z}_{11}(k) \\
\mathbf{Z}_{12}(k)
\end{array}\right]=\left[\begin{array}{cc}
f_{1}-\alpha_{i} & 0 \\
0 & f_{1}-\alpha_{j}
\end{array}\right]\left[\begin{array}{l}
1\left(f_{1}-\alpha_{i}\right) \\
1\left(f_{1}-\alpha_{j}\right)
\end{array}\right]\left[\begin{array}{l}
\mathbf{Z}_{11}(k) \\
\mathbf{Z}_{12}(k)
\end{array}\right]
$$

spans $X=2$ dimensions, because $P_{i j}$ is invertible for distinct and non-zero values of $(1-$ $\left.\alpha_{i}\right),\left(1-\alpha_{j}\right)$. The rate achieved is $1 / 4$ which matches the asymptotic capacity for this setting.

### 2.6.3 Example: $(X=1)$ Secure, $(T=2)$ Private Scheme with $N=5$ Servers

Each message consists of $L=N-X-T=2$ symbols from $\mathbb{F}_{q}, q \geq 7$.

$$
\begin{equation*}
\Delta=\left(f_{1}-\alpha\right)\left(f_{2}-\alpha\right) \tag{2.128}
\end{equation*}
$$

The answers from all $N=5$ servers may be written explicitly as,

| Server ' $n$ ' $\left(\right.$ Replace $\alpha, \Delta$ with $\left.\alpha_{n}, \Delta_{n}\right)$ |  |
| :---: | :---: |
| Storage | $\mathbf{W}_{1}+\left(f_{1}-\alpha\right) \mathbf{Z}_{1}$, |
| $\left(S_{n}\right)$ | $\mathbf{W}_{2}+\left(f_{2}-\alpha\right) \mathbf{Z}_{2}$ |
| Query | $\frac{\Delta}{f_{1}-\alpha}\left(\mathbf{Q}_{\theta}+\left(f_{1}-\alpha\right) \mathbf{Z}_{11}^{\prime}+\left(f_{1}-\alpha\right)^{2} \mathbf{Z}_{12}^{\prime}\right)$, |
| $\left(Q_{n}^{[\theta]}\right)$ | $\frac{\Delta}{f_{2}-\alpha}\left(\mathbf{Q}_{\theta}+\left(f_{2}-\alpha\right) \mathbf{Z}_{21}^{\prime}+\left(f_{2}-\alpha\right)^{2} \mathbf{Z}_{22}^{\prime}\right)$ |

Desired symbols appear along vectors

$$
\vec{\Delta} \circ\left(\overrightarrow{\left(f_{1}-\alpha\right)^{-1}}, \overrightarrow{\left(f_{2}-\alpha\right)^{-1}}\right)
$$

Interference symbols appear along vectors

$$
\vec{\Delta} \circ\left(\overrightarrow{1}, \overrightarrow{f_{1}-\alpha}, \overrightarrow{\left(f_{1}-\alpha\right)^{2}}, \overrightarrow{f_{2}-\alpha}, \overrightarrow{\left(f_{2}-\alpha\right)^{2}}\right)
$$

Table 2.4: A summary of the XSTPIR scheme for $X=1, T=2, N=5$, showing storage at each server, the queries, and a partitioning of signal and interference dimensions contained in the answers from each server.

$$
\begin{align*}
& \overrightarrow{A^{[\theta]}}= \vec{\Delta} \circ  \tag{2.129}\\
& \circ\left(f_{1}-\alpha\right)^{-1} \mathbf{W}_{1} \mathbf{Q}_{\theta}+\vec{\Delta} \circ \overrightarrow{\left(f_{2}-\alpha\right)^{-1}} \mathbf{W}_{2} \mathbf{Q}_{\theta} \\
&+\vec{\Delta} \underbrace{\left(\mathbf{W}_{1} \mathbf{Z}_{11}^{\prime}+\mathbf{W}_{2} \mathbf{Z}_{21}^{\prime}+\mathbf{Z}_{1} \mathbf{Q}_{\theta}+\mathbf{Z}_{2} \mathbf{Q}_{\theta}\right)}_{I_{10}+I_{20}}+\vec{\Delta} \circ \overrightarrow{\left(f_{2}-\alpha\right)^{2}} \underbrace{\mathbf{Z}_{2} \mathbf{Z}_{22}^{\prime}}_{I_{22}} \\
&+\vec{\Delta} \circ \overrightarrow{\left(f_{1}-\alpha\right)} \underbrace{\left(\mathbf{Z}_{1} \mathbf{Z}_{11}^{\prime}+\mathbf{W}_{1} \mathbf{Z}_{12}^{\prime}\right)}_{I_{11}}+\vec{\Delta} \circ \overrightarrow{\left(f_{2}-\alpha\right)} \underbrace{\left(\mathbf{Z}_{2} \mathbf{Z}_{21}^{\prime}+\mathbf{W}_{2} \mathbf{Z}_{22}^{\prime}\right)}_{I_{21}} \\
&+\vec{\Delta} \circ \overrightarrow{\left(f_{1}-\alpha\right)^{2}} \underbrace{\mathbf{Z}_{1} \mathbf{Z}_{12}^{\prime}}_{I_{12}} \\
&= \vec{\Delta} \circ \overrightarrow{\left(f_{1}-\alpha\right)^{-1}} W_{\theta 1}+\vec{\Delta} \circ \overrightarrow{\left(f_{2}-\alpha\right)^{-1}} W_{\theta 2}
\end{align*}
$$

$$
\begin{align*}
& +\vec{\Delta}\left(I_{10}+I_{20}+f_{1} I_{11}+f_{2} I_{21}+f_{1}^{2} I_{12}+f_{2}^{2} I_{22}\right) \\
& +\vec{\Delta} \circ \vec{\alpha}\left(-I_{11}-I_{21}-2 f_{1} I_{12}-2 f_{2} I_{22}\right)+\vec{\Delta} \circ \overrightarrow{\alpha^{2}}\left(I_{12}+I_{22}\right) \tag{2.130}
\end{align*}
$$

Thus, interference aligns into the space spanned by the 3 vectors: $\vec{\Delta}, \vec{\Delta} \circ \vec{\alpha}, \vec{\Delta} \circ \overrightarrow{\alpha^{2}}$, while the 2 desired symbols appear along $\vec{\Delta} \circ \overrightarrow{\left(f_{1}-\alpha\right)^{-1}}, \vec{\Delta} \circ \overrightarrow{\left(f_{2}-\alpha\right)^{-1}}$. Note that the highest exponent of $\alpha$ along a desired signal dimension is 1, but every interference dimension contains $\alpha^{2}($ contributed by $\Delta)$, so the desired signals are independent of the interference. The independence of desired signals among themselves is also easily verified because if $c_{1} \frac{\Delta}{f_{1}-\alpha}+$ $c_{2} \frac{\Delta}{f_{2}-\alpha}=c_{1}\left(f_{2}-\alpha\right)+c_{2}\left(f_{1}-\alpha\right)$ is the zero polynomial, then by substituting $f_{i}-\alpha=0$ for $i=1,2$ we find that we must have $c_{1}=c_{2}=0$. Privacy and security are guaranteed by the MDS coded independent noise terms mixed with the message and query symbols. The rate achieved is $2 / 5$, which matches the asymptotic capacity for this setting.

### 2.6.4 Example: $(X=2)$ Secure, $(T=2)$ Private Scheme with $N=7$ Servers

Each message consists of $L=3$ symbols from a finite field $\mathbb{F}_{q}$, of size $q \geq 10$ and characteristic greater than 2 .

$$
\Delta=\left(f_{1}-\alpha\right)\left(f_{2}-\alpha\right)\left(f_{3}-\alpha\right)
$$

Interference aligns into the space spanned by the 4 vectors: $\vec{\Delta}, \vec{\Delta} \circ \vec{\alpha}, \vec{\Delta} \circ \overrightarrow{\alpha^{2}}, \vec{\Delta} \circ \overrightarrow{\alpha^{3}}$. Independence of desired signals from interference is trivially verified - highest exponent of $\alpha$ along any desired signal dimension is 2 , but each interference dimension has an $\alpha^{3}$ term (contributed by $\Delta)$. The desired signal dimensions are easily verified to be linearly independent among themselves because in order for

$$
\begin{equation*}
c_{1}\left(f_{2}-\alpha\right)\left(f_{3}-\alpha\right)+c_{2}\left(f_{1}-\alpha\right)\left(f_{3}-\alpha\right)+c_{3}\left(f_{1}-\alpha\right)\left(f_{2}-\alpha\right) \tag{2.131}
\end{equation*}
$$



Table 2.5: A summary of the XSTPIR scheme for $X=2, T=2, N=7$, showing storage at each server, the queries, and a partitioning of signal and interference dimensions contained in the answers from each server.
to be the zero polynomial it must be zero everywhere, but in that case, setting $\alpha-f_{i}=0$ for $i=1,2,3$ leads us to $c_{1}=c_{2}=c_{3}=0$. Privacy and security are guaranteed by the MDS coded independent noise terms mixed with the message and query symbols. The rate achieved is $3 / 7$, which matches the asymptotic capacity for this setting.

### 2.7 Proof of Theorem 2.4

In Section 2.6 we presented an XSTPIR scheme for arbitrary $X, T, N, K$ that achieves capacity as $K \rightarrow \infty$. Since the scheme also works for any $K$, a natural starting point for finite $K$ settings is to apply the same scheme. A key insight here is that the rate achieved by the scheme improves as $K$ decreases. Let us elaborate. Note that the query $Q_{n}^{[\theta]}$ that is sent to each server is uniformly distributed in $\mathbb{F}_{q}^{L K}$. Therefore, with probability $\frac{1}{q^{L K}}$, the query vector is the all zero vector. Whenever this happens, no download is needed from the server.

Thus, the average download is reduced by the factor $\left(1-1 / q^{L K}\right)$ and the rate achieved is expressed as follows.

LEMMA 2.6. The asymptotically capacity achieving XSTPIR scheme of Section 2.6 achieves the rate

$$
\begin{equation*}
R=\left(1-\frac{1}{q^{K L}}\right)^{-1}\left(1-\left(\frac{X+T}{N}\right)\right) \tag{2.132}
\end{equation*}
$$

for arbitrary $X, L, K, N$ values, where $N>X+T$.

Note that $N \leq X+T$ is excluded as the degenerate setting where we already know the capacity for all parameters, according to Theorem 2.2. Remarkably, the rate in Lemma 2.6 depends on the message size $L$ and the field size $q$ used by the scheme. As presented, the scheme uses $q \geq L+N$ and $L=N-X-T$. So the achieved rate for finite $K$ becomes

$$
\begin{equation*}
R=\left(1-\frac{1}{(2 N-X-T)^{K(N-X-T)}}\right)^{-1}\left(1-\left(\frac{X+T}{N}\right)\right) . \tag{2.133}
\end{equation*}
$$

Consider the simplest non-trivial setting of interest, i.e., the setting for Theorem 2.4, where $T=X=1, N=3$ and $K$ is arbitrary. The scheme of Section 2.6 uses $L=1, q \geq 4$, so the rate achieved for arbitrary $K$ is

$$
\begin{equation*}
R=\frac{1}{3}\left(1-\frac{1}{4^{K}}\right)^{-1} . \tag{2.134}
\end{equation*}
$$

However, note that if the field size could be reduced to $q=2$, then the rate achieved by the scheme would become

$$
\frac{1}{3}\left(1-\frac{1}{2^{K}}\right)^{-1}=\frac{2}{3}\left(\frac{1-\frac{1}{2}}{1-\frac{1}{2^{K}}}\right)=\frac{2}{3}\left(1+\frac{1}{2}+\frac{1}{2^{2}}+\cdots+\frac{1}{2^{K-1}}\right)^{-1}
$$

which matches the capacity upper bound from Theorem 2.1. Surprisingly, this can be done
with some modification to the structure of the scheme, as explained below.

Suppose each message $W_{k}, k \in[K]$ consists of $L=1$ symbol (bit) from $\mathbb{F}_{2}$. Let $\mathbf{W}=$ $\left(W_{1}, W_{2}, \cdots, W_{K}\right)$ be a random row vector in $\mathbb{F}_{2}^{1 \times K}$, containing all messages. Let $\mathbf{Z}$ and $\mathbf{Z}^{\prime}$ be uniformly random noise vectors from $\mathbb{F}_{2}^{1 \times K}$ and $\mathbb{F}_{2}^{K \times 1}$, that are used to guarantee data security and user privacy, respectively. The noise vectors are independent of each other and of the message vector and $\theta$, i.e., $H\left(\mathbf{W}, \mathbf{Z}, \mathbf{Z}^{\prime}, \theta\right)=H(\mathbf{W})+H(\mathbf{Z})+H\left(\mathbf{Z}^{\prime}\right)+H(\theta)$. Let $\mathbf{Q}_{\theta}$ represent the $\theta^{\text {th }}$ column of $\mathbf{I}_{K}$ (the $K \times K$ identity matrix). Note that $\mathbf{W Q}_{\theta}=W_{\theta}$ is the message desired by the user. The storage at the servers, the queries and the answers are listed below.

|  | Server 1 | Server 2 | Server 3 |
| :--- | :---: | :---: | :---: |
| Storage $S_{n}$ | $\mathbf{W}+\mathbf{Z}$ | $\mathbf{W}+\mathbf{Z B}$ | $\mathbf{Z}$ |
| Query $Q_{n}^{[\theta]}$ | $\mathbf{Z}^{\prime}$ | $\mathbf{Q}_{\theta}+\mathbf{Z}^{\prime}$ | $\left(\mathbf{I}_{K}+\mathbf{B}\right) \mathbf{Z}^{\prime}+\mathbf{B Q}_{\theta}$ |
| Answer $A_{n}^{[\theta]}$ | $\mathbf{W} \mathbf{Z}^{\prime}+\mathbf{Z Z} \mathbf{Z}^{\prime}$ | $\mathbf{W Q}_{\theta}+\mathbf{W Z}^{\prime}+\mathbf{Z B Z} \mathbf{Z}^{\prime}+\mathbf{Z B Q}_{\theta}$ | $\mathbf{Z Z} \mathbf{Z}^{\prime}+\mathbf{Z B Z} \mathbf{Z}^{\prime}+\mathbf{Z B Q}_{\theta}$ |

where $\mathbf{B}$ is a $K \times K$ deterministic binary matrix such that $\mathbf{B}$ and $\mathbf{I}_{K}+\mathbf{B}$ are both full rank. Any such choice of $\mathbf{B}$ will work for our scheme. The existence of such $\mathbf{B}$ is established in the following lemma whose proof appears in Appendix A.1.

Lemma 2.7. For all $K \geq 2$, there exists a matrix $\mathbf{B} \in \mathbb{F}_{2}^{K \times K}$ such that $\mathbf{B}$ and $\mathbf{I}_{K}+\mathbf{B}$ are both invertible.

Now, let us check the correctness, security and privacy of this scheme. The scheme is obviously correct because by adding the three answers shown in the table above, the user recovers $W_{\theta}$. It is obviously secure because $\mathbf{B}$ is invertible, so $\mathbf{Z B} \sim \mathbf{Z}$, is still uniform noise independent of $\mathbf{W}$. And similarly, it is also obviously private, because $\mathbf{I}_{K}+\mathbf{B}$ is also invertible, so $\left(\mathbf{I}_{K}+\mathbf{B}\right) \mathbf{Z}^{\prime} \sim \mathbf{Z}^{\prime}$ is still uniform noise independent of $\mathbf{B Q}_{\theta}$. Thus, surprisingly, we have achieved the capacity of XSTPIR for arbitrary $K$, when $X=T=1$ and $N=3$, completing the proof of Theorem 2.4.

### 2.8 Discussion

The XSTPIR problem is timely due to the growing importance of privacy and security concerns in modern information storage and retrieval systems. It is a conceptually rich topic that reveals new insights into alignment of noise terms, dependence of coding and query structures, cost of symmetric security, significance of field size for the rate of information retrieval, etc.

## Chapter 3

## $X$-Secure $T$-Private Information <br> Retrieval with Graph Based Replicated

## Storage

The problem of private information retrieval with graph-based replicated storage was recently introduced by Raviv, Tamo and Yaakobi. Its capacity remains open in almost all cases. In this chapter the asymptotic (large number of messages) capacity of this problem is studied along with its generalizations to include arbitrary $T$-privacy and $X$-security constraints, where the privacy of the user must be protected against any set of up to $T$ colluding servers and the security of the stored data must be protected against any set of up to $X$ colluding servers. A general achievable scheme for arbitrary storage patterns is presented that achieves the rate $\left(\rho_{\min }-X-T\right) / N$, where $N$ is the total number of servers, and each message is replicated at least $\rho_{\min }$ times. Notably, the scheme makes use of a special structure inspired by dual Generalized Reed Solomon (GRS) codes. A general converse is also presented. The two bounds are shown to match for many settings, including symmetric storage patterns. Finally, the asymptotic capacity is fully characterized for the case without security
constraints $(X=0)$ for arbitrary storage patterns provided that each message is replicated no more than $T+2$ times. As an example of this result, consider PIR with arbitrary graph based storage ( $T=1, X=0$ ) where every message is replicated at exactly 3 servers. For this 3-replicated storage setting, the asymptotic capacity is equal to $2 / \nu_{2}(G)$ where $\nu_{2}(G)$ is the maximum size of a 2-matching in a storage graph $G[V, E]$. In this undirected graph, the vertices $V$ correspond to the set of servers, and there is an edge $u v \in E$ between vertices $u, v$ only if a subset of messages is replicated at both servers $u$ and $v$.

### 3.1 Introduction

Most relevant to this chapter is the characterization in Chapter 2 of the asymptotic $(K \rightarrow \infty)$ capacity of XSTPIR as $C_{\text {xSTPIR }}=1-(X+T) / N$. Note that the XSTPIR setting includes as special case the TPIR setting, obtained by setting $X=0$, as well as the original PIR setting, obtained by setting $X=0$ and $T=1$. It is limited, however, by its assumption of fully replicated storage, i.e., all messages are stored by all servers, which can be burdensome for large data sets. Motivated by the preference for simple storage, Raviv, Tamo and Yaakobi in [89] introduced a graph based replicated storage model. Instead of full replication where every message is replicated at every server, graph based replication assumes that each message is replicated only among a subset of servers. This allows a graph representation where the vertices are the $N$ servers and each message is represented by a hyperedge comprised of vertices (servers) where this message is replicated. Reference [89] primarily focuses on GTPIR, i.e., PIR with graph based replicated storage and $T$-privacy. An achievable scheme is proposed that achieves the rate $1 / N$ as long as $T$ is smaller than the replication factor of each message (the number of servers where the message is replicated), and is shown to be within a factor of 2 from optimality for some special cases. Reference [13] presents capacity achieving schemes for several cases of GPIR, i.e., GTPIR with 1-privacy where each
server stores 2 messages. However, optimal GTPIR schemes remain unknown in almost all settings. Understanding the key ideas that constitute optimal PIR schemes under graph based replicated storage is our goal in this chapter.

The main contributions of this chapter are as follows. We study the asymptotic capacity of $T$-private and $X$-secure PIR with graph-based replicated storage, in short GXSTPIR. Recall that asymptotic capacity is quite meaningful for PIR because the number of messages is typically large, and the convergence of capacity to its asymptotic value tends to take place quite rapidly, see Chapter 2. GXSTPIR includes as special cases the settings of GTPIR [89], XSTPIR [57], TPIR [106] and basic PIR [102], and as such it presents a unified view of these settings. Our first result is an achievable scheme for GXSTPIR that achieves the rate ( $\rho_{\text {min }}-$ $X-T) / N$ for arbitrary storage patterns provided every message is replicated at least $\rho_{\text {min }}$ times. In addition to ideas like cross-subspace alignment, Reed-Solomon (RS) coded storage and RS coded queries that were previously used for XSTPIR in Chapter 2, a key novelty of our achievable scheme for GXSTPIR is how it creates and takes advantage of a structure inspired by dual Generalized Reed Solomon (GRS) codes. This is explained intuitively in Section 3.3.2. Our second contribution is a general converse bound for asymptotic capacity of GXSTPIR with arbitrary storage patterns. While the asymptotic capacity of GXSTPIR remains open in general, it is remarkable that our converse bound is tight in all settings where we are able to settle the capacity. In particular, the general achievable scheme matches the converse bound when the storage is symmetric, settling the asymptotic capacity for those settings ${ }^{1}$. For several examples with asymmetric storage, it turns out that the achievable scheme can be improved to match the converse bound by applying it only after eliminating ${ }^{2}$ certain redundant servers. Thus, the asymptotic capacity for such cases is settled as well. In general however, with arbitrary graph based storage, more sophisticated achievable schemes may be obtained by combining our achievable scheme with ideas from private computation

[^10][107]. To illustrate this, we consider the GTPIR problem $(X=0)$ where every message is replicated no more than $T+2$ times. As our final result, for this problem we fully settle the asymptotic capacity for arbitrary storage patterns. The asymptotic capacity depends strongly on the storage graph structure, and requires a private computation scheme on top of our general achievable scheme. As an example of this result, consider GPIR, i.e., PIR with arbitrary graph based storage $(T=1, X=0)$ where every message is replicated at exactly 3 servers. For this 3 -replicated storage setting, the asymptotic capacity is exactly equal to $2 / \nu_{2}(G)$ where $\nu_{2}(G)$ is the maximum size of a 2-matching in a storage graph $G[V, E]$. In this storage graph, the vertices $V$ correspond to the set of servers, and there is an edge $u v \in E$ between vertices $u, v$ only if a subset of messages is replicated at both servers $u$ and $v$. This is consistent with the intuition that storage graph properties must be essential to the asymptotic capacity of graph-based storage.

### 3.2 Problem Statement

We begin with a description of messages and storage structure. Based on the storage structure we will partition the set of messages into $M$ subsets so that the messages in the same subset have the same storage structure. Define $\mathcal{W}=\left(\mathcal{W}_{1}, \mathcal{W}_{2}, \cdots, \mathcal{W}_{M}\right)$ where $\mathcal{W}_{m}, m \in[M]$, are disjoint message sets, each comprised of $K_{m}$ messages,

$$
\begin{equation*}
\mathcal{W}_{m}=\left(W_{m, 1}, W_{m, 2}, \cdots, W_{m, K_{m}}\right) \tag{3.1}
\end{equation*}
$$

Messages are independent, and each message is composed of $L$ i.i.d. uniform symbols from $\mathbb{F}_{q}$, i.e.,

$$
\begin{equation*}
H\left(W_{m, k}\right)=H\left(W_{m, k}(1), W_{m, k}(2), \cdots, W_{m, k}(L)\right)=L, \quad \forall m \in[M], k \in\left[K_{m}\right] \tag{3.2}
\end{equation*}
$$

$$
\begin{equation*}
H\left(W_{1,1}, \cdots, W_{M, K_{M}}\right)=\sum_{m=1}^{M} K_{m} L \tag{3.3}
\end{equation*}
$$

in $q$-ary units. There are a total of $N$ servers. Corresponding to $\mathcal{W}=\left(\mathcal{W}_{1}, \cdots, \mathcal{W}_{M}\right)$, let us define

$$
\begin{align*}
\mathcal{R} & =\left(\mathcal{R}_{1}, \cdots, \mathcal{R}_{M}\right),  \tag{3.4}\\
\mathcal{R}_{m} & =\left(\mathcal{R}_{m}(1), \cdots, \mathcal{R}_{m}\left(\rho_{m}\right)\right), \forall m \in[M],  \tag{3.5}\\
\mathcal{R}_{m}(r) & \in[N], \forall r \in\left[\rho_{m}\right], \tag{3.6}
\end{align*}
$$

where $\mathcal{R}_{m}, m \in[M]$ contains the servers, $\mathcal{R}_{m}(r) \in[N]$ that store the $m^{\text {th }}$ set of messages $\mathcal{W}_{m}$. Without loss of generality we will assume that the servers are listed in increasing order in each tuple $\mathcal{R}_{m}$. The cardinality of $\mathcal{R}_{m}$ is $\left|\mathcal{R}_{m}\right|=\rho_{m}$, which will be referred to as the replication factor for the messages in $\mathcal{W}_{m}$. The minimum replication factor is defined as

$$
\begin{equation*}
\rho_{\min } \triangleq \min _{m \in[M]} \rho_{m} . \tag{3.7}
\end{equation*}
$$

It is important to note that the messages may not be directly replicated at the servers. Because of security constraints, each message $W_{m, k} \in \mathcal{W}_{m}$, is represented by a total of $\rho_{m}$ shares (the nomenclature comes from secret-sharing), denoted $\bar{W}_{m, k}=\left(W_{m, k}^{(n)}, n \in \mathcal{R}_{m}\right)$, such that the share $W_{m, k}^{(n)}$ is stored at Server $n$, for all $n \in \mathcal{R}_{m}$. Messages are independently secured and must be recoverable from their shares, as specified by the following constraints.

$$
\begin{align*}
H\left(\bar{W}_{1,1}, \cdots, \bar{W}_{M, K_{m}}\right) & =\sum_{m \in[M], k \in\left[K_{M}\right]} H\left(\bar{W}_{m, k}\right)  \tag{3.8}\\
H\left(W_{m, k} \mid \bar{W}_{m, k}\right) & =0 \tag{3.9}
\end{align*}
$$

Let us define the index set of $\mathcal{W}_{m}$ that are stored at Server $n$, as

$$
\begin{equation*}
\mathcal{M}_{n}=\left\{m \in[M] \mid \mathcal{R}_{m} \ni n\right\} . \tag{3.10}
\end{equation*}
$$

The information stored at Server $n$ is defined as

$$
\begin{equation*}
S_{n}=\left\{W_{m, k}^{(n)}, m \in \mathcal{M}_{n}, k \in\left[K_{m}\right]\right\} . \tag{3.11}
\end{equation*}
$$

For example, suppose we have $M=4$ message sets (each comprised of $K_{m}=2$ messages), stored at $N=4$ servers as shown.

| Server 1 |
| :---: | :---: |
| $\mathcal{W}_{1}, \mathcal{W}_{2}, \mathcal{W}_{3}$ | | Server 2 |
| :---: |
| $\mathcal{W}_{1}, \mathcal{W}_{2}$ | | Server 3 |
| :---: |
| $\mathcal{W}_{2}, \mathcal{W}_{4}$ |

Then for this example, ${ }^{3}$ we have,

$$
\begin{array}{llll}
\mathcal{M}_{1}=\{1,2,3\}, & S_{1}=\left\{W_{1,1}^{(1)}, W_{1,2}^{(1)}, W_{2,1}^{(1)}, W_{2,2}^{(1)}, W_{3,1}^{(1)}, W_{3,2}^{(1)}\right\}, & \mathcal{R}_{1}=(1,2,4), & \rho_{1}=3, \\
\mathcal{M}_{2}=\{1,2\}, & S_{2}=\left\{W_{1,1}^{(2)}, W_{1,2}^{(2)}, W_{2,1}^{(2)}, W_{2,2}^{(2)}\right\}, & \mathcal{R}_{2}=(1,2,3), & \rho_{2}=3, \\
\mathcal{M}_{3}=\{2,4\}, & S_{3}=\left\{W_{2,1}^{(3)}, W_{2,2}^{(3)}, W_{4,1}^{(3)}, W_{4,2}^{(3)}\right\}, & \mathcal{R}_{3}=(1,4), & \rho_{3}=2, \\
& & & (3.1  \tag{3.15}\\
\mathcal{M}_{4}=\{1,3,4\}, & S_{4}=\left\{W_{1,1}^{(4)}, W_{1,2}^{(4)}, W_{3,1}^{(4)}, W_{3,2}^{(4)}, W_{4,1}^{(4)}, W_{4,2}^{(4)}\right\}, & \mathcal{R}_{4}=(3,4), & \rho_{4}=2,
\end{array}
$$

and $\rho_{\text {min }}=2$.

[^11]The $X$-secure constraint, $0 \leq X \leq N$, requires that any $X$ (or fewer) colluding servers learn nothing about the messages.

$$
\begin{equation*}
[X \text {-Security }] \quad I\left(S_{\mathcal{X}} ; \mathcal{W}\right)=0, \quad \forall \mathcal{X} \subset[N],|\mathcal{X}| \leq X \tag{3.16}
\end{equation*}
$$

$X=0$ represents the setting without security constraints. If $X=0$, then no secret sharing is needed, so each share of a message is the message itself,

$$
\begin{equation*}
X=0 \Longrightarrow W_{m, k}^{(n)}=W_{m, k}, \quad \forall n \in \mathcal{R}_{m} \tag{3.17}
\end{equation*}
$$

This completes the description of the messages and the storage at the $N$ servers. Next, let us describe the private information retrieval aspect.

The user desires the message $W_{\mu, \kappa}$, where the indices $\mu$ and $\kappa$ are chosen privately and uniformly by the user from $\mu \in[M], \kappa \in\left[K_{\mu}\right]$, respectively. In order to retrieve his desired message, the user generates $N$ queries, $Q_{1}^{[\mu, \kappa]}, Q_{2}^{[\mu, \kappa]}, \ldots, Q_{N}^{[\mu, \kappa]}$, and sends the $n^{\text {th }}$ query, $Q_{n}^{[\mu, \kappa]}$ to the $n$-th server. The user has no prior knowledge of the message realizations,

$$
\begin{equation*}
I\left(S_{[N]} ; \mu, \kappa, Q_{[N]}^{[1,1]}, \cdots, Q_{[N]}^{\left[M, K_{M}\right]}\right)=0 . \tag{3.18}
\end{equation*}
$$

A $T$-private scheme, $1 \leq T \leq N$, requires that any $T$ (or fewer) colluding servers learn nothing about $(\mu, \kappa)$.

$$
\begin{equation*}
[T \text {-Privacy }] \quad I\left(Q_{\mathcal{T}}^{[\mu, \kappa]} ; \mu, \kappa\right)=0, \quad \forall \mathcal{T} \subset[N],|\mathcal{T}| \leq T \tag{3.19}
\end{equation*}
$$

Upon receiving the query $Q_{n}^{[\mu, \kappa]}$, the $n$-th server generates an answer string $A_{n}^{[\mu, \kappa]}$, which is a function of the query $Q_{n}^{[\mu, \kappa]}$ and its stored information $S_{n}$.

$$
\begin{equation*}
H\left(A_{n}^{[m, k]} \mid Q_{n}^{[m, k]}, S_{n}\right)=0, \quad \forall m \in[M], k \in\left[K_{m}\right] \tag{3.20}
\end{equation*}
$$

The correctness constraint guarantees that from all the answers, the user is able to decode the desired message $W_{\mu, \kappa}$,
[Correctness]

$$
\begin{equation*}
H\left(W_{\mu, \kappa} \mid A_{[N]}^{[\mu, \kappa]}, Q_{[N]}^{[\mu, \kappa]}, \mu, \kappa\right)=0 . \tag{3.21}
\end{equation*}
$$

The rate of a GXSTPIR scheme is defined by the number of $q$-ary symbols of desired message that are retrieved per downloaded $q$-ary symbol,

$$
\begin{equation*}
R=\frac{H\left(W_{\mu, \kappa}\right)}{\sum_{n \in[N]} H\left(A_{n}^{[\mu, \kappa]}\right)}=\frac{L}{D}, \tag{3.22}
\end{equation*}
$$

where $D=\sum_{n \in[N]} H\left(A_{n}^{[\mu, \kappa]}\right)$ is the expected ${ }^{4}$ total number of $q$-ary symbols downloaded by the user from all servers. The capacity of GXSTPIR, denoted as $C(N, X, T, \mathcal{W}, \mathcal{S})$, is the supremum of $R$ across all feasible schemes. In this chapter we are interested in the setting where each subset of messages is comprised of a large number of messages. Specifically, we wish to characterize the asymptotic capacity, as $K_{m} \rightarrow \infty$ for all $m \in[M]$. In order to have $K_{m}$ approach infinity together for all $m \in[M]$, let us define,

$$
\begin{equation*}
K_{m}=\left\lceil\chi_{m} K\right\rceil \tag{3.23}
\end{equation*}
$$

so that $\chi_{m}, m \in[M]$ are fixed constants, while $K$ approaches infinity. Then the asymptotic capacity is defined as

$$
\begin{equation*}
C_{\infty}=\lim _{K \rightarrow \infty} C(N, X, T, \mathcal{W}, \mathcal{S}) . \tag{3.24}
\end{equation*}
$$

Note that the number of message sets, $M$, and the storage pattern $\mathcal{R}$ remain unchanged, while $K_{m}$, i.e., the number of messages in each $\mathcal{W}_{m}$ approaches infinity.

[^12]
### 3.3 Results

Our first result is a general achievability argument that provides us a lower bound on the asymptotic capacity of GXSTPIR.

Theorem 3.1. The asymptotic capacity of GXSTPIR is bounded below as follows,

$$
\begin{equation*}
C_{\infty} \geq \frac{\rho_{\min }-X-T}{N} . \tag{3.25}
\end{equation*}
$$

The proof of Theorem 3.1 appears in Section 3.4. From a practical standpoint, it is worth noting that while the achievable rate in (3.25) does not depend on the storage structure beyond just the minimum replication factor $\rho_{\min }$, the achievable scheme does require that the user be aware of the storage structure for the construction of queries that are sent to the servers. From a technical standpoint, the most interesting aspect of the proof is the use of a structure inspired by dual GRS codes, that is intuitively explained in Section 3.3.2. Another interesting aspect of Theorem 3.1 is that applying it to a subset of servers (by eliminating the rest) may produce a higher achievable rate than if all servers were used. Therefore, in order to find the best achievable rate guaranteed by Theorem 3.1 we must choose the best subset of servers. Example 4 in Section 3.3.1 illustrates this idea. As a final remark, let us reiterate that the focus of this chapter is on settings with large number of messages. Indeed for smaller values of $K$ and $M$ the schemes presented in [89,13] can achieve better rates than the scheme presented in Section 3.4.

Our next result is a converse argument that holds for arbitrary storage patterns. Recall that $D_{n}=H\left(A_{n}^{[\mu, \kappa]}\right) / L$ is the normalized download from Server $n$.

Theorem 3.2. The asymptotic capacity of GXSTPIR is bounded above as follows,

$$
C_{\infty} \leq\left\{\begin{array}{lr}
0, & \rho_{\min } \leq X+T  \tag{3.26}\\
\max _{\left(D_{1}, \cdots, D_{N}\right) \in \mathcal{D}} & \left(D_{1}+D_{2}+\cdots+D_{N}\right)^{-1}, \\
\rho_{\min }>X+T
\end{array}\right.
$$

and $\mathcal{D}$ is defined as

$$
\begin{equation*}
\mathcal{D} \triangleq\left\{\left(D_{1}, \cdots, D_{N}\right) \in \mathbb{R}_{+}^{N}\left|\sum_{n \in \mathcal{R}_{m}^{\prime}} D_{n} \geq 1, \forall m \in[M], \forall \mathcal{R}_{m}^{\prime} \subset \mathcal{R}_{m},\left|\mathcal{R}_{m}^{\prime}\right|=\left|\mathcal{R}_{m}\right|-X-T\right\}\right. \tag{3.27}
\end{equation*}
$$

The proof of Theorem 3.2 appears in Section 3.5. Since the asymptotic capacity is zero for $\rho_{\text {min }} \leq X+T$, in the remainder of this section we will assume that $\rho_{\min }>X+T$. Note that since our focus is on settings with asymptotically large number of messages, our coding schemes achieve rate zero for cases where the asymptotic capacity is zero.

REMARK 3.1. Note that (3.27) implies that the total normalized download from any $\rho_{m}-$ $X-T$ servers in $\mathcal{R}_{m}$ must be at least 1. A simple averaging argument implies that the total normalized download from all $\rho_{m}$ servers in any $\mathcal{R}_{m}$ must be at least $\rho_{m} /\left(\rho_{m}-X-T\right)$.

The general lower bound in Theorem 3.1 is in closed form and the general upper bound in Theorem 3.2 is essentially a linear program, so for arbitrary settings it is possible to evaluate both to check if they match (provided the parameter values are not too large to be computationally feasible). Conceptually, the condition for them to match may be understood as follows. Consider a hypergraph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ with the set of vertices $\mathcal{V}=[N]$ representing the $N$ servers, and the set of hyperedges $\mathcal{E}$ such that $e \in \mathcal{E}$ if and only if $\exists m \in[M]$ such that $e \subset \mathcal{R}_{m}$ and $|e|=\left|\mathcal{R}_{m}\right|-X-T$. For this graph, hyperedges $e \in \mathcal{E}$, with corresponding weights $x_{e} \in \mathbb{R}_{+}$, are said to form a fractional matching if for every vertex $v \in \mathcal{V}$ the total weight of the edges that include $v$ is less than or equal to 1 . The largest possible total weight of a
fractional matching is called the fractional matching number of $\mathcal{G}$ [93]. The relationship between the optimal converse bound from Theorem 3.2 on the total normalized download, i.e., $\min _{\mathcal{D}}\left(D_{1}+\cdots+D_{N}\right)$ and the fractional matching number of $\mathcal{G}[\mathcal{V}, \mathcal{E}]$ is characterized in the following lemma.

Lemma 3.1. The optimal value of total normalized download, $\min _{\mathcal{D}}\left(D_{1}+D_{2}+\cdots+D_{N}\right)$, in Theorem 3.2 is equal to the fractional matching number of $\mathcal{G}[\mathcal{V}, \mathcal{E}]$.

The proof of Lemma 3.1 is presented in Appendix B.1. From Lemma 3.1, the following corollary immediately follows.

Corollary 3.1. The lower bound of Theorem 3.1 matches the upper bound of Theorem 3.2 if and only if the fractional matching number of $\mathcal{G}(\mathcal{V}, \mathcal{E})$ is equal to $\frac{N}{\rho_{\min }-X-T}$. For all such cases, the asymptotic capacity $C_{\infty}=\left(\rho_{\min }-X-T\right) / N$.

Next let us identify some interesting special cases of Corollary 3.1.

Let $\mathcal{R}_{\mathcal{M}^{\prime}}$ be a collection of the sets $\mathcal{R}_{m}, m \in \mathcal{M}^{\prime} \subset[M]$. We define $\mathcal{R}_{\mathcal{M}^{\prime}}$ to be an exact b-cover of [ $N$ ] if $\rho_{m}=\rho_{\text {min }}$ for all $m \in \mathcal{M}^{\prime}$, and every element of [ $N$ ] is contained in exactly $b$ sets in $\mathcal{R}_{\mathcal{M}^{\prime}}$. It follows that the asymptotic capacity $C_{\infty}=\left(\rho_{\min }-X-T\right) / N$ if there exists an exact $b$-cover for some $b \in \mathbb{Z}_{+}$. This is easily seen because for each $\mathcal{R}_{m}$ in $\mathcal{R}_{\mathcal{M}^{\prime}}$ we have the bound $\sum_{n \in \mathcal{R}_{m}} D_{n} \geq \rho_{\min } /\left(\rho_{\min }-X-T\right)$ according to (3.27). Adding all these bounds we obtain the desired converse bound $b \sum_{n \in[N]} D_{n} \geq\left(b N / \rho_{\min }\right)\left(\rho_{\min } /\left(\rho_{\min }-X-T\right)\right)$, i.e., $\sum_{n \in[N]} D_{n} \geq$ $N /\left(\rho_{\min }-X-T\right)$, which is achievable according to Theorem 3.1.
(Symmetric Storage) As a special case that is of particular interest, define a symmetric storage setting as one where (after some permutation of message and server indices) for all $m \in[M], \mathcal{R}_{m}=\left(\rho m+1, \rho m+2, \cdots, \rho m+\rho_{\min }\right)$. Here, $\rho \leq \rho_{\min }$ and server indices are interpreted modulo $N$, e.g., Server $N+1$ is the same as Server 1. Furthermore, $b=M \rho_{\min } / N$ is an integer value. Then any symmetric storage setting thus defined has asymptotic capacity
$C_{\infty}=\left(\rho_{\min }-X-T\right) / N$ because the storage sets form an exact $b$-cover.

Based on these observations, here are some examples of storage patterns where the asymptotic capacity is $C_{\infty}=\left(\rho_{\min }-X-T\right) / N$.

1. $\mathcal{R}=((1,2),(2,3),(3,1))$ which is a symmetric storage setting (forms an exact 2 cover).
2. $\mathcal{R}=((1,2,3),(3,4,5),(5,1,2),(2,3,4),(4,5,1))$ which is a symmetric storage setting (forms an exact 3-cover).
3. $\mathcal{R}=((1,2),(2,3),(3,1),(4,5),(5,6),(6,4))$ because it forms an exact 2 cover.
4. $\mathcal{R}=((1,2,3),(4,5,6),(i, j, k),(a, b, c, d))$ for arbitrary $\{i, j, k\},\{a, b, c, d\} \subset[N]=[6]$ because it contains an exact 1 -cover, $\mathcal{R}_{\mathcal{M}^{\prime}}=\{(1,2,3),(4,5,6)\}$.
5. $\mathcal{R}=((1,2,3),(3,4,1),(2,5,6),(4,5,6),(1,3,6),(1,2,5,6))$ because it contains an exact 2 cover of $[N]=[6]$ in $\mathcal{R}_{\mathcal{M}^{\prime}}=\{(1,2,3),(3,4,1),(2,5,6),(4,5,6)\}$.

While the existence of an exact $b$-cover for some positive integer $b$ is sufficient to guarantee that the asymptotic capacity is $C_{\infty}=\left(\rho_{\min }-X-T\right) / N$, it is not a necessary condition. Examples 1 and 2 in Section 3.3.1 show such settings.

On the other hand, it is also easy to see that the lower bound of Theorem 3.1 and the upper bound of Theorem 3.2 do not always match. Remarkably, in all such cases that we have been able to settle so far, it is the upper bound that is tight, and the achievability that needs to be improved. In many cases, such as Example 4 in Section 3.3.1, an improved achievability result is found easily by eliminating a redundant server before applying Theorem 3.1. However, more sophisticated achievable schemes may be required in general.

Our final result emphasizes this point by settling the asymptotic capacity of GTPIR, i.e., $T$ private information retrieval with arbitrary graph based storage and no security constraints
( $X=0$ ), provided each message is replicated no more than $(T+2)$ times. Because this result deals with arbitrary storage patterns, for its precise statement we will need the following definitions that follow the convention of Schrijver [93].

Definition 3.1. Define $G=(V, E)$ as a simple undirected graph with vertices $V=[N]$ corresponding to the $N$ servers, and with edges $u v \in E$ if and only if $\{u, v\} \subset \mathcal{R}_{m}$ for some $m \in[M]$.

Definition 3.2. For a set $U \subset V$, we define $G[U]$ as the induced subgraph of $G$ whose vertex set is $U$ and whose edge set, denoted $E[U]$ consists of all edges uv $\in E$ such that $u, v \in U$.

Definition 3.3. $A$ set $U \subset V$ is called a stable set (also called independent set) if there are no edges between any two members of $U$.

Definition 3.4. For $U \subset[N]$, define $\mathcal{N}(U)$ as the set of vertices in $V \backslash U$ that are neighbors of vertices in $U$.

Definition 3.5. Define $\delta(n)$ as the set of edges incident with vertex $n$.
Definition 3.6. A function $x: E \rightarrow \mathbb{Z}_{+}$is denoted as a vector $x \in \mathbb{Z}_{+}^{E}$. A function $y: V \rightarrow$ $\mathbb{Z}_{+}$is similarly denoted as a vector $y \in \mathbb{Z}_{+}^{V}$. The size of a vector is defined as the sum of its entries.

Definition 3.7. For any $x \in \mathbb{Z}_{+}^{E}$, and $F \subset E$, define $x(F)=\sum_{f \in F} x(f)$.
Definition 3.8. For a positive integer $b$, a b-matching in $G$ is defined as a vector $x \in \mathbb{Z}_{+}^{E}$ satisfying $x(\delta(v)) \leq b$ for each vertex $v \in V$. The maximum size of a b-matching in $G$ is defined as $\nu_{b}(G)$.

Definition 3.9. Define $\mathcal{N}_{r}$ as the set of servers that do not store any messages that are replicated fewer than r times.

$$
\begin{equation*}
\mathcal{N}_{r} \triangleq\left\{n \in[N] \mid m \in \mathcal{M}_{n} \Longrightarrow \rho_{m} \geq r\right\} . \tag{3.28}
\end{equation*}
$$

It is worthwhile to recall that from basic results in graph theory (see Chapter 30, Section 30.1 of Schrijver [93]), it is known that

$$
\begin{equation*}
\nu_{2}(G)=\min \{|V \backslash U|+|\mathcal{N}(U)| \mid U \subset V, \text { and } U \text { is a stable set }\} . \tag{3.29}
\end{equation*}
$$

With this we are ready to state our final result.

Theorem 3.3. The asymptotic capacity of GTPIR with $\rho_{m} \leq T+2$ for all $m \in[M]$, i.e., when each message set is replicated no more than $(T+2)$ times, is

$$
C_{\infty}=\left\{\begin{array}{ll}
0, & \rho_{\min } \leq T  \tag{3.30}\\
\frac{2}{\nu_{2}\left(G\left[\mathcal{N}_{T+2}\right]\right)+2\left|\mathcal{N}_{T+1}\right|}, & \rho_{\min }>T
\end{array} .\right.
$$

The proof of Theorem 3.3 appears in Section 3.6. While the converse bound for Theorem 3.3 follows directly from the general converse bound in Theorem 3.2, the achievability goes beyond the scheme of Theorem 3.1, to involve a limited generalization to private computation that is presented in Section 3.4.3. As an interesting special case of Theorem 3.3, note that if all messages are $T+2$ replicated, i.e., $\mathcal{N}_{T+1}$ is an empty set, then the asymptotic capacity is exactly $2 / \nu_{2}(G)$.

Remark 3.2. In general, for arbitrary positive integer b, any bounds on b-matching will result in a corresponding lower bound of $\sum_{n \in[N]} D_{n}$. However, since the converse bounds for 2 -matchings are found to be tight, there is no need to pursue $b \neq 2$, because no more bounds are needed. For larger $\rho_{m}$, perhaps similar results are possible in the hypergraph version, but we have not been able to find meaningful generalizations along these lines.

### 3.3.1 Examples

Let us consider a few more examples to illustrate our results. For these examples we set $X=0, T=1$ for simplicity, but similar examples are easily constructed for $X>0, T>1$ as well.

1. Consider $M=3$ message sets, stored at $N=4$ servers according to the replication pattern $\mathcal{R}_{1}=(1,2,4), \mathcal{R}_{2}=(1,2,3), \mathcal{R}_{3}=(1,3,4)$. Since every message is 3-replicated, according to Theorem 3.1 we have $C_{\infty} \geq 2 / 4=1 / 2$. For the converse we note that $\mathcal{R}_{1} \Longrightarrow$ $D_{1}+D_{2} \geq 1, \mathcal{R}_{2} \Longrightarrow D_{2}+D_{3} \geq 1, \mathcal{R}_{3} \Longrightarrow D_{3}+D_{4} \geq 1, D_{4}+D_{1} \geq 1$, and adding these bounds gives us $D_{1}+D_{2}+D_{3}+D_{4} \geq 2$. Thus we have $C_{\infty}=1 / 2$ for this example. Note that this example does not contain an exact $b$-cover for any positive integer $b$, but the asymptotic capacity for this example is still $C_{\infty}=\left(\rho_{\min }-X-T\right) / N$.
2. Consider $M=3$ message sets stored at $N=5$ servers according to the replication pattern $\mathcal{R}_{1}=(1,3,4), \mathcal{R}_{2}=(3,4,5), \mathcal{R}_{3}=(2,3,5)$, so that every message is 3 -replicated, but the storage is not symmetric, nor does it contain an exact $b$-cover. For the converse we note that $\mathcal{R}_{1} \Longrightarrow D_{4}+D_{1} \geq 1, D_{1}+D_{3} \geq 1 ; \mathcal{R}_{3} \Longrightarrow D_{3}+D_{2} \geq 1, D_{2}+D_{5} \geq 1$; $\mathcal{R}_{2} \Longrightarrow D_{5}+D_{4} \geq 1$; and combining these bounds gives us the converse bound as $C_{\infty} \leq \max _{\mathcal{D}} 1 /\left(\sum_{n \in[5]} D_{n}\right) \leq 2 / 5$. Since $\rho_{\text {min }}=3$, Theorem 3.1 shows that the rate $\left(\rho_{\min }-X-T\right) / N=2 / 5$ is achievable, so that $C_{\infty}=2 / 5$ for this example.
3. Consider $M=3$ message sets stored at $N=5$ servers according to the replication pattern $\mathcal{R}_{1}=(1,3,4), \mathcal{R}_{2}=(1,3,4,5), \mathcal{R}_{3}=(2,3,5)$, so that messages in $\mathcal{W}_{2}$ are 4-replicated while those in $\mathcal{W}_{1}, \mathcal{W}_{3}$ are only 3 -replicated. For the converse we note that $\mathcal{R}_{1} \Longrightarrow$ $D_{1}+D_{3} \geq 1, D_{3}+D_{4} \geq 1, D_{4}+D_{1} \geq 1 ;$ while $\mathcal{R}_{3} \Longrightarrow 2 D_{2}+2 D_{5} \geq 2$. Adding them up we have the bound $D_{1}+D_{2}+D_{3}+D_{4}+D_{5} \geq 5 / 2$, which gives us the converse bound $C_{\infty} \leq 2 / 5$. Since $\rho_{\min }=3$, the lower bound from Theorem 3.1 is also $2 / 5$, so that $C_{\infty}=2 / 5$ for this example. Note that we could eliminate any one element from $\mathcal{R}_{2}$ so
that messages in $\mathcal{W}_{2}$ are also only 3 -replicated, but that would not change the asymptotic capacity. Or we could add one more element to $\mathcal{R}_{2}$ so that messages in $\mathcal{W}_{2}$ are replicated at every server, and that would also not change the capacity. Thus, this example illustrates redundant storage.
4. Consider $M=2$ message sets stored at $N=5$ servers according to the replication pattern $\mathcal{R}_{1}=(1,2,3,4), \mathcal{R}_{2}=(2,3,4,5)$, so that each message is 4-replicated. The converse from Theorem 3.2 says $C_{\infty} \leq 2 / 3$, which corresponds to $D_{1}=D_{5}=0, D_{2}=D_{3}=$ $D_{4}=1 / 2$, but since $\rho_{\min }=4$, Theorem 3.1 applied directly only proves the achievability of rate $\left(\rho_{\min }-X-T\right) / N=3 / 5$ which does not match the converse bound. However, note that if we eliminate Server 1 and Server 5, then we are left with the same ${ }^{5} M=2$ message sets stored at $N^{\prime}=3$ servers according to the replication pattern $\mathcal{R}_{1}^{\prime}=(2,3,4), \mathcal{R}_{2}^{\prime}=(2,3,4)$, for which $\rho_{\text {min }}^{\prime}=3$, and Theorem 3.1 shows that the rate $\left(\rho_{\min }^{\prime}-X-T\right) / N^{\prime}=2 / 3$ is achievable, which indeed matches the converse bound. Thus, the asymptotic capacity for this example is $C_{\infty}=2 / 3$. The example shows that achievable rates may be improved by eliminating redundant servers.
5. Consider $M=4$ message sets stored at $N=5$ servers according to the storage pattern $\mathcal{R}_{1}=(1,2,3), \mathcal{R}_{2}=(2,3,4), \mathcal{R}_{3}=(1,3,5), \mathcal{R}_{4}=(2,4)$, so that messages in $\mathcal{W}_{1}, \mathcal{W}_{2}, \mathcal{W}_{3}$ are 3-replicated, while messages in $\mathcal{R}_{4}$ are 2 -replicated, and $\rho_{\text {min }}=2$. The achievable scheme from Theorem 3.1 achieves a rate $1 / 5$, however Theorem 3.3 builds upon that scheme to achieve the rate $2 / 7$ which also matches the converse. Thus, for this setting, the capacity is settled by Theorem 3.3 as $C_{\infty}=2 / 7$.
6. Consider $M=5$ message sets stored at $N=8$ servers according to the storage pattern $\mathcal{R}_{1}=(1,2,3), \mathcal{R}_{2}=(1,3,4), \mathcal{R}_{3}=(4,5,7), \mathcal{R}_{4}=(4,6,7), \mathcal{R}_{5}=(7,8)$. The capacity for this case is settled by Theorem 3.3 as $2 / 9$. To explicitly see the converse bound, note that in (3.27) $\mathcal{R}_{1} \Longrightarrow D_{1}+D_{2}+D_{3} \geq 3 / 2 ; \mathcal{R}_{5} \Longrightarrow D_{7} \geq 1, D_{8} \geq 1$; and $\mathcal{R}_{3} \Longrightarrow D_{4}+D_{5} \geq 1$.
[^13]Adding these bounds we have $D_{1}+D_{2}+D_{3}+D_{4}+D_{5}+D_{7}+D_{8} \geq 9 / 2$, which implies that asymptotically the total normalized download $D \geq 9 / 2$ and the converse bound follows. The graph representation for this setting, $G(V, E)$ is shown in Figure 3.1. Vertices in $\mathcal{N}_{3}=\{1,2,3,4,5,6\}$ are shown with a red border, while vertices in $\mathcal{N}_{2}=\{7,8\}$ are shown with a black border. The maximum size of a 2-matching on $G\left[\mathcal{N}_{3}\right]$ is 5 , corresponding to the 5 edges shown in red. Alternatively, it corresponds to the choice of $U=\{5,6\} \subset \mathcal{N}_{3}$ in (3.29). Note that while $U$ has 2 neighbors in $G$, i.e., $\mathcal{N}(U)=$ $\{4,7\}$, it has only 1 neighbor in $\mathcal{N}_{3}$, i.e., $\mathcal{N}(U) \cap \mathcal{N}_{3}=\{4\}$. Therefore, $\nu_{2}\left(G\left[\mathcal{N}_{3}\right]\right)+$ $2\left|\mathcal{N}_{2}\right|=\left|\mathcal{N}_{3} \backslash U\right|+\left|\mathcal{N}(U) \cap \mathcal{N}_{3}\right|+2\left|\mathcal{N}_{2}\right|=4+1+2(2)=9$. Achievability follows by the scheme presented in the proof of Theorem 3.3, downloading a symbol from each of $[N] \backslash U=\{1,2,3,4,7,8\}$, and downloading another symbol from each of $\mathcal{N}(U) \cup \mathcal{N}_{2}=$ $\{4,7,8\}$ according to a private computation scheme described in Section 3.4.3, for a total download of 9 symbols from which 2 desired symbols are retrieved.


Figure 3.1: The graph $G[V, E]$ for Example 6.

### 3.3.2 Solution Structure inspired by Dual GRS Codes

The most interesting aspect of the achievable scheme in Theorem 3.1 is a generalized query and storage structure that is inspired by dual GRS codes. Since the storage and query structure for XSTPIR in [57] was based on RS codes, the generalization to GRS code structure for GXSTPIR is somewhat serendipitous (note that the $G$ in GRS codes is not automatically associated with the $G$ in GXSTPIR which stands for Graph based replicated storage). It is also surprisingly effective, as explained intuitively in this section.

Before discussing how GRS codes are a part of the solution, let us illustrate the nature of the problem with a simple example. Let us consider a very basic setting, where we have $M=4$ subsets of messages, $N=4$ servers, and $\forall m \in[M]$, we have $\mathcal{R}_{m}=[N] \backslash\{m\}$, i.e., messages in $\mathcal{W}_{m}$ are stored at all servers except Server $m$. Let $V_{m}, m \in[M]$ be four vectors in $\mathbb{F}$, each of size $N \times 1$, such that the vector $V_{m}$ has a zero in its $m^{t h}$ coordinate (reflecting the fact that messages in $\mathcal{W}_{m}$ are not stored at Server $m$ ) and all other coordinates are non-zero. Then, as we will explain shortly, the rank of the matrix $\left[\mathbf{V}_{1}, \mathbf{V}_{2}, \mathbf{V}_{3}, \mathbf{V}_{4}\right]$ reflects the number of dimensions occupied by interference, i.e., downloaded symbols that are undesired. For example, suppose we are operating in $\mathbb{F}_{5}$ and we choose,

$$
\mathbf{V}=\left[V_{1}, V_{2}, V_{3}, V_{4}\right]=\left[\begin{array}{llll}
0 & 1 & 1 & 1  \tag{3.31}\\
1 & 0 & 3 & 2 \\
1 & 2 & 0 & 4 \\
1 & 3 & 1 & 0
\end{array}\right]
$$

which has rank 2. Then this choice corresponds to a scheme where interference occupies $\operatorname{rank}(\mathbf{V})=2$ out of the $N=4$ dimensions, leaving the remaining 2 dimensions available for retrieving desired message symbols. To see this explicitly, suppose each message is comprised of $L=2$ symbols, $W_{m, k}=\left(W_{m, k}(1), W_{m, k}(2)\right)$ in $\mathbb{F}_{5}$, and the user desires the message $W_{\mu, \kappa} \in$ $\mathcal{W}_{\mu}$. The download from the $n^{\text {th }}$ server is the $n^{\text {th }}$ row of the following $N \times 1$ vector.

$$
\begin{align*}
\mathbf{V}=( & \left.\sum_{k \in\left[K_{1}\right], \ell \in[L]} W_{1, k}(\ell) Z_{1, k,(\ell)}\right) \mathbf{V}_{1}+\left(\sum_{k \in\left[K_{2}\right], \ell \in[L]} W_{2, k}(\ell) Z_{2, k,(\ell)}\right) \mathbf{V}_{2} \\
& +\left(\sum_{k \in\left[K_{3}\right], \ell \in[L]} W_{3, k}(\ell) Z_{3, k,(\ell)}\right) \mathbf{V}_{3}+\left(\sum_{k \in\left[K_{4}\right], \ell \in[L]} W_{4, k}(\ell) Z_{4, k,(\ell)}\right) \mathbf{V}_{4}  \tag{3.32}\\
& +W_{\mu, \kappa}(1) \mathbf{F}_{(1)}^{[\mu, \kappa]}+W_{\mu, \kappa}(2) \mathbf{F}_{(2)}^{[\mu, \kappa]} \tag{3.33}
\end{align*}
$$

The vectors $\mathbf{F}_{(1)}^{[\mu, \kappa]}, \mathbf{F}_{(2)}^{[\mu, \kappa]}$ are two $4 \times 1$ vectors, called demand vectors that help retrieve the
desired message symbols. Due to storage constraints, the demand vectors $\mathbf{F}_{(1)}^{[\mu, \kappa]}, \mathbf{F}_{(2)}^{[\mu, \kappa]}$ must also have zeros in the coordinates where $\mathbf{V}_{\mu}$ has zeros. The $Z_{k, m,(\ell)}$ random variables are i.i.d. uniform noise terms added to hide the demand vectors contained in the query sent to each server, thus ensuring privacy of user's demand. The demand vectors, which carry the 2 desired message symbols must be linearly independent of $\mathbf{V}_{1}, \mathbf{V}_{2}, \mathbf{V}_{3}, \mathbf{V}_{4}$ which carry only interference. To retrieve his desired message, the user projects $V$ into the 2 dimensional null space of $\mathbf{V}_{1}, \mathbf{V}_{2}, \mathbf{V}_{3}, \mathbf{V}_{4}$, where all interference disappears and only the two desired signal dimensions remain, from which the 2 desired symbols are retrieved. The rate achieved by this scheme is $2 / 4=1 / 2$ which is also the asymptotic capacity for this setting (converse follows from Theorem 3.2).

From this example, it is clear that the problem is related to min-rank of the $V$ matrix subject to constraints on which terms take zero or non-zero values. These constraints are affected not only by the given storage structure, but also from the possibility of redundant servers ${ }^{6}$ as well as privacy and correctness constraints, e.g., because demand vectors must share the same structure to ensure privacy. Evidently, PIR with graph based storage is connected to other problems such as index coding, where also min-rank is important [15]. For arbitrary storage patterns such min-rank problems can be difficult to solve in general. However, now let us consider what happens if every message is replicated the same number of times, $\left|\mathcal{R}_{m}\right|=\rho_{m}=\rho_{\text {min }}$ for all $m \in[M]$. As will be shown in the proof of Theorem 3.3, even if replication factors vary across messages, schemes for such settings may use the constant-replication-factor schemes as their essential building blocks. Thus, the constant-replicationfactor setting is of fundamental significance. It is also the setting where we exploit the structure of dual GRS codes.

For simplicity we will only consider a setting with $X=0$ and $T=1$. Consider such a setting with an arbitrary number of message sets $M$, with $N=5$ servers, constant-replication-factor

[^14]$\rho_{\text {min }}=3$, and an example of an arbitrary storage pattern that satisfies these constraints (5 servers, every message replicated at 3 servers) reflected in the structure of the following $\mathbf{V}$ matrix.
\[

$$
\begin{align*}
& m=1 \quad m=2 \quad m=3 \quad \cdots \quad m=M \\
& \mathbf{V}=-\operatorname{Server~1~} \quad \underset{\text { Server 2 }}{ } \quad\left[\begin{array}{ccccc}
v_{1,1} & 0 & v_{3,1} & \cdots & v_{M, 1} \\
0 & v_{2,2} & v_{3,2} & \cdots & 0 \\
v_{1,3} & v_{2,3} & 0 & \cdots & v_{M, 3} \\
v_{1,4} & 0 & v_{3,4} & \cdots & 0 \\
0 & v_{2,5} & 0 & \cdots & v_{M, 5}
\end{array}\right] \tag{3.34}
\end{align*}
$$
\]

Note that the $m^{\text {th }}$ column has exactly $\rho_{m}=3$ non-zero entries corresponding to the 3 servers that store the messages in $\mathcal{W}_{m}$. The structure of each column is arbitrary, fixed by the given storage pattern, but each column must have exactly 3 non-zero entries. For this setting, it turns out that regardless of the value of $M$, it is possible to choose non-zero values for $v_{m, n}$ such that the rank of this matrix is not more than 3 , i.e., all interference can be limited to 3 dimensions. This is done as follows. Let $\beta_{n}$ be distinct non-zero constants for all $n \in[N]$. Furthermore, let us define,

$$
\begin{equation*}
v_{m, n}=\left(\prod_{n^{\prime} \in \mathcal{R}_{m} \backslash\{n\}}\left(\beta_{n}-\beta_{n^{\prime}}\right)\right)^{-1} \tag{3.35}
\end{equation*}
$$

Based on dual GRS codes (see Lemma B.2), it turns out that this choice of $v_{m, n}$ ensures that

$$
\begin{equation*}
\sum_{n \in \mathcal{R}_{m}} v_{m, n} \beta_{n}^{j}=0 \tag{3.36}
\end{equation*}
$$

for all $j \in\left\{0,1, \cdots, \rho_{\min }-2\right\}$. For this example, since $\rho_{\min }=3$, it means that $\forall m \in[M]$,
$\sum_{n \in \mathcal{R}_{m}} v_{m, n}=0$, and $\sum_{n \in \mathcal{R}_{m}} v_{m, n} \beta_{n}=0$. Writing this out explicitly, we have

$$
\left[\begin{array}{ccccc}
1 & 1 & 1 & 1 & 1  \tag{3.37}\\
\beta_{1} & \beta_{2} & \beta_{3} & \beta_{4} & \beta_{5}
\end{array}\right]\left[\begin{array}{ccccc}
\frac{1}{\left(\beta_{1}-\beta_{3}\right)\left(\beta_{1}-\beta_{4}\right)} & 0 & \frac{1}{\left(\beta_{1}-\beta_{2}\right)\left(\beta_{1}-\beta_{4}\right)} & \cdots & \frac{1}{\left(\beta_{1}-\beta_{3}\right)\left(\beta_{1}-\beta_{5}\right)} \\
0 & \frac{1}{\left(\beta_{2}-\beta_{3}\right)\left(\beta_{2}-\beta_{5}\right)} & \frac{1}{\left(\beta_{2}-\beta_{1}\right)\left(\beta_{2}-\beta_{4}\right)} & \cdots & 0 \\
\frac{1}{\left(\beta_{3}-\beta_{1}\right)\left(\beta_{3}-\beta_{4}\right)} & \frac{1}{\left(\beta_{3}-\beta_{2}\right)\left(\beta_{3}-\beta_{5}\right)} & 0 & \cdots & \frac{1}{\left(\beta_{3}-\beta_{1}\right)\left(\beta_{3}-\beta_{5}\right)} \\
\frac{1}{\left(\beta_{4}-\beta_{1}\right)\left(\beta_{4}-\beta_{3}\right)} & 0 & \frac{1}{\left(\beta_{4}-\beta_{1}\right)\left(\beta_{4}-\beta_{2}\right)} & \cdots & 0 \\
0 & \frac{1}{\left(\beta_{5}-\beta_{2}\right)\left(\beta_{5}-\beta_{3}\right)} & 0 & \cdots & \frac{1}{\left(\beta_{5}-\beta_{1}\right)\left(\beta_{5}-\beta_{3}\right)}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

which is easily verified because for any $n_{1}, n_{2}, n_{3} \in[N]$,

$$
\begin{align*}
v_{m, n_{1}}+v_{m, n_{2}}+v_{m, n_{3}} & =\frac{\left(\beta_{n_{2}}-\beta_{n_{3}}\right)+\left(\beta_{n_{3}}-\beta_{n_{1}}\right)+\left(\beta_{n_{1}}-\beta_{n_{2}}\right)}{\left(\beta_{n_{1}}-\beta_{n_{2}}\right)\left(\beta_{n_{1}}-\beta_{n_{3}}\right)\left(\beta_{n_{2}}-\beta_{n_{3}}\right)}=0,  \tag{3.38}\\
v_{m, n_{1}} \beta_{n_{1}}+v_{m, n_{2}} \beta_{n_{2}}+v_{m, n_{3}} \beta_{n_{3}} & =\frac{\left(\beta_{n_{2}}-\beta_{n_{3}}\right) \beta_{n_{1}}+\left(\beta_{n_{3}}-\beta_{n_{1}}\right) \beta_{n_{2}}+\left(\beta_{n_{1}}-\beta_{n_{2}}\right) \beta_{n_{3}}}{\left(\beta_{n_{1}}-\beta_{n_{2}}\right)\left(\beta_{n_{1}}-\beta_{n_{3}}\right)\left(\beta_{n_{2}}-\beta_{n_{3}}\right)}=0 . \tag{3.39}
\end{align*}
$$

Thus, there are $\rho_{\min }-1=2$ vectors along which $\mathbf{V}$ has null projection, corresponding to $j=0$ and $j=1$ in (3.36). These two interference free dimensions allow us to retrieve 2 desired symbols, achieving a rate of $2 / 5$ for this example.

As another example, consider a setting with an arbitrary number of messages $M$ and an arbitrary number of servers $N$, where each message is replicated 4 times, i.e., $\rho_{m}=\rho_{\text {min }}=4$ for all $m \in[M]$. Given an arbitrary 4-replicated storage structure, choosing $v_{m, n}$ according to (3.35) allows us to find $\rho_{\min }-1=3$ dimensions along which interference is nulled, corresponding to
$j=0, j=1$, and $j=2$ in (3.36). This is illustrated below.

$$
\left[\begin{array}{cccc}
1 & 1 & \cdots & 1  \tag{3.40}\\
\beta_{1} & \beta_{2} & \cdots & \beta_{N} \\
\beta_{1}^{2} & \beta_{2}^{2} & \cdots & \beta_{N}^{2}
\end{array}\right]_{\text {row } n_{3}}^{\operatorname{row} n_{2}}\left[\begin{array}{ccc}
\text { rolumn } m \\
\vdots & \mathbf{0} & \vdots \\
\cdots & v_{m, n_{1}} & \cdots \\
\vdots & \mathbf{0} & \vdots \\
\cdots & v_{m, n_{2}} & \cdots \\
\vdots & \mathbf{0} & \vdots \\
\cdots & v_{m, n_{3}} & \cdots \\
\vdots & \mathbf{0} & \vdots \\
\cdots & v_{m, n_{4}} & \cdots \\
\vdots & \mathbf{0} & \vdots
\end{array}\right]=\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right] .
$$

Column $m$ corresponds to an arbitrary message set $\mathcal{W}_{m}$ that is replicated at the 4 servers $n_{1}, n_{2}, n_{3}, n_{4}$, and it is easily verified that if $v_{m, n}$ are chosen according to (3.35) then

$$
\begin{array}{r}
v_{m, n_{1}}+v_{m, n_{2}}+v_{m, n_{3}}+v_{m, n_{4}}=0, \\
\beta_{n_{1}} v_{m, n_{1}}+\beta_{n_{2}} v_{m, n_{2}}+\beta_{n_{3}} v_{m, n_{3}}+\beta_{n_{4}} v_{m, n_{4}}=0, \\
\beta_{n_{1}}^{2} v_{m, n_{1}}+\beta_{n_{2}}^{2} v_{m, n_{2}}+\beta_{n_{3}}^{2} v_{m, n_{3}}+\beta_{n_{4}}^{2} v_{m, n_{4}}=0 . \tag{3.43}
\end{array}
$$

Thus, there are 3 interference-free dimensions which allow us to retrieve 3 desired symbols for a rate of $3 / N$.

In general, if the $\mathbf{V}$ matrix has $\rho_{\text {min }}$ non-zero entries in each column, then by assigning $v_{m, n}$ according to (3.35) there are $\rho_{\min }-1$ dimensions that are interference free, corresponding to $j \in\left\{0,1, \cdots, \rho_{\min }-2\right\}$ in (3.36), along which $\rho_{\text {min }}-1$ desired symbols can be retrieved to achieve the rate $\left(\rho_{\min }-1\right) / N$, which matches $\left(\rho_{\min }-X-T\right) / N$ for $X=0, T=1$. When $T>1$ and/or $X>0$, then additional interference terms enter into the picture due to the
additional noise terms needed to protect the messages ( $X$-security) and the queries ( $T$ privacy). Following the construction previously introduced for XSTPIR, these additional interference dimensions are restricted by using cross-subspace alignment [57]. Fortunately, since the storage and query structure used for XSTPIR in [57] is also based on Reed Solomon Codes, it turns out to be compatible with the additional structure imposed by the choice of $v_{m, n}$ in (3.35) according to dual Generalized Reed Solomon Codes. Combining both ideas, it turns out that the number of interference free dimensions that remain available for desired message symbols is equal to $\rho_{\min }-X-T$, which allows us to achieve a rate of $\left(\rho_{\min }-X-T\right) / N$. The details are left to the proof of Theorem 3.1.

### 3.4 Proof of Theorem 3.1

### 3.4.1 A Simple Example

To make the proof more accessible, let us start with a simple example, which is essentially derived from (3.34). Consider the setting where $N=5, T=1$ and $X=0$. There are $M=4$ message sets, $\mathcal{W}_{m}=\left(W_{m, 1}, W_{m, 2}, \cdots, W_{m, K_{m}}\right), m \in[4]$, that are stored in the 5 servers according to the replication pattern $\mathcal{R}=((1,3,4),(2,3,5),(1,2,4),(1,3,5))$, where $K_{m}, m \in[M]$ are positive integers representing the number of messages in the message set $\mathcal{W}_{m}$. Note that this replication pattern $\mathcal{R}$ corresponds to the four columns shown in the $V$ matrix in (3.34). The scheme operates over a block where each message is comprised of $L=2$ symbols from $\mathbb{F}_{q}$ where $q \geq N+L=7$. Let $\beta_{1}, \beta_{2}, \cdots, \beta_{5}, f_{1}, f_{2}$ be 7 distinct non-zero elements in $\mathbb{F}_{q}$. Now let us specify the storage at each server. Server $n$ stores all the $L=2$ symbols of messages from the message sets $\mathcal{W}_{m}$, for all $m \in \mathcal{M}_{n}$, i.e.,

$$
\begin{equation*}
S_{n}=\left\{\mathbf{W}_{m,(1)}, \mathbf{W}_{m,(2)}, \forall m \in \mathcal{M}_{n}\right\} \tag{3.44}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{W}_{m,(\ell)}=\left[W_{m, 1}(\ell), W_{m, 2}(\ell), \cdots, W_{m, K_{m}}(\ell)\right], \quad \forall \ell \in[2] \tag{3.45}
\end{equation*}
$$

For example, consider the first server, we have $\mathcal{M}_{1}=\{1,3,4\}$, therefore,

$$
\begin{equation*}
S_{1}=\left\{\mathbf{W}_{1,(1)}, \mathbf{W}_{1,(2)}, \mathbf{W}_{3,(1)}, \mathbf{W}_{3,(2)}, \mathbf{W}_{4,(1)}, \mathbf{W}_{4,(2)}\right\} \tag{3.46}
\end{equation*}
$$

Notably, for all $m \in[4]$, the $1 \times K_{m}$ row vector $\mathbf{W}_{m,(\ell)}$ contains the $\ell^{\text {th }}$ symbol from every message in $\mathcal{W}_{m}$. Suppose the user wishes to retrieve the message $W_{\mu, \kappa}=\left(W_{\mu, \kappa}(1), W_{\mu, \kappa}(2)\right)$. The query sent to Server $n$ is

$$
\begin{equation*}
Q_{n}^{[\mu, \kappa]}=\left\{\mathbf{Q}_{m, n,(1)}^{[\mu, \kappa]}, \mathbf{Q}_{m, n,(2)}^{[\mu, \kappa]}, \forall m \in \mathcal{M}_{n}\right\} \tag{3.47}
\end{equation*}
$$

where,

$$
\begin{align*}
\mathbf{Q}_{m, n,(\ell)}^{[\mu, k]} & =\frac{v_{m, n}}{f_{\ell}-\beta_{n}}\left(\mathbf{F}_{m}^{[\mu, \kappa]}+\left(f_{\ell}-\beta_{n}\right) \mathbf{Z}_{m, 1,(\ell)}^{\prime}\right)  \tag{3.48}\\
& =\frac{v_{m, n}}{f_{\ell}-\beta_{n}} \mathbf{F}_{m}^{[\mu, \kappa]}+v_{m, n} \mathbf{Z}_{m, 1,(\ell)}^{\prime} \tag{3.49}
\end{align*}
$$

the constant values $v_{m, n}$ are defined as

$$
\begin{equation*}
v_{m, n} \triangleq\left(\prod_{n^{\prime} \in \mathcal{R}_{m} \backslash\{n\}}\left(\beta_{n}-\beta_{n^{\prime}}\right)\right)^{-1} \tag{3.50}
\end{equation*}
$$

$\mathbf{F}_{m}^{[\mu, \kappa]}$ are demand vectors defined as

$$
\mathbf{F}_{m}^{[\mu, \kappa]}= \begin{cases}\mathbf{e}_{\kappa}, & \text { if } m=\mu  \tag{3.51}\\ \mathbf{0}, & \text { otherwise }\end{cases}
$$

where $\mathbf{e}_{\kappa}$ is the $\kappa^{t h}$ column of the $K_{m} \times K_{m}$ identity matrix. The values of $\mathbf{F}_{m}^{[\mu, \kappa]}$ are kept private from any server, by the $K_{m} \times 1$ column vectors $\mathbf{Z}_{m, 1,(\ell)}^{\prime}$ comprised of i.i.d uniform
noise symbols, for all $m \in[4], \ell \in[2]$. Thus, the scheme is $T=1$-private. To further clarify the construction of queries, consider the first server, we have

$$
\begin{equation*}
Q_{1}^{[\mu, k]}=\left\{\mathbf{Q}_{1,1,(1)}^{[\mu, k]}, \mathbf{Q}_{1,1,(2)}^{[\mu, k]}, \mathbf{Q}_{3,1,(1)}^{[\mu, k]}, \mathbf{Q}_{3,1,(2)}^{[\mu, k]}, \mathbf{Q}_{4,1,(1)}^{[\mu, k]}, \mathbf{Q}_{4,1,(2)}^{[\mu, k]}\right\} . \tag{3.52}
\end{equation*}
$$

The answer returned by Server $n$ is

$$
\begin{align*}
A_{n}^{[\mu, \kappa]} & =\sum_{\ell \in[2]} \sum_{m \in \mathcal{M}_{n}} \mathbf{W}_{m,(\ell)} \mathbf{Q}_{m, n,(\ell)}^{[\mu, \kappa]}  \tag{3.53}\\
& =\underbrace{\sum_{\ell[[2]]} \sum_{m \in \mathcal{M}_{n}} \frac{v_{m, n}}{f_{\ell}-\beta_{n}} \mathbf{W}_{m,(\ell)} \mathbf{F}_{m}^{[\mu, \kappa]}}_{A_{n}^{[\mu, \kappa]}}+\sum_{\ell \in[2]} \sum_{m \in \mathcal{M}_{n}} v_{m, n} \mathbf{W}_{m,(\ell)} \mathbf{Z}_{m, 1,(\ell)}^{\prime} \tag{3.54}
\end{align*}
$$

Upon receiving all $N=5$ answers, the user evaluates the $L=2$ values $Y_{1}, Y_{2}$, as follows.

$$
\left[\begin{array}{l}
Y_{1}  \tag{3.55}\\
Y_{2}
\end{array}\right]=\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\beta_{1} & \beta_{2} & \cdots & \beta_{5}
\end{array}\right]\left[\begin{array}{c}
A_{1}^{[\mu, \kappa]} \\
A_{2}^{[\mu, \kappa]} \\
\vdots \\
A_{5}^{[\mu, \kappa]}
\end{array}\right] .
$$

Note that by the construction of $A_{1}^{[\mu, \kappa]}, A_{2}^{[\mu, \kappa]}, \cdots, A_{5}^{[\mu, \kappa]}$, the column vector on the RHS of (3.55) can be written in the following matrix form.

$$
\left[\begin{array}{c}
A_{1}^{[\mu, \kappa]}  \tag{3.56}\\
A_{2}^{[\mu, \kappa]} \\
\vdots \\
A_{5}^{[\mu, \kappa]}
\end{array}\right]=\left[\begin{array}{c}
A_{1}^{\prime[\mu, \kappa]} \\
A_{2}^{\prime[\mu, \kappa]} \\
\vdots \\
A_{5}^{\prime[\mu, \kappa]}
\end{array}\right]+\left[\begin{array}{cccc}
v_{1,1} & 0 & v_{3,1} & v_{4,1} \\
0 & v_{2,2} & v_{3,2} & 0 \\
v_{1,3} & v_{2,3} & 0 & v_{4,3} \\
v_{1,4} & 0 & v_{3,4} & 0 \\
0 & v_{2,5} & 0 & v_{4,5}
\end{array}\right]\left[\begin{array}{l}
\mathbf{W}_{1,(1)} \mathbf{Z}_{1,1,(1)}^{\prime}+\mathbf{W}_{1,(2)} \mathbf{Z}_{1,1,(2)}^{\prime} \\
\mathbf{W}_{2,(1)} \mathbf{Z}_{2,1,(1)}^{\prime}+\mathbf{W}_{2,(2)} \mathbf{Z}_{2,1,(2)}^{\prime} \\
\mathbf{W}_{3,(1)} \mathbf{Z}_{3,1,(1)}^{\prime}+\mathbf{W}_{3,(2)} \mathbf{Z}_{3,1,(2)}^{\prime} \\
\mathbf{W}_{4,(1)} \mathbf{Z}_{4,1,(1)}^{\prime}+\mathbf{W}_{4,(2)} \mathbf{Z}_{4,1,(2)}^{\prime}
\end{array}\right]
$$

As previously shown in (3.37), guaranteed by Lemma B.2, the choice of constant values $v_{m, n}$ satisfy the property that

$$
\left[\begin{array}{cccc}
1 & 1 & \cdots & 1  \tag{3.57}\\
\beta_{1} & \beta_{2} & \cdots & \beta_{5}
\end{array}\right]\left[\begin{array}{cccc}
v_{1,1} & 0 & v_{3,1} & v_{4,1} \\
0 & v_{2,2} & v_{3,2} & 0 \\
v_{1,3} & v_{2,3} & 0 & v_{4,3} \\
v_{1,4} & 0 & v_{3,4} & 0 \\
0 & v_{2,5} & 0 & v_{4,5}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{0}
\end{array}\right]
$$

Besides, we note that by the definition of demand vectors $\mathbf{F}_{m}^{[\mu, \kappa]}$, we have

$$
\mathbf{W}_{m,(\ell)} \mathbf{F}_{m}^{[\mu, \kappa]}= \begin{cases}W_{\mu, \kappa}(\ell), & \text { if } m=\mu  \tag{3.58}\\ 0, & \text { otherwise }\end{cases}
$$

Therefore, we have

$$
\left[\begin{array}{c}
Y_{1}  \tag{3.59}\\
Y_{2}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 1 & 1 \\
\beta_{\mathcal{R}_{\mu}(1)} & \beta_{\mathcal{R}_{\mu}(2)} & \beta_{\mathcal{R}_{\mu}(3)}
\end{array}\right]\left[\begin{array}{cc}
\frac{v_{\mu, \mathcal{R}_{\mu}(1)}}{f_{1}-\mathcal{R}_{\mu}(1)} & \frac{v_{\mu, \mathcal{R}_{\mu}(1)}}{f_{2}-\beta_{\mathcal{R}_{\mu}(1)}} \\
\frac{v_{\mu, \mathcal{R}_{\mu}(2)}}{f_{1}-\mathcal{R}_{\mathcal{R}_{\mu}(2)}} & \frac{v_{\mu, \mathcal{R}_{\mu}(2)}}{f_{2}-\beta_{\mathcal{R}_{\mu}(2)}} \\
\frac{v_{\mu, \mathcal{R}_{\mu}(3)}}{f_{1}-\beta_{\mathcal{R}_{\mu}(3)}} & \frac{v_{\mu, \mathcal{R}_{\mu}(3)}}{f_{2}-\beta_{\mathcal{R}_{\mu}(3)}}
\end{array}\right]\left[\begin{array}{l}
W_{\mu, \kappa}(1) \\
W_{\mu, \kappa}(2)
\end{array}\right] .
$$

Guaranteed by Lemma B.3, the product of the first two matrices on the RHS is an invertible $2 \times 2$ matrix. Thus the user is able to obtain the desired message $W_{\mu, \kappa}=\left(W_{\mu, \kappa}(1), W_{\mu, \kappa}(2)\right)$ by inverting the matrix. Note that the 2 symbols of the desired message are obtained from a total of 5 downloaded symbols, the rate achieved by the scheme is $R=2 / 5$, which achieves the desired rate.

### 3.4.2 A General Scheme

Now let us we present the achievable scheme for GXSTPIR for arbitrary $N, T, X, M, K_{m}, \rho_{m}$ values that allows private retrieval of any desired message at a rate $R=\frac{\rho_{\min }-X-T}{N}$. Without loss of generality we will assume that $\rho_{m}=\rho_{\min }$ for all $m \in[M]$. For any message that is replicated more than $\rho_{\text {min }}$ times, the scheme can be applied by arbitrarily choosing any $\rho_{\text {min }}$ replications of that message and ignoring the rest. In order to achieve the rate $R=\frac{\rho_{\min }-X-T}{N}$, the scheme will retrieve $\rho_{\min }-X-T$ desired symbols by downloading one symbol from each server.

The scheme operates over a block where each message is comprised of $L$ symbols and we have

$$
\begin{equation*}
L=\rho_{\min }-X-T \tag{3.60}
\end{equation*}
$$

All symbols are in $\mathbb{F}_{q}$ and without loss of generality we will assume that $q \geq N+L$. Let $\beta_{[N]}, f_{[N]}$ be distinct non-zero values in $\mathbb{F}_{q}$. Server $n$ stores,

$$
\begin{align*}
S_{n} & =\left\{\mathbf{W}_{m,(1)}^{(n)}, \mathbf{W}_{m,(2)}^{(n)}, \cdots, \mathbf{W}_{m,(L)}^{(n)}, \forall m \in \mathcal{M}_{n}\right\}  \tag{3.61}\\
\mathbf{W}_{m,(\ell)}^{(n)} & =\mathbf{W}_{m,(\ell)}+\sum_{x \in[X]}\left(f_{\ell}-\beta_{n}\right)^{x} \mathbf{Z}_{m, x,(\ell)}  \tag{3.62}\\
\mathbf{W}_{m,(\ell)} & =\left[W_{m, 1}(\ell), W_{m, 2}(\ell), \cdots, W_{m, K_{m}}(\ell)\right], \quad \forall \ell \in[L] . \tag{3.63}
\end{align*}
$$

Thus, for all $m \in[M]$, the $1 \times K_{m}$ row vector $\mathbf{W}_{m,(\ell)}$ contains the $\ell^{\text {th }}$ symbol from every message in $\mathcal{W}_{m}$. For all $m \in[M], x \in[X], \ell \in[L]$, the $1 \times K_{m}$ row vectors $\mathbf{Z}_{m, x,(\ell)}$ are comprised of i.i.d. uniform noise symbols. Any message symbol $W_{m, k}(\ell)$ that is secret-shared among servers $\mathcal{R}_{m}$, is protected by the $X$ noise symbols $\mathbf{Z}_{m, 1,(\ell)}(k), \mathbf{Z}_{m, 2,(\ell)}(k), \cdots, \mathbf{Z}_{m, X,(\ell)}(k)$ that are i.i.d. uniform and coded according to an $\operatorname{MDS}\left(X, \rho_{\min }\right)$ code, so that the shares accessible to any set of up to $X$ colluding servers are independent of $W_{m, k}(\ell)$. Thus the scheme is
$X$-secure.

The query sent to Server $n$ is

$$
\begin{equation*}
Q_{n}^{[\mu, \kappa]}=\left\{\mathbf{Q}_{m, n,(\ell)}^{[\mu, \kappa]}, \forall m \in \mathcal{M}_{n}, \ell \in[L]\right\} \tag{3.64}
\end{equation*}
$$

where,

$$
\begin{equation*}
\mathbf{Q}_{m, n,(\ell)}^{[\mu, \kappa]}=\frac{v_{m, n}}{f_{\ell}-\beta_{n}}\left(\mathbf{F}_{m}^{[\mu, \kappa]}+\sum_{t \in[T]}\left(f_{\ell}-\beta_{n}\right)^{t} \mathbf{Z}_{m, t,(\ell)}^{\prime}\right) \tag{3.65}
\end{equation*}
$$

$\mathbf{F}_{m}^{[\mu, \kappa]}$ are demand vectors defined as

$$
\mathbf{F}_{m}^{[\mu, \kappa]}= \begin{cases}\mathbf{e}_{\kappa}, & \text { if } m=\mu  \tag{3.66}\\ \mathbf{0}, & \text { otherwise }\end{cases}
$$

where $\mathbf{e}_{\kappa}$ is the $\kappa^{\text {th }}$ column of the $K_{m} \times K_{m}$ identity matrix. The values of $\mathbf{F}_{m}^{[\mu, \kappa]}$ are kept private from any set of up to $T$ colluding servers, by the $K_{m} \times 1$ column vectors $\mathbf{Z}_{m, t,(\ell)}^{\prime}$ comprised of i.i.d uniform noise symbols, for all $m \in[M], t \in[T], \ell \in[L]$. Note that the noise vectors that protect $\mathbf{F}_{m}^{[\mu, \kappa]}$ are coded according to an $\operatorname{MDS}\left(T, \rho_{\text {min }}\right)$ code spread across the queries sent to servers in $\mathcal{R}_{m}$, i.e., all queries that contain $\mathbf{F}_{m}^{[\mu, \kappa]}$, so that the queries accessible to any set of up to $T$ servers reveal no information about the demand vectors. Thus, the scheme is $T$-private.

The constant values $v_{m, n}$ in (3.65) are defined as

$$
\begin{equation*}
v_{m, n} \triangleq\left(\prod_{n^{\prime} \in \mathcal{R}_{m} \backslash\{n\}}\left(\beta_{n}-\beta_{n^{\prime}}\right)\right)^{-1} \tag{3.67}
\end{equation*}
$$

As shown in Lemma B. 2 in Appendix B. 1 using the properties of dual GRS codes, this choice
of $v_{m, n}$ satisfies the crucial property that

$$
\begin{equation*}
\sum_{n \in \mathcal{R}_{m}} v_{m, n} \beta_{n}^{j}=0 \tag{3.68}
\end{equation*}
$$

for all $m \in[M]$ and for all $j \in\left\{0,1, \cdots, \rho_{\min }-2\right\}$.

The answer returned by Server $n$ is

$$
\begin{equation*}
A_{n}^{[\mu, \kappa]}=\sum_{\ell \in[L]} \sum_{m \in \mathcal{M}_{n}} \mathbf{W}_{m,(\ell)}^{(n)} \mathbf{Q}_{m, n,(\ell)}^{[\mu, \kappa]} \tag{3.69}
\end{equation*}
$$

Upon receiving all $N$ answers, the user evaluates the $L$ values $Y_{1}, Y_{2}, \cdots, Y_{L}$, as follows.

$$
\left[\begin{array}{c}
Y_{1}  \tag{3.70}\\
Y_{2} \\
\vdots \\
Y_{L}
\end{array}\right]=\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
\beta_{1} & \beta_{2} & \cdots & \beta_{N} \\
\vdots & \vdots & \cdots & \vdots \\
\beta_{1}^{L-1} & \beta_{2}^{L-1} & \cdots & \beta_{N}^{L-1}
\end{array}\right]\left[\begin{array}{c}
A_{1}^{[\mu, \kappa]} \\
A_{2}^{[\mu, \kappa]} \\
\vdots \\
A_{N}^{[\mu, \kappa]}
\end{array}\right]
$$

so that for all $i \in[L]$,

$$
\begin{align*}
Y_{i}= & \sum_{n \in[N]} \beta_{n}^{i-1} A_{n}^{[\mu, \kappa]}  \tag{3.71}\\
= & \sum_{n \in[N]} \beta_{n}^{i-1} \sum_{l \in[L]} \sum_{m \in \mathcal{M}_{n}} \mathbf{W}_{m,(\ell)}^{(n)} \mathbf{Q}_{m, n,(\ell)}^{[\mu, \kappa]}  \tag{3.72}\\
= & \sum_{\ell \in[L]} \sum_{m \in[M]} \sum_{n \in \mathcal{R}_{m}} \beta_{n}^{i-1} \mathbf{W}_{m,(\ell)}^{(n)} \mathbf{Q}_{m, n,(\ell)}^{[\mu, \kappa]}  \tag{3.73}\\
= & \sum_{\ell \in[L]} \sum_{m \in[M]} \sum_{n \in \mathcal{R}_{m}} \frac{v_{m, n} \beta_{n}^{i-1}}{f_{\ell}-\beta_{n}}\left(\mathbf{W}_{m,(\ell)}+\sum_{x \in[X]}\left(f_{\ell}-\beta_{n}\right)^{x} \mathbf{Z}_{m, x,(\ell)}\right) \\
& \quad\left(\mathbf{F}_{m}^{[\mu, \kappa]}+\sum_{t \in[T]}\left(f_{\ell}-\beta_{n}\right)^{t} \mathbf{Z}_{m, t,(\ell)}^{\prime}\right) \tag{3.74}
\end{align*}
$$

$$
\begin{align*}
& =\sum_{\ell \in[L]} \sum_{m \in[M]} \sum_{n \in \mathcal{R}_{m}}\left(\frac{v_{m, n} \beta_{n}^{i-1}}{f_{\ell}-\beta_{n}} \mathbf{W}_{m,(\ell)} \mathbf{F}_{m}^{[\mu, \kappa]}+\sum_{t \in[T]} v_{m, n} \beta_{n}^{i-1}\left(f_{\ell}-\beta_{n}\right)^{t-1} \mathbf{W}_{m,(\ell)} \mathbf{Z}_{m, t,(\ell)}^{\prime}\right. \\
& +\sum_{x \in[X]} v_{m, n} \beta_{n}^{i-1}\left(f_{\ell}-\beta_{n}\right)^{x-1} \mathbf{Z}_{m, x,(\ell)} \mathbf{F}_{m}^{[\mu, \kappa]} \\
& \left.+\sum_{x \in[X]} \sum_{t \in[T]} v_{m, n} \beta_{n}^{i-1}\left(f_{\ell}-\beta_{n}\right)^{x+t-1} \mathbf{Z}_{m, x,(\ell)} \mathbf{Z}_{m, t,(\ell)}^{\prime}\right)  \tag{3.75}\\
& =\sum_{\ell \in[L]} \sum_{m \in[M]} \sum_{n \in \mathcal{R}_{m}}\left(\frac{v_{m, n} \beta_{n}^{i-1}}{f_{\ell}-\beta_{n}} \mathbf{W}_{m,(\ell)} \mathbf{F}_{m}^{[\mu, \kappa]}\right) \\
& +\sum_{\ell \in[L]} \sum_{m \in[M]}\left(\sum_{t \in[T]} \mathbf{W}_{m,(\ell)} \mathbf{Z}_{m, t,(\ell)}^{\prime}\left(\sum_{n \in \mathcal{R}_{m}} v_{m, n} \beta_{n}^{i-1}\left(f_{\ell}-\beta_{n}\right)^{t-1}\right)\right) \\
& +\sum_{\ell \in[L]} \sum_{m \in[M]}\left(\sum_{x \in[X]} \mathbf{Z}_{m, x,(\ell)} \mathbf{F}_{m}^{[\mu, \kappa]}\left(\sum_{n \in \mathcal{R}_{m}} v_{m, n} \beta_{n}^{i-1}\left(f_{\ell}-\beta_{n}\right)^{x-1}\right)\right) \\
& +\sum_{\ell \in[L]} \sum_{m \in[M]}\left(\sum_{x \in[X]} \sum_{t \in[T]} \mathbf{Z}_{m, x,(\ell)} \mathbf{Z}_{m, t,(\ell)}^{\prime}\left(\sum_{n \in \mathcal{R}_{m}} v_{m, n} \beta_{n}^{i-1}\left(f_{\ell}-\beta_{n}\right)^{x+t-1}\right)\right) \tag{3.76}
\end{align*}
$$

The terms $\quad\left(\sum_{n \in \mathcal{R}_{m}} v_{m, n} \beta_{n}^{i-1}\left(f_{\ell}-\beta_{n}\right)^{t-1}\right), \quad\left(\sum_{n \in \mathcal{R}_{m}} v_{m, n} \beta_{n}^{i-1}\left(f_{\ell}-\beta_{n}\right)^{x-1}\right) \quad$ and $\left(\sum_{n \in \mathcal{R}_{m}} v_{m, n} \beta_{n}^{i-1}\left(f_{\ell}-\beta_{n}\right)^{x+t-1}\right)$ are equal to zero because of (3.68). This is because all of these can be expanded into weighted sums of terms of the form $\sum_{n \in \mathcal{R}_{m}} v_{m, n} \beta_{n}^{j}$ for $j$ taking values in $\left\{0,1, \cdots, \rho_{\min }-2\right\}$. Let us show this explicitly for $\sum_{n \in \mathcal{R}_{m}} v_{m, n} \beta_{n}^{i-1}\left(f_{\ell}-\beta_{n}\right)^{t-1}$ as follows,

$$
\begin{align*}
\sum_{n \in \mathcal{R}_{m}} v_{m, n} \beta_{n}^{i-1}\left(f_{\ell}-\beta_{n}\right)^{t-1} & =\sum_{n \in \mathcal{R}_{m}} v_{m, n} \beta_{n}^{i-1}\left(\sum_{\tau \in\{0,1, \cdots, t-1\}}\binom{t-1}{\tau} \beta_{n}^{\tau} \ell^{t-1-\tau}\right)  \tag{3.77}\\
& =\sum_{\tau \in\{0,1, \cdots, t-1\}}\binom{t-1}{\tau} f_{\ell}^{t-1-\tau}\left(\sum_{n \in \mathcal{R}_{m}} v_{m, n} \beta_{n}^{i+\tau-1}\right)  \tag{3.78}\\
& =0 \tag{3.79}
\end{align*}
$$

because $0 \leq i+\tau-1 \leq L+(T-1)-1=\rho_{\min }-X-2 \leq \rho_{\min }-2$. It can be similarly shown
that $\left(\sum_{n \in \mathcal{R}_{m}} v_{m, n} \beta_{n}^{i-1}\left(f_{\ell}-\beta_{n}\right)^{x-1}\right)=0$ and $\left(\sum_{n \in \mathcal{R}_{m}} v_{m, n} \beta_{n}^{i-1}\left(f_{\ell}-\beta_{n}\right)^{x+t-1}\right)=0$. Thus, we have,

$$
\begin{align*}
Y_{i} & =\sum_{\ell \in[L]} \sum_{m \in[M]} \sum_{n \in \mathcal{R}_{m}}\left(\frac{v_{m, n} \beta_{n}^{i-1}}{f_{\ell}-\beta_{n}} \mathbf{W}_{m,(\ell)} \mathbf{F}_{m}^{[\mu, \kappa]}\right)  \tag{3.80}\\
& =\sum_{\ell \in[L]} \sum_{m \in[M]} \mathbf{W}_{m,(\ell)} \mathbf{F}_{m}^{[\mu, \kappa]}\left(\sum_{n \in \mathcal{R}_{m}} \frac{v_{m, n} \beta_{n}^{i-1}}{f_{\ell}-\beta_{n}}\right)  \tag{3.81}\\
& =\sum_{\ell \in[L]} \mathbf{W}_{\mu,(\ell)} \mathbf{e}_{\kappa}\left(\sum_{n \in \mathcal{R}_{\mu}} \frac{v_{\mu, n} \beta_{n}^{i-1}}{f_{\ell}-\beta_{n}}\right)  \tag{3.82}\\
& =\sum_{\ell \in[L]} \sum_{n \in \mathcal{R}_{\mu}} W_{\mu, \kappa}(\ell) \frac{v_{\mu, n} \beta_{n}^{i-1}}{f_{\ell}-\beta_{n}} \tag{3.83}
\end{align*}
$$

Note that we used (3.66) to obtain (3.82). In matrix notation, we have,

$$
\left[\begin{array}{c}
Y_{1}  \tag{3.84}\\
Y_{2} \\
\vdots \\
Y_{L}
\end{array}\right]=\underbrace{\left[\begin{array}{ccc}
1 & \cdots & 1 \\
\beta_{\mathcal{R}_{\mu}(1)} & \cdots & \beta_{\mathcal{R}_{\mu}\left(\rho_{m}\right)} \\
\vdots & \vdots & \vdots \\
\beta_{\mathcal{R}_{\mu}(1)}^{L-1} & \cdots & \beta_{\mathcal{R}_{\mu}\left(\rho_{m}\right)}^{L-1}
\end{array}\right]}_{\mathbf{A}} \underbrace{\left[\begin{array}{ccc}
\frac{v_{\mu, \mathcal{R}_{\mu}(1)}}{f_{1}-\beta_{\mathcal{R}_{\mu}(1)}} & \cdots & \frac{v_{\mu, \mathcal{R}_{\mu}(1)}}{f_{L}-\beta_{\mathcal{R}_{\mu}(1)}} \\
\vdots & \vdots & \vdots \\
\frac{v_{\mu, \mathcal{R}_{\mu}\left(\rho_{m}\right)}}{f_{1}-\beta_{\mathcal{R}_{\mu}\left(\rho_{m}\right)}} & \cdots & \frac{v_{\mu, \mathcal{R}_{\mu}\left(\rho_{m}\right)}}{f_{L}-\beta_{\mathcal{R}_{\mu}\left(\rho_{m}\right)}}
\end{array}\right]}_{\mathbf{B}}\left[\begin{array}{c}
W_{\mu, \kappa}(1) \\
W_{\mu, \kappa}(2) \\
\vdots \\
W_{\mu, \kappa}(L)
\end{array}\right]
$$

Guaranteed by Lemma B. 3 and the the definitions of $v_{m, n}$ and $\beta_{n}, \forall m \in[M], n \in[N]$, the $L \times L$ matrix $\mathbf{A B}$ is invertible, and the desired message is retrievable by inverting the matrix. Thus the scheme is correct. This completes the proof of Theorem 3.1.

### 3.4.3 A Private Computation Scheme for $X=0, \rho_{\min }=T+1$.

From the description of the scheme, it is evident that the demand vectors are protected by the uniform noise, regardless of how they are chosen. Modifying the choice of demand vectors would allow the user to privately retrieve various forms of desired information, generalizing the scheme to broader applications. Here we present a simple example that will also be
useful for the proof of Theorem 3.3.

Suppose there are no security constraints $(X=0)$ and every message is replicated $T+1$ times ( $\left.\rho_{\min }=T+1\right)$, so that our scheme operates over blocks comprised of $L=\rho_{\min }-X-T=1$ symbol per message. Recall that our scheme allows the user to retrieve an arbitrary message $W_{\mu, \kappa}$ at the rate $R=\left(\rho_{\min }-X-T\right) / N=1 / N$ in this setting. Now, suppose instead of an arbitrary message, the user wants to retrieve an arbitrary linear combination of all messages,

$$
\begin{equation*}
\lambda(\mathcal{W}) \triangleq \sum_{m \in[M] k \in K_{m}} \sum_{m, k} \lambda_{m, k}(1)=\sum_{m \in[M]} \mathbf{W}_{m,(1)} \boldsymbol{\lambda}_{m}, \quad \forall \ell \in[L] \tag{3.85}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\lambda}_{m}=\left[\lambda_{m, 1}, \lambda_{m, 2}, \cdots, \lambda_{m, K_{m}}\right]^{T} \in \mathbb{F}_{q}^{K_{m} \times 1}, \quad \forall m \in[M] \tag{3.86}
\end{equation*}
$$

are the combining coefficients to be kept private from any set of up to $T$ colluding servers. This is a form of the private linear computation problem studied in [107] applied here to graph based replicated storage. To apply our scheme to this setting, replace the demand vectors $\mathbf{F}_{m}^{[\mu, \kappa]}$ with $\mathbf{F}_{m}^{[\lambda]}$ defined as follows.

$$
\begin{equation*}
\mathbf{F}_{m}^{[\lambda]}=\left(\sum_{n \in \mathcal{R}_{m}} \frac{v_{m, n}}{f_{1}-\beta_{n}}\right)^{-1} \boldsymbol{\lambda}_{m} \tag{3.87}
\end{equation*}
$$

so that continuing from (3.81) we have

$$
\begin{align*}
Y_{i} & =\sum_{\ell \in[L]} \sum_{m \in[M]} \mathbf{W}_{m,(\ell)} \mathbf{F}_{m}^{[\lambda]}\left(\sum_{n \in \mathcal{R}_{m}} \frac{v_{m, n} \beta_{n}^{i-1}}{f_{\ell}-\beta_{n}}\right), i \in[L]=\{1\}  \tag{3.88}\\
\Rightarrow Y_{1} & =\sum_{m \in[M]} \mathbf{W}_{m,(1)} \boldsymbol{\lambda}_{m}\left(\sum_{n \in \mathcal{R}_{m}} \frac{v_{m, n}}{f_{1}-\beta_{n}}\right)^{-1}\left(\sum_{n \in \mathcal{R}_{m}} \frac{v_{m, n}}{f_{1}-\beta_{n}}\right) \tag{3.89}
\end{align*}
$$

$$
\begin{equation*}
=\sum_{m \in[M]} \mathbf{W}_{m,(1)} \boldsymbol{\lambda}_{m}=\lambda(\mathcal{W}) \tag{3.91}
\end{equation*}
$$

Thus, a private computation scheme is readily obtained for the case where all messages are replicated at least $T+1$ times. The rate of this scheme is $\left(\rho_{\min }-T\right) / N=1 / N$. Just as in [107], there is no rate loss relative to the case where the user wants to retrieve only one message $W_{\mu, \kappa}$.

### 3.5 Proof of Theorem 3.2

Let $\mathcal{T}$ be a subset of $\mathcal{R}_{m}$, such that $|\mathcal{T}|=\max \left(\left|\mathcal{R}_{m}\right|, T\right)$. Let $\mathcal{X}$ be a subset of $\mathcal{R}_{m} \backslash \mathcal{T}$, such that $|\mathcal{X}|=\max \left(\left|\mathcal{R}_{m}\right|-|\mathcal{T}|, X\right)$. Note that it follows from the definition that $\mathcal{T} \cap \mathcal{X}=\emptyset$. From the decodability of message $W_{m, k}$ we have,

$$
\begin{align*}
L= & I\left(W_{m, k} ; A_{[N]}^{[m, k]} \mid Q_{[N]}^{[m, k]}\right)  \tag{3.92}\\
\leq & I\left(W_{m, k} ; A_{\mathcal{R}_{m} \backslash \mathcal{X}}^{[m, k]}, S_{[N] \backslash \mathcal{R}_{m}}, S_{\mathcal{X}} \mid Q_{[N]}^{[m, k]}\right)  \tag{3.93}\\
= & I\left(W_{m, k} ; S_{[N] \backslash \mathcal{R}_{m}}, S_{\mathcal{X}} \mid Q_{[N]}^{[m, k]}\right)+I\left(W_{m, k} ; A_{\mathcal{R}_{m} \backslash \mathcal{X}}^{[m, k]} \mid S_{[N] \backslash \mathcal{R}_{m}}, S_{\mathcal{X}}, Q_{[N]}^{[m, k]}\right)  \tag{3.94}\\
= & I\left(W_{m, k} ; A_{\mathcal{R}_{m} \backslash \mathcal{X}}^{[m, k]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{[N]}^{[m, k]}\right)  \tag{3.95}\\
= & I\left(W_{m, k} ; A_{\mathcal{T}}^{[m, k]}, A_{\left.\mathcal{R}_{m} \backslash \mathcal{X}\right) \backslash \mathcal{T}}^{[m, k]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{[N]}^{[m, k]}\right)  \tag{3.96}\\
= & I\left(W_{m, k} ; A_{\mathcal{T}}^{[m, k]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{[N]}^{[m, k]}\right) \\
& +I\left(W_{m, k} ; A_{\left(\mathcal{R}_{m} \backslash \mathcal{X}\right) \backslash \mathcal{T}}^{[m, k]} \mid A_{\mathcal{T}}^{[m, k]}, S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{[N]}^{[m, k]}\right)  \tag{3.97}\\
\leq & I\left(W_{m, k} ; A_{\mathcal{T}}^{[m, k]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{[N]}^{[m, k]}\right)+\sum_{n \in\left(\mathcal{R}_{m} \backslash \mathcal{X}\right) \backslash \mathcal{T}} H\left(A_{n}^{[m, k]}\right)  \tag{3.98}\\
\leq & I\left(W_{m, k} ; A_{\mathcal{T}}^{[m, k]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{[m, k]}\right)+\sum_{n \in\left(\mathcal{R}_{m} \backslash \mathcal{X}\right) \backslash \mathcal{T}} H\left(A_{n}^{[m, k]}\right)  \tag{3.99}\\
\leq & I\left(W_{m, k} ; A_{\mathcal{T}}^{\left[m, k^{\prime}\right]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{\left[m, k^{\prime}\right]}\right)+\sum_{n \in\left(\mathcal{R}_{m} \backslash \mathcal{X}\right) \backslash \mathcal{T}} H\left(A_{n}^{\left[m, k^{\prime}\right]}\right) \tag{3.100}
\end{align*}
$$

In (3.93) we used the fact that $A_{[N] \backslash\left(\mathcal{R}_{m} \backslash \mathcal{X}\right)}^{[m, k]}$ is a function of $\left(S_{[N] \backslash \mathcal{R}_{m}}, S_{\mathcal{X}}, Q_{[N]}^{[m, k]}\right)$, and $I(A ; f(B, C) \mid C) \leq I(A ; f(B, C), B \mid C)=I(A ; B \mid C)+I(A ; f(B, C) \mid B, C)=I(A ; B \mid C)$
where $f(B, C)$ is some function of $B, C$. The chain rule of mutual information is used for (3.94). For (3.95) we used the fact that $\left(S_{[N] \backslash \mathcal{R}_{m}}, S_{\mathcal{X}}\right)$ is independent of $\left(W_{m, k}, Q_{[N]}^{[m, k]}\right)$ according to Lemma B.4. The next step, (3.96) simply re-writes the same expression in different notation, while (3.97) follows from chain rule of mutual information. For (3.98) we used the fact that $I(A ; B \mid C)=H(B \mid C)-H(B \mid A, C) \leq H(B)$ because entropy is non-negative and conditioning reduces entropy. (3.99) follows from Lemma B.5. (3.100) follows because $I\left(Q_{\mathcal{T}}^{[m, \kappa]}, A_{\mathcal{T}}^{[m, \kappa]}, S_{[N]} ; \kappa\right)=0$ according to Lemma B.6. Equivalently,

$$
\begin{equation*}
\left(Q_{\mathcal{T}}^{[m, k]}, A_{\mathcal{T}}^{[m, k]}, S_{[N]}\right) \sim\left(Q_{\mathcal{T}}^{\left[m, k^{\prime}\right]}, A_{\mathcal{T}}^{\left[m, k^{\prime}\right]}, S_{[N]}\right) \tag{3.101}
\end{equation*}
$$

for all $m \in[M]$ and $k, k^{\prime} \in\left[K_{m}\right]$, which in turn implies (3.100).

Summing (3.100) over all $k \in\left[K_{m}\right]$ we have

$$
\begin{align*}
K_{m} L & \leq\left(\sum_{k \in\left[K_{m}\right]} I\left(W_{m, k} ; A_{\mathcal{T}}^{\left[m, k^{\prime}\right]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{\left[m, k^{\prime}\right]}\right)\right)+K_{m} \sum_{n \in\left(\mathcal{R}_{m} \backslash \mathcal{X}\right) \backslash \mathcal{T}} H\left(A_{n}^{\left[m, k^{\prime}\right]}\right)  \tag{3.102}\\
& \leq I\left(W_{m, 1}, \cdots, W_{m, K_{m}} ; A_{\mathcal{T}}^{\left[m, k^{\prime}\right]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{\left[m, k^{\prime}\right]}\right)+K_{m} \sum_{n \in\left(\mathcal{R}_{m} \backslash \mathcal{X}\right) \backslash \mathcal{T}} H\left(A_{n}^{\left[m, k^{\prime}\right]}\right)  \tag{3.103}\\
& \leq H\left(A_{\mathcal{T}}^{\left[m, k^{\prime}\right]}\right)+K_{m} \sum_{n \in\left(\mathcal{R}_{m} \backslash \mathcal{X}\right) \backslash \mathcal{T}} H\left(A_{n}^{\left[m, k^{\prime}\right]}\right) \tag{3.104}
\end{align*}
$$

(3.103) follows from the chain rule of mutual information and repeated use of the property that $I(A ; C \mid D)+I(B ; C \mid D) \leq I(A ; C \mid D)+I(B ; C \mid A, D)=I(A, B ; C \mid D)$ when $A, B$ are independent conditioned on $D$, i.e., $I(A ; B \mid D)=0$. This conditional independence property for (3.103) is proved in Lemma B.7. (3.104) follows from the facts that entropy is nonnegative and conditioning reduces entropy, i.e., $I(A ; B \mid C)=H(A \mid C)-H(A \mid B, C) \leq H(A \mid$
$C) \leq H(A)$.

From (3.104) we note that if $\left|\mathcal{R}_{m}\right| \leq X+T$ then $\mathcal{R}_{m} \backslash \mathcal{X} \backslash \mathcal{T}=\emptyset$, which means that as $K_{m} \rightarrow$ $\infty$, we must have $H\left(A_{\mathcal{T}}^{\left[m, k^{\prime}\right]}\right) \rightarrow \infty$, and since the download approaches infinity, the asymptotic capacity is zero. This is the degenerate case in Theorem 3.2.

Having dealt with the degenerate setting, henceforth, let us assume that $\left|\mathcal{R}_{m}\right|>X+T$ for all $m \in[M]$. Since the capacity for this case is not zero (follows from achievability), there is no loss of generality in assuming that the asymptotic value of download cost is bounded, i.e., $H\left(A_{n}^{\left[m, k^{\prime}\right]}\right) / K_{m}=o(1)$ as a function of $K_{m}$ for all $n \in[N]$. Recall that $f(x)=o(1)$ is equivalent to the condition that $\lim _{x \rightarrow \infty} f(x)=0$. In this case we have

$$
\begin{align*}
& \sum_{n \in\left(\mathcal{R}_{m} \backslash \mathcal{X}\right) \backslash \mathcal{T}} \frac{H\left(A_{n}^{\left[m, k^{\prime}\right]}\right)}{L}+o(1) \geq 1  \tag{3.105}\\
& \Rightarrow \sum_{n \in\left(\mathcal{R}_{m} \backslash \mathcal{X}\right) \backslash \mathcal{T}} D_{n}+o(1) \geq 1 . \tag{3.106}
\end{align*}
$$

where $D_{n}=\frac{H\left(A_{n}^{\left[m, k^{\prime}\right]}\right)}{L}$ is defined as the value of download from server $n$, normalized by $L$. As $K \rightarrow \infty$ all $o(1)$ terms approach 0 and we obtain the set of conditions that define $\mathcal{D}$ in (3.27). The capacity bound in Theorem 3.2 for the non-degenerate setting follows from the definition of capacity as the supremum of $L / D=\left(D_{1}+\cdots+D_{N}\right)^{-1}$.

### 3.6 Proof of Theorem 3.3

### 3.6.1 Proof of Converse for Theorem 3.3

It already follows from Theorem 3.2 that if $\rho_{\min } \leq T$ then the capacity is zero. So let us assume that $\rho_{\min }>T$. Theorem 3.3 also limits $\rho_{m} \leq T+2$ for all $m \in[M]$, therefore we must have $\rho_{m} \in\{T+1, T+2\}$ for all $m \in[M]$, i.e., every message is either $(T+1)$-replicated or
$(T+2)$-replicated. Recall that $\mathcal{N}_{T+2}$ is the set of servers that do not store any messages that are $(T+1)$-replicated. The remaining servers are in $\mathcal{N}_{T+1}$.

According to the general converse bound in Theorem 3.2, the asymptotic capacity $C_{\infty}$ is bounded above by the maximum value of $\left(D_{1}+\cdots+D_{N}\right)^{-1}$ subject to the constraints,

$$
\begin{array}{rr}
D_{u}+D_{v} \geq 1, & \forall u v \in E\left[\mathcal{N}_{T+2}\right] \\
D_{t} \geq 1, & \forall t \in\left[\mathcal{N}_{T+1}\right] \tag{3.108}
\end{array}
$$

We use the notation $G\left[\mathcal{N}_{T+2}\right]$ to represent the induced subgraph of $G[V, E]$ whose vertex set is $\mathcal{N}_{T+2}$ and whose edge set, denoted $E\left[\mathcal{N}_{T+2}\right]$ consists of all edges $u v \in E$ such that $u, v \in \mathcal{N}_{T+2}$. Recall that a 2-matching in $G\left[\mathcal{N}_{T+2}\right]$ is a vector $x$ that assigns to each edge $u v \in E\left[\mathcal{N}_{T+2}\right]$, a value from $\{0,1,2\}$ such that the sum of values assigned to all edges in $E\left[\mathcal{N}_{T+2}\right]$ that are incident with any vertex $n \in \mathcal{N}_{T+2}$ is not more than 2 . Let $x$ be the vector that produces the maximum size 2-matching in $G\left[\mathcal{N}_{T+2}\right]$, i.e., the size of $x$ is

$$
\begin{equation*}
\sum_{u v \in E\left[\mathcal{N}_{T+2}\right]} x(u v)=\nu_{2}\left(G\left[\mathcal{N}_{T+2}\right]\right) \tag{3.109}
\end{equation*}
$$

Multiplying both sides of (3.107) by $x(u v)$, summing up over all $u v \in E\left[\mathcal{N}_{T+2}\right]$, and adding $2 \times(3.108)$, we have

$$
\begin{align*}
& \sum_{u v \in E\left[\mathcal{N}_{T+2}\right]}\left(D_{u}+D_{v}\right) x(u v)+2 \sum_{t \in\left[\mathcal{N}_{T+1}\right]}\left(D_{t}\right) \geq \sum_{u v \in E\left[\mathcal{N}_{T+2}\right]} x(u v)+2\left|\mathcal{N}_{T+1}\right|  \tag{3.110}\\
& \Rightarrow \sum_{u \in \mathcal{N}_{T+2}} x\left(\delta(u) \cap E\left[\mathcal{N}_{T+2}\right]\right)\left(D_{u}\right)+2 \sum_{t \in\left[\mathcal{N}_{T+1}\right]}\left(D_{t}\right) \geq \nu_{2}\left(G\left[\mathcal{N}_{T+2}\right]\right)+2\left|\mathcal{N}_{T+1}\right|  \tag{3.111}\\
& \Rightarrow 2 \sum_{u \in \mathcal{N}_{T+2}}\left(D_{u}\right)+2 \sum_{t \in\left[\mathcal{N}_{T+1}\right]}\left(D_{t}\right) \geq \nu_{2}\left(G\left[\mathcal{N}_{T+2}\right]\right)+2\left|\mathcal{N}_{T+1}\right|  \tag{3.112}\\
& \Rightarrow 2 \sum_{u \in[N]}\left(D_{u}\right) \geq \nu_{2}\left(G\left[\mathcal{N}_{T+2}\right]\right)+2\left|\mathcal{N}_{T+1}\right|  \tag{3.113}\\
& \Rightarrow\left(D_{1}+D_{2}+\cdots+D_{n}\right) \geq \frac{\nu_{2}\left(G\left[\mathcal{N}_{T+2}\right]\right)+2\left|\mathcal{N}_{T+1}\right|}{2} \tag{3.114}
\end{align*}
$$

In (3.112) we used the fact that the sum of values assigned by $x$ to all edges in $E\left[\mathcal{N}_{T+2}\right]$ that are incident with the vertex $u$ is not more than 2 . Combining (3.114) with the result of Theorem 3.2, we obtain the desired converse bound

$$
\begin{equation*}
C_{\infty} \leq \frac{2}{\nu_{2}\left(G\left[\mathcal{N}_{T+2}\right]\right)+2\left|\mathcal{N}_{T+1}\right|} \tag{3.115}
\end{equation*}
$$

Thus, the proof of converse for Theorem 3.3 is complete.

### 3.6.2 Proof of Achievability for Theorem 3.3

Let us define $\widetilde{\mathcal{W}}_{T+1}$ as the set of messages that are replicated $T+1$ times. Let $U \subset \mathcal{N}_{T+2}$ be a stable set. We will show that it is possible to retrieve $L=2$ desired symbols with a total normalized download,

$$
\begin{equation*}
D_{1}+\cdots+D_{N}=\frac{|[1: N] \backslash U|+\left|\mathcal{N}(U) \cup \mathcal{N}_{T+1}\right|}{2} \tag{3.116}
\end{equation*}
$$

The achievable scheme does not use the servers in $U$. Let $\widetilde{\mathcal{W}}_{U}$ denote the set of messages that are stored at any of the servers in $U$. Note that none of these messages is in $\widetilde{\mathcal{W}}_{T+1}$ because $U \subset \mathcal{N}_{T+2}$. Also note that no message is replicated more than once in $U$ because $U$ is a stable set. After the servers in $U$ are eliminated, the messages $\widetilde{\mathcal{W}}^{*}=\widetilde{\mathcal{W}}_{U} \cup \widetilde{\mathcal{W}}_{T+1}$ are now replicated exactly $(T+1)$ times in the remaining servers. All other messages are replicated $(T+2)$ times. As a thought experiment, suppose we add a genie server that stores $\widetilde{\mathcal{W}}^{*}$. Now we have a storage system where all messages are replicated $(T+2)$ times, so that the scheme presented in the proof of Theorem 3.1 can be used to retrieve $L=2$ desired symbols while downloading $|[N] \backslash U|+1$ symbols, which includes one genie symbol, say $\lambda\left(\widetilde{\mathcal{W}^{*}}\right)$. In order to obtain $\lambda\left(\widetilde{\mathcal{W}^{*}}\right)$ without a genie, we will use the servers in the set $\mathcal{N}(U) \cup \mathcal{N}_{T+1}$. Note that $\mathcal{N}(U)$ and $\mathcal{N}_{T+1}$ may have some servers in common. More importantly, note that $\widetilde{\mathcal{W}}^{*}$ is replicated $(T+1)$ times within this set. Therefore, we can privately retrieve $\lambda\left(\widetilde{\mathcal{W}}^{*}\right)$ by
downloading one symbol from each of these servers, with the scheme described in Section 3.4.3. Thus, we have a private and correct scheme that retrieves $L=2$ desired symbols with a total download of $|[N] \backslash U|+\left|\mathcal{N}(U) \cup \mathcal{N}_{T+1}\right|$. Next, we note the following identity,

$$
\begin{equation*}
\underbrace{|[N] \backslash U|}_{t_{1}}+\underbrace{\left|\mathcal{N}(U) \cup \mathcal{N}_{T+1}\right|}_{t_{2}}=\underbrace{\left|\mathcal{N}_{T+2} \backslash U\right|}_{t_{3}}+\underbrace{\left|\mathcal{N}(U) \cap \mathcal{N}_{T+2}\right|}_{t_{4}}+\underbrace{2\left|\mathcal{N}_{T+1}\right|}_{t_{5}} \tag{3.117}
\end{equation*}
$$



Figure 3.2: General setting of $U \subset \mathcal{N}_{T+2}$ which may have neighbors $\mathcal{N}(U)$ both in $\mathcal{N}_{T+1}$ and $\mathcal{N}_{T+2}$. Note that $\mathcal{N}(U)$ does not include $U$.

Let us verify that the identity holds as follows. First consider the servers in $\mathcal{N}_{T+1}$. On the LHS all these servers are included in $t_{1}$ as well as $t_{2}$, i.e., they are counted twice. On the RHS these servers are included only in $t_{5}$ which is scaled by a factor of 2 , so both sides match. Now consider servers that are in $\mathcal{N}_{T+2}$ and are neighbors of servers in $U$. On the LHS these servers are included in $t_{1}$ as well as $t_{2}$, i.e., they are counted twice. On the RHS, these servers are included in $t_{3}$ as well as $t_{4}$, so again they are counted twice and the two sides match. Finally, consider the servers that are in $\mathcal{N}_{T+2}$ but are neither in $U$ nor among the neighbors of the servers in $U$. On the LHS all these servers are included in $t_{1}$, while on the RHS they are included in $t_{3}$. Thus on both sides these servers are included once, and the two sides match. Finally, note that the servers in $U$ are not included in any term on either the LHS or the RHS. Thus, we have verified that (3.117) holds.

Now, let us recall that according to (3.29),

$$
\begin{equation*}
\nu_{2}\left(G\left[\mathcal{N}_{T+2}\right]\right)=\min \left\{\left|\mathcal{N}_{T+2} \backslash U\right|+\left|\mathcal{N}(U) \cap \mathcal{N}_{T+2}\right| \mid \text { such that } U \subset \mathcal{N}_{T+2}, U \text { is a stable set }\right\} . \tag{3.118}
\end{equation*}
$$

Therefore, minimizing over $U \in \mathcal{N}_{T+2}$, the scheme achieves the normalized download,

$$
\begin{equation*}
D_{1}+\cdots+D_{N}=\frac{\nu_{2}\left(G\left[\mathcal{N}_{T+2}\right]\right)}{2}+\left|\mathcal{N}_{T+1}\right|, \tag{3.119}
\end{equation*}
$$

and therefore we have a lower bound on capacity,

$$
\begin{equation*}
C_{\infty} \geq \frac{2}{\nu_{2}\left(G\left[\mathcal{N}_{T+2}\right]\right)+2\left|\mathcal{N}_{T+1}\right|} \tag{3.120}
\end{equation*}
$$

Because the achievable scheme works for any number of messages, it is notable that this lower bound holds not only for asymptotic capacity, but also for capacity with arbitrary number of messages $K_{m}$. This completes the proof of achievability for Theorem 3.3.

### 3.7 Discussion

The asymptotic capacity of GXSTPIR studied in this chapter reveals important insights into the structure of optimal schemes for graph-based replicated storage. In particular the special structure inspired by dual GRS codes emerges as a powerful idea for GXSTPIR.

## Chapter 4

## $X$-secure $T$-private Information Retrieval from MDS Coded Storage with <br> Byzantine and Unresponsive Servers

The problem of $X$-secure $T$-private information retrieval from MDS coded storage is studied in this chapter, where the user wishes to privately retrieve one out of $K$ independent messages that are distributed over $N$ servers according to an MDS code. It is guaranteed that any group of up to $X$ colluding servers learn nothing about the messages and that any group of up to $T$ colluding servers learn nothing about the identity of desired message. A lower bound of achievable rates is proved by presenting a novel scheme based on cross-subspace alignment and a successive decoding with interference cancellation strategy. For large number of messages $(K \rightarrow \infty)$ the achieved rate, which we conjecture to be optimal, improves upon the best known rates previously reported in the literature by Raviv and Karpuk, and generalizes an achievable rate for MDS-TPIR previously found by Freij-Hollanti et al. that is also conjectured to be asymptotically optimal. The setting is then expanded to allow unresponsive and Byzantine servers. Finally, the scheme is applied to find a new lower con-
vex hull of (download, upload) pairs of secure and private distributed matrix multiplication that generalizes, and in certain asymptotic settings strictly improves upon the best known previous results.

### 4.1 Introduction

The study of PIR is important from an information theoretic perspective not only because privacy is important, but also because optimal PIR schemes often reveal novel coding structures, thereby advancing our understanding of structured codes, a cornerstone of network information theory. The fundamental significance of these coding structures is emphasized by the connections between PIR and a number of other important problems such as locally decodable codes [62, 136], locally repairable codes [43], batch codes [46], oblivious transfer [87, 40], instance hiding [2, 23], secret sharing [95], blind interference alignment [47, 101], and secure computation [133], including recent works on secure distributed matrix multiplication $[18,32,60,3,51,17]$. As the literature on information theoretic PIR continues to grow, it is also valuable to find unified perspectives that combine our understanding of various aspects of PIR and allow generalizations beyond PIR. Against this background, the contribution of this chapter is summarized in Figure 4.1.

An important concern in systems that rely on distributed servers is that some of these servers may turn out to be unresponsive or Byzantine (return erroneous responses)[68, 114, 19, 98]. In this chapter we study the problem of U-B-MDS-XSTPIR, i.e., PIR with $X$-secure data, $T$-private queries, $\left(N, K_{c}\right)$ MDS coded storage, where $U$ servers are unresponsive and up to $B$ servers are Byzantine. In particular we show that a rate of $R_{\mathrm{U}-\mathrm{B}-\mathrm{MDS-xSTPIR}}^{\infty}=$ $1-\left(\frac{K_{c}+X+T+2 B-1}{N-U}\right)$ is achievable for any number of messages $K$. This rate strictly improves upon the previous best known rate $R=\left(1-\left(\frac{K_{c}+X+T+2 B-1}{N-U}\right)\right)\left(\frac{K_{c}}{K_{c}+X}\right)$ for U-B-MDS-


Figure 4.1: The U-B-MDS-XSTPIR setting studied in this chapter generalizes previously studied settings of PIR [102], TPIR [106], MDS-PIR [11], MDS-TPIR [36, 105], XSTPIR [57], U-TPIR [106], B-TPIR [12], and U-B-MDS-TPIR [109] as shown, and finds application beyond PIR in the context of Private Secure Distributed Matrix Multiplication (PSDMM).

XSTPIR, found ${ }^{1}$ in [88]. In fact, for MDS-XSTPIR, i.e., with $U=B=0$, we conjecture that our rate of $R_{\text {MDS-xSTPIR }}^{\infty}=1-\left(\frac{K_{c}+X+T-1}{N}\right)$ is asymptotically optimal as $K \rightarrow \infty$, thus generalizing a previous conjecture for MDS-TPIR in [36] that can be obtained by further setting $X=0$. Remarkably, U-B-MDS-XSTPIR is a generalization of PIR, TPIR, MDS-PIR, XSTPIR, U-TPIR, B-TPIR, and U-B-MDS-TPIR and the asymptotically optimal (or the best known) structured coding schemes for all of these problems can be obtained as a special case of the unified scheme for U-B-MDS-XSTPIR that we present in this chapter. The basis for this unified view, and the central technical contribution of this chapter, is a scheme that combines the cross-subspace alignment idea in Chapter 2 with a layered structure that allows successive decoding and interference cancellation to retrieve multiple layers of symbols from the desired message. The scheme is also shown to be applicable to the problem of secure and private distributed matrix multiplication (PSDMM) that was recently introduced in [63, 17]. Remarkably, the new scheme is able to generalize, and in certain asymptotic settings strictly improve upon the previously best known rates for PSDMM.

[^15]
### 4.2 Problem Statement: U-B-MDS-XSTPIR

Consider $K$ independent messages, $W_{1}, W_{2}, \ldots, W_{K}$. Each message is represented by $\ell$ uniformly random symbols from the finite field $\mathbb{F}_{q}$.

$$
\begin{array}{r}
H\left(W_{1}\right)=H\left(W_{2}\right)=\cdots=H\left(W_{K}\right)=\ell, \\
H\left(W_{[K]}\right)=K \ell, \tag{4.2}
\end{array}
$$

in $q$-ary units. Note that as is typical in information theory, the message sizes are unbounded, and the coding scheme may freely choose the block size $\ell$. The information stored at the $n^{t h}$ server is denoted by $S_{n}, n \in[N]$. Messages are stored among $N$ servers according to an $\operatorname{MDS}\left(N, X+K_{c}\right)$ code which codes each message separately. From any $X+K_{c}$ servers, it must be possible to recover all messages.

$$
\begin{equation*}
H\left(W_{[K]} \mid S_{\mathcal{M}}\right)=0, \quad \forall \mathcal{M} \subset[N],|\mathcal{M}|=X+K_{c} . \tag{4.3}
\end{equation*}
$$

The storage requirement at each server is $K \ell / K_{c}$, i.e.,

$$
\begin{equation*}
H\left(S_{n}\right)=\frac{K \ell}{K_{c}}, \quad \forall n \in[N] . \tag{4.4}
\end{equation*}
$$

Thus, compared to replicated storage, the storage requirement is reduced by a factor of $1 / K_{c} . \quad X$-secure storage, $0 \leq X \leq N$, guarantees that any $X$ (or fewer) colluding servers learn nothing about the messages.

$$
\begin{equation*}
I\left(S_{\mathcal{X}} ; W_{[K]}\right)=0, \quad \forall \mathcal{X} \subset[N],|\mathcal{X}|=X . \tag{4.5}
\end{equation*}
$$

The user privately and uniformly generates the index of his desired message $\theta \in[K]$. To retrieve the desired message privately, the user generates $N$ queries, $Q_{[N]}^{\theta}$. The $n^{\text {th }}$ query $Q_{n}^{\theta}$
is sent to the $n^{\text {th }}$ server. The user has no prior knowledge of the information stored at the servers, i.e.,

$$
\begin{equation*}
I\left(S_{[N]} ; \theta, Q_{[N]}^{\theta}\right)=0 \tag{4.6}
\end{equation*}
$$

$T$-privacy, $0 \leq T \leq N$, guarantees that any $T$ (or fewer) colluding servers learn nothing about the desired message index $\theta$.

$$
\begin{equation*}
I\left(Q_{\mathcal{T}}^{\theta}, S_{\mathcal{T}} ; \theta\right)=0, \quad \forall \mathcal{T} \subset[N],|\mathcal{T}|=T \tag{4.7}
\end{equation*}
$$

Upon receiving the user's query $Q_{n}^{\theta}$, the $n^{\text {th }}$ server responds with the answer $A_{n}^{\theta}$.

There exists a set of servers $\mathcal{B}, \mathcal{B} \subset[N],|\mathcal{B}| \leq B$, known as Byzantine servers, and another (disjoint) set of servers $\mathcal{U}, \mathcal{U} \subset[N],|\mathcal{U}|=U$, known as unresponsive servers. The user knows $U, B$ but the realizations of the sets $\mathcal{U}, \mathcal{B}$, are not known to the user apriori. The Byzantine servers respond to the user arbitrarily, possibly introducing errors. The unresponsive servers do not respond at all. However, the remaining servers, i.e., servers in $[N] \backslash(\mathcal{B} \cup \mathcal{U})$, respond to the user truthfully with a function of the query and their stored information.

$$
\begin{equation*}
H\left(A_{n}^{\theta} \mid Q_{n}^{\theta}, S_{n}\right)=0, \quad \forall n \in[N] \backslash(\mathcal{B} \cup \mathcal{U}) \tag{4.8}
\end{equation*}
$$

The user must be able to recover the desired message $W_{\theta}$ from the responses that he receives.

$$
\begin{equation*}
H\left(W_{\theta} \mid A_{[N] \backslash \mathcal{U}}^{\theta}, Q_{[N]}^{\theta}, \theta\right)=0 \quad \forall \mathcal{U}, \mathcal{B} \subset[N], \mathcal{U}=U, \mathcal{B}=B, \mathcal{U} \cap \mathcal{B}=\emptyset \tag{4.9}
\end{equation*}
$$

The rate of a U-B-MDS-XSTPIR scheme is defined by the number of bits of desired message that are retrieved per total bit of download from all servers on average,

$$
\begin{equation*}
R_{\mathrm{U}-\mathrm{B}-\mathrm{MDS-XSTPIR}}=\frac{H\left(W_{\theta}\right)}{\sum_{n \in[N] \backslash \mathcal{U}} A_{n}^{\theta}}=\frac{\ell}{D} \tag{4.10}
\end{equation*}
$$

$D=\sum_{n \in[N] \backslash \mathcal{U}} A_{n}^{\theta}$ is the expected number of downloaded bits from all servers. When $B=$ $0, U=0$, i.e., there are no Byzantine servers and no unresponsive servers, then we refer to the problem simply as MDS-XSTPIR.

### 4.3 Result: An Achievable Rate for U-B-MDS-XSTPIR

Theorem 4.1. The following rate is achievable for $U$ - $B$-MDS-XSTPIR,

$$
\begin{equation*}
R_{U-B-M D S-X S T P I R}\left(N, K_{c}, X, T, U, B, K\right)=1-\left(\frac{K_{c}+X+T+2 B-1}{N-U}\right) \tag{4.11}
\end{equation*}
$$

The achievability of this rate, proved in Section 4.4, is the central contribution of this chapter. It is based on a coding scheme that uses cross-subspace alignment along with a layered structure that allows successive decoding with interference cancellation. Note that previously the best known achievable result for U-B-MDS-XSTPIR for large number of messages ( $K \rightarrow$ $\infty)$ was $R=\left(1-\left(\frac{K_{c}+X+T+2 B-1}{N-U}\right)\right)\left(\frac{K_{c}}{K_{c}+X}\right)$, found in [88]. Evidently our scheme achieves a strictly higher rate. While we conjecture that the rate in Theorem 4.1 for MDS-XSTPIR $(U=0, B=0)$ is also the asymptotic capacity of MDS-XSTPIR, a converse proof to this effect remains beyond reach. This is to be expected, because the converse proof has also been unavailable for MDS-TPIR, which is a special case of MDS-XSTPIR. Our final result appears in Section 4.5 where the result of Theorem 4.1 is applied to the problem of Private Secure Distributed Matrix Multiplication.

### 4.4 Proof of Theorem 4.1

First we provide the proof of achievability for $U=0, B=0$, i.e., with no unresponsive or Byzantine servers. Throughout the scheme, let us define

$$
\begin{equation*}
L=N-\left(K_{c}+X+T-1\right) . \tag{4.12}
\end{equation*}
$$

and let us set

$$
\begin{equation*}
\ell=L K_{c} . \tag{4.13}
\end{equation*}
$$

Let us start with an illustrative example.

### 4.4.1 $X=1, T=1, K_{c}=2, N=4$

Here we have $L=1$ and $\ell=2$. So let each message consist of $\ell=2$ symbols from a finite field $\mathbb{F}_{q}$, where $q \geq L+N=5$. Let $\mathbf{W}_{11}$ and $\mathbf{W}_{12}$ be two $1 \times K$ row vectors containing the first and second symbol from every message, respectively. Let $\mathbf{Z}_{11}$ be a uniformly distributed random noise vector from $\mathbb{F}_{q}^{1 \times K}$, that will be used to provide $X=1$ security for the stored data. Let $\mathbf{Z}_{11}^{\prime 1}, \mathbf{Z}_{11}^{\prime 2}$ be independent, uniformly distributed random noise vectors from $\mathbb{F}_{q}^{K \times 1}$ that will be used to provide $T=1$ privacy for the queries. Let $\mathbf{Q}_{\theta}$ be the $\theta$-th column of the $K \times K$ identity matrix, where $\theta$ is the index of desired message. The independence between messages, noise vectors, and desired message index $\theta$ is formalized as follows.

$$
\begin{equation*}
H\left(\mathbf{W}_{11}, \mathbf{W}_{12}, \mathbf{Z}_{11}, \mathbf{Z}_{11}^{\prime 1}, \mathbf{Z}_{11}^{\prime 2}, \theta\right)=H\left(\mathbf{W}_{11}\right)+H\left(\mathbf{W}_{12}\right)+H\left(\mathbf{Z}_{11}\right)+H\left(\mathbf{Z}_{11}^{\prime 1}\right)+H\left(\mathbf{Z}_{11}^{\prime 2}\right)+H(\theta) . \tag{4.14}
\end{equation*}
$$

Note that by the definition of $\mathbf{W}_{11}, \mathbf{W}_{12}$ and $\mathbf{Q}_{\theta}$, the inner products $\mathbf{W}_{11} \mathbf{Q}_{\theta}$ and $\mathbf{W}_{12} \mathbf{Q}_{\theta}$ are precisely the two symbols of the desired message, that the user wishes to retrieve. Let $f_{1}, \alpha_{1}, \alpha_{2}, \cdots, \alpha_{N}$, represent $N+1$ distinct elements of $\mathbb{F}_{q}$. The storage at the $n$-th server is constructed as follows.

$$
\begin{equation*}
S_{n}=\left(\frac{1}{\left(f_{1}-\alpha_{n}\right)^{2}} \mathbf{W}_{11}+\frac{1}{f_{1}-\alpha_{n}} \mathbf{W}_{12}+\mathbf{Z}_{11}\right) \tag{4.15}
\end{equation*}
$$

Thus, the data is coded along with the noise according to an $\operatorname{MDS}\left(N, K_{c}+X\right)$, i.e., $\operatorname{MDS}(4,3)$ code. The presence of noise guarantees that the data is $(X=1)$ secure. The query sent by the user to the $n$-th server to privately retrieve the $\theta$-th message, consists of $K_{c}=2$ rounds, which are denoted as $Q_{n}^{\theta, 1}$ and $Q_{n}^{\theta, 2}$ respectively.

$$
\begin{align*}
& Q_{n}^{\theta, 1}=\left(f_{1}-\alpha_{n}\right) \mathbf{Q}_{\theta}+\left(f_{1}-\alpha_{n}\right)^{2} \mathbf{Z}_{11}^{\prime 1}  \tag{4.16}\\
& Q_{n}^{\theta, 2}=\mathbf{Q}_{\theta}+\left(f_{1}-\alpha_{n}\right)^{2} \mathbf{Z}_{11}^{\prime 2} \tag{4.17}
\end{align*}
$$

Upon receiving the query from user, the answer returned by the $n$-th server is

$$
\begin{equation*}
A_{n}^{\theta}=\left(S_{n} Q_{n}^{\theta, 1}, S_{n} Q_{n}^{\theta, 2}\right) \tag{4.18}
\end{equation*}
$$

Now let us see why correctness is guaranteed. We rewrite $S_{n} Q_{n}^{\theta, 1}$ as

$$
\begin{align*}
S_{n} Q_{n}^{\theta, 1}= & \left(\frac{1}{\left(f_{1}-\alpha_{n}\right)^{2}} \mathbf{W}_{11}+\frac{1}{f_{1}-\alpha_{n}} \mathbf{W}_{12}+\mathbf{Z}_{11}\right)\left(\left(f_{1}-\alpha_{n}\right) \mathbf{Q}_{\theta}+\left(f_{1}-\alpha_{n}\right)^{2} \mathbf{Z}_{11}^{\prime}\right)  \tag{4.19}\\
= & \frac{1}{f_{1}-\alpha_{n}} \mathbf{W}_{11} \mathbf{Q}_{\theta}+\underbrace{\left(\mathbf{W}_{11} \mathbf{Z}_{11}^{\prime 1}+\mathbf{W}_{12} \mathbf{Q}_{\theta}\right)}_{I_{1}} \\
& \quad+\left(f_{1}-\alpha_{n}\right) \underbrace{\left(\mathbf{W}_{12} \mathbf{Z}_{11}^{\prime}+\mathbf{Z}_{11} \mathbf{Q}_{\theta}\right)}_{I_{2}}+\left(f_{1}-\alpha_{n}\right)^{2} \underbrace{\mathbf{Z}_{11} \mathbf{Z}_{11}^{\prime}}_{I_{3}} . \tag{4.20}
\end{align*}
$$

Now, note that the terms $1,\left(f_{1}-\alpha_{n}\right),\left(f_{1}-\alpha_{n}\right)^{2}$, can each be expanded into weighted sums of the terms $1, \alpha_{n}, \alpha_{n}^{2}$. Re-grouping terms according to this expansion, and collecting $S_{n} Q_{n}^{\theta, 1}$
terms from the answers received from all $N=4$ servers, we obtain

$$
\left[\begin{array}{c}
S_{1} Q_{1}^{\theta, 1}  \tag{4.21}\\
S_{2} Q_{2}^{\theta, 1} \\
S_{3} Q_{3}^{\theta, 1} \\
S_{4} Q_{4}^{\theta, 1}
\end{array}\right]=\underbrace{\left[\begin{array}{cccc}
\frac{1}{f_{1}-\alpha_{1}} & 1 & \alpha_{1} & \alpha_{1}^{2} \\
\frac{1}{f_{1}-\alpha_{2}} & 1 & \alpha_{2} & \alpha_{2}^{2} \\
\frac{1}{f_{1}-\alpha_{3}} & 1 & \alpha_{3} & \alpha_{3}^{2} \\
\frac{1}{f_{1}-\alpha_{4}} & 1 & \alpha_{4} & \alpha_{4}^{2}
\end{array}\right]}_{\mathbf{M} 1,4}\left[\begin{array}{c}
\mathbf{W}_{11} \mathbf{Q}_{\theta} \\
I_{1}+f_{1} I_{2}+f_{1}^{2} I_{3} \\
-I_{2}-f_{1} I_{3}-f_{1} I_{3} \\
I_{3}
\end{array}\right]
$$

Since the $4 \times 4$ matrix $\mathbf{M}_{1,4}$ is invertible according to Lemma 2.5 , the user is able to retrieve his first desired symbol, $\mathbf{W}_{11} \mathbf{Q}_{\theta}$. Now, in order to retrieve his second desired symbol, $\mathbf{W}_{11} \mathbf{Q}_{\theta}$, the user will use successive decoding along with cancellation of interference from the previously retrieved desired symbol. Consider the second part of the answer received from each server, $S_{n} Q_{n}^{\theta, 2}$, which can be written as follows.

$$
\begin{align*}
S_{n} Q_{n}^{\theta, 2}= & \left(\frac{1}{\left(f_{1}-\alpha_{n}\right)^{2}} \mathbf{W}_{11}+\frac{1}{f_{1}-\alpha_{n}} \mathbf{W}_{12}+\mathbf{Z}_{11}\right)\left(\mathbf{Q}_{\theta}+\left(f_{1}-\alpha_{n}\right)^{2} \mathbf{Z}_{11}^{\prime 2}\right)  \tag{4.22}\\
= & \frac{1}{\left(f_{1}-\alpha_{n}\right)^{2}} \underbrace{\mathbf{W}_{11} \mathbf{Q}_{\theta}}_{I_{0}^{\prime}}+\frac{1}{f_{1}-\alpha_{n}} \mathbf{W}_{12} \mathbf{Q}_{\theta} \\
& +\underbrace{\left(\mathbf{W}_{11} \mathbf{Z}_{11}^{\prime 2}+\mathbf{Z}_{11} \mathbf{Q}_{\theta}\right)}_{I_{1}^{\prime}}+\left(f_{1}-\alpha_{n}\right) \underbrace{\mathbf{W}_{12} \mathbf{Z}_{11}^{\prime 2}}_{I_{2}^{\prime}}+\left(f_{1}-\alpha_{n}\right)^{2} \underbrace{\mathbf{Z}_{11} \mathbf{Z}_{11}^{\prime 2}}_{I_{3}^{\prime}} \tag{4.23}
\end{align*}
$$

Aside from the desired symbol $\mathbf{W}_{12} \mathbf{Q}_{\theta}$, there are four interference terms $I_{0}^{\prime}, I_{1}^{\prime}, I_{2}^{\prime}, I_{3}^{\prime}$. Now, since the user has already retrieved $\mathbf{W}_{11} \mathbf{Q}_{\theta}$, he can subtract $I_{0}^{\prime}$ from $S_{n} Q_{n}^{\theta, 2}$. Furthermore, like before, the remaining interference terms can be expanded along $\alpha_{n}^{t}, t \in\{0,1,2\}$. Thus the user is able to obtain

$$
\left[\begin{array}{l}
S_{1} Q_{1}^{\theta, 2}-\frac{I_{0}^{\prime}}{\left(f_{1}-\alpha_{1}\right)^{2}}  \tag{4.24}\\
S_{2} Q_{2}^{\theta, 2}-\frac{I_{0}^{\prime}}{\left(f_{1}-\alpha_{2}\right)^{2}} \\
S_{3} Q_{3}^{\theta, 2}-\frac{I_{0}^{\prime}}{\left(f_{1}-\alpha_{3}\right)^{2}} \\
S_{4} Q_{4}^{\theta, 2}-\frac{I_{0}^{\prime}}{\left(f_{1}-\alpha_{4}\right)^{2}}
\end{array}\right]=\underbrace{\left[\begin{array}{cccc}
\frac{1}{f_{1}-\alpha_{1}} & 1 & \alpha_{1} & \alpha_{1}^{2} \\
\frac{1}{f_{1}-\alpha_{2}} & 1 & \alpha_{2} & \alpha_{2}^{2} \\
\frac{1}{f_{1}-\alpha_{3}} & 1 & \alpha_{3} & \alpha_{3}^{2} \\
\frac{1}{f_{1}-\alpha_{4}} 1 & 1 & \alpha_{4} & \alpha_{4}^{2}
\end{array}\right]}_{\mathbf{M}_{1,4}}\left[\begin{array}{c}
\mathbf{W}_{12} \mathbf{Q}_{\theta} \\
I_{1}^{\prime}+f_{1} I_{2}^{\prime}+f_{1}^{2} I_{3}^{\prime} \\
-I_{2}^{\prime}-f_{1} I_{3}^{\prime}-f_{1} I_{3}^{\prime} \\
I_{3}^{\prime}
\end{array}\right]
$$



Desired symbols appear along vectors

$$
\frac{\left(f_{1}-\alpha\right)^{-1}}{}
$$



> Interference appears along vectors $\overrightarrow{1},\left(f_{1}-\alpha\right), \overrightarrow{\left(f_{1}-\alpha\right)^{2}} \equiv \overrightarrow{1}, \vec{\alpha}, \overrightarrow{\alpha^{2}}$

Table 4.1: A summary of the MDS-XSTPIR scheme for $X=1, T=1, K_{c}=2, N=4, U=0, B=$ 0 , showing storage at each server, the queries, and a partitioning of signal and interference dimensions contained in the answers from each server.
from which, by inverting the matrix $\mathbf{M}_{1,4}$, the user is able to retrieve his second desired symbol, $\mathbf{W}_{12} \mathbf{Q}_{\theta}$. This completes the proof of correctness.

For ease of reference, a compact summary of the storage at each server, the queries, and a partitioning of signal and interference dimensions contained in the answers from each server, is provided in Table 4.1. Queries and answers of each round are partitioned with dashed lines. Recovered desired symbols from previous rounds that can be canceled appear along vectors that are wrapped with rounded-corner boxes.
$T=1$-privacy and $X=1$-security follows from the fact that queries and storage are protected by the i.i.d. uniformly distributed noise vectors $\mathbf{Z}_{11}$ and $\mathbf{Z}_{11}^{\prime 1}, \mathbf{Z}_{11}^{\prime 2}$ respectively. Finally, let us calculate the rate achieved by the scheme. From 8 downloaded $q$-ary symbols, the user retrieves 2 desired $q$-ary symbols, so the rate achieved is $R=2 / 8=1 / 4=1-3 / 4$. This completes the proof of achievability for the setting $U=B=0, X=1, T=1, K_{c}=2, N=4$.
$X=1, T=1, K_{c}=2, N=5$

Here we have $L=N-\left(X+T+K_{c}-1\right)=2$ and $\ell=L K_{c}=4$. So let each message consist of $\ell=4$ symbols from a finite field $\mathbb{F}_{q}$, where $q \geq L+N=7$. Let $\mathbf{W}_{11}, \mathbf{W}_{21}, \mathbf{W}_{12}, \mathbf{W}_{22}$ be four $1 \times K$ row vectors containing the four symbols from every message, respectively. Let $\mathbf{Z}_{11}, \mathbf{Z}_{21}$ be two independent, uniformly distributed random noise vectors from $\mathbb{F}_{q}^{1 \times K}$ that will be used to guarantee $X=1$ security. Similarly, let $\mathbf{Z}_{11}^{\prime 1}, \mathbf{Z}_{21}^{\prime 1}, \mathbf{Z}_{11}^{\prime 2}, \mathbf{Z}_{21}^{\prime 2}$ be independent, uniformly distributed random noise vectors from $\mathbb{F}_{q}^{K \times 1}$ that will be used to guarantee $T=1$ privacy. As before, let $\mathbf{Q}_{\theta}$ be the $\theta$-th column of the $K \times K$ identity matrix, where $\theta$ is the index of desired message. The desired message $W_{\theta}$ can be represented as

$$
\begin{align*}
W_{\theta} & =\left(\mathbf{W}_{l k} \mathbf{Q}_{\theta}\right)_{l \in[2], k \in[2]}  \tag{4.25}\\
& =\left(\mathbf{W}_{11} \mathbf{Q}_{\theta}, \mathbf{W}_{12} \mathbf{Q}_{\theta}, \mathbf{W}_{21} \mathbf{Q}_{\theta}, \mathbf{W}_{22} \mathbf{Q}_{\theta}\right) . \tag{4.26}
\end{align*}
$$

The independence between messages, noise vectors, and desired message index $\theta$ is specified as follows.

$$
\begin{align*}
& H\left(\mathbf{W}_{11}, \mathbf{W}_{21}, \mathbf{W}_{12}, \mathbf{W}_{22}, \mathbf{Z}_{11}, \mathbf{Z}_{21}, \mathbf{Z}_{11}^{\prime 1}, \mathbf{Z}_{21}^{\prime 1}, \mathbf{Z}_{11}^{\prime 2}, \mathbf{Z}_{21}^{\prime 2}, \theta\right) \\
& =\sum_{l \in[2], k \in[2]} H\left(\mathbf{W}_{l k}\right)+H\left(\mathbf{Z}_{11}\right)+H\left(\mathbf{Z}_{21}\right)+H\left(\mathbf{Z}_{11}^{\prime 1}\right)+H\left(\mathbf{Z}_{21}^{\prime}\right)+H\left(\mathbf{Z}_{11}^{\prime 2}\right)+H\left(\mathbf{Z}_{21}^{\prime 2}\right)+H(\theta) . \tag{4.27}
\end{align*}
$$

Let $f_{1}, f_{2}, \alpha_{1}, \alpha_{2}, \cdots, \alpha_{5}$ be $L+N=2+5=7$ distinct elements of $\mathbb{F}_{q}, q \geq 7$. The storage at the $n$-th server is constructed as follows.

$$
\begin{equation*}
S_{n}=\left(S_{n 1}, S_{n 2}\right), \tag{4.28}
\end{equation*}
$$

where

$$
\begin{align*}
& S_{n 1}=\frac{1}{\left(f_{1}-\alpha_{n}\right)^{2}} \mathbf{W}_{11}+\frac{1}{f_{1}-\alpha_{n}} \mathbf{W}_{12}+\mathbf{Z}_{11},  \tag{4.29}\\
& S_{n 2}=\frac{1}{\left(f_{2}-\alpha_{n}\right)^{2}} \mathbf{W}_{21}+\frac{1}{f_{2}-\alpha_{n}} \mathbf{W}_{22}+\mathbf{Z}_{21} \tag{4.30}
\end{align*}
$$

so that each of (4.29) and (4.30) codes noise with message symbols across $N$ servers according to an $\operatorname{MDS}\left(N, K_{c}+X\right)$ code, guaranteeing $X=1$ security on top of MDS coded storage. The query sent to the $n$-th server to retrieve the $\theta^{\text {th }}$ message consists of $K_{c}=2$ rounds, $Q_{n}^{\theta, 1}$ and $Q_{n}^{\theta, 2}$. Furthermore, we will set

$$
\begin{align*}
& Q_{n}^{\theta, 1}=\left(Q_{n 1}^{\theta, 1}, Q_{n 2}^{\theta, 1}\right)  \tag{4.31}\\
& Q_{n}^{\theta, 2}=\left(Q_{n 1}^{\theta, 2}, Q_{n 2}^{\theta, 2}\right) \tag{4.32}
\end{align*}
$$

where

$$
\begin{align*}
& Q_{n 1}^{\theta, 1}=\left(f_{1}-\alpha_{n}\right) \mathbf{Q}_{\theta}+\left(f_{1}-\alpha_{n}\right)^{2} \mathbf{Z}_{11}^{\prime}  \tag{4.33}\\
& Q_{n 2}^{\theta, 1}=\left(f_{2}-\alpha_{n}\right) \mathbf{Q}_{\theta}+\left(f_{2}-\alpha_{n}\right)^{2} \mathbf{Z}_{21}^{\prime 1}  \tag{4.34}\\
& Q_{n 1}^{\theta, 2}=\mathbf{Q}_{\theta}+\left(f_{1}-\alpha_{n}\right)^{2} \mathbf{Z}_{11}^{\prime 2}  \tag{4.35}\\
& Q_{n 2}^{\theta, 2}=\mathbf{Q}_{\theta}+\left(f_{2}-\alpha_{n}\right)^{2} \mathbf{Z}_{21}^{\prime 2} \tag{4.36}
\end{align*}
$$

Upon receiving the query from user, the answer returned by the $n$-th server is comprised of two symbols,

$$
\begin{align*}
A_{n}^{\theta} & =\left(A_{n 1}^{\theta}, A_{n 2}^{\theta}\right)  \tag{4.37}\\
& =\left(S_{n 1} Q_{n 1}^{\theta, 1}+S_{n 2} Q_{n 2}^{\theta, 1}, \quad S_{n 1} Q_{n 1}^{\theta, 2}+S_{n 2} Q_{n 2}^{\theta, 2}\right) \tag{4.38}
\end{align*}
$$

Now let us see why correctness is guaranteed. Consider the first symbol, $A_{n 1}^{\theta}$.

$$
\begin{align*}
A_{n 1}^{\theta}= & S_{n 1} Q_{n 1}^{\theta, 1}+S_{n 2} Q_{n 2}^{\theta, 1} \\
= & \frac{1}{f_{1}-\alpha_{n}} \mathbf{W}_{11} \mathbf{Q}_{\theta}+\frac{1}{f_{2}-\alpha_{n}} \mathbf{W}_{21} \mathbf{Q}_{\theta}+\left(\mathbf{W}_{11} \mathbf{Z}_{11}^{\prime 1}+\mathbf{W}_{21} \mathbf{Z}_{21}^{\prime 1}+\mathbf{W}_{12} \mathbf{Q}_{\theta}+\mathbf{W}_{22} \mathbf{Q}_{\theta}\right) \\
& +\left(f_{1}-\alpha_{n}\right)\left(\mathbf{W}_{12} \mathbf{Z}_{11}^{\prime 1}+\mathbf{Z}_{11} \mathbf{Q}_{\theta}\right)+\left(f_{2}-\alpha_{n}\right)\left(\mathbf{W}_{22} \mathbf{Z}_{21}^{\prime}+\mathbf{Z}_{21} \mathbf{Q}_{\theta}\right) \\
& \quad+\left(f_{1}-\alpha_{n}\right)^{2} \mathbf{Z}_{11} \mathbf{Z}_{11}^{\prime 1}+\left(f_{1}-\alpha_{n}\right)^{2} \mathbf{Z}_{21} \mathbf{Z}_{21}^{\prime 1} . \tag{4.39}
\end{align*}
$$

The first two terms in (4.39) are desired message symbols. Each of the remaining 5 terms can be expanded into weighted sums of terms of the form $\alpha_{n}^{t}, t \in\{0,1,2\}$, allowing the user to represent the symbols $A_{n 1}^{\theta}$ downloaded from all $n \in[N]$ servers, as

$$
\left[\begin{array}{c}
A_{11}^{\theta}  \tag{4.40}\\
A_{21}^{\theta} \\
A_{31}^{\theta} \\
A_{41}^{\theta} \\
A_{51}^{\theta}
\end{array}\right]=\underbrace{\left[\begin{array}{ccccc}
\frac{1}{f_{1}-\alpha_{1}} & \frac{1}{f_{2}-\alpha_{1}} & 1 & \alpha_{1} & \alpha_{1}^{2} \\
\frac{1}{f_{1}-\alpha_{2}} & \frac{1}{f_{2}-\alpha_{2}} & 1 & \alpha_{2} & \alpha_{2}^{2} \\
\frac{1}{f_{1}-\alpha_{3}} & \frac{1}{f_{2}-\alpha_{3}} & 1 & \alpha_{3} & \alpha_{3}^{2} \\
\frac{1}{f_{1}-\alpha_{4}} & \frac{1}{f_{2}-\alpha_{4}} & 1 & \alpha_{4} & \alpha_{4}^{2} \\
\frac{1}{f_{1}-\alpha_{5}} & \frac{1}{f_{2}-\alpha_{5}} & 1 & \alpha_{5} & \alpha_{5}^{2}
\end{array}\right]}_{\mathbf{M}_{2,5}}\left[\begin{array}{c}
\mathbf{W}_{11} \mathbf{Q}_{\theta} \\
\mathbf{W}_{21} \mathbf{Q}_{\theta} \\
* \\
*
\end{array}\right]
$$

where we have used $*$ to represent various combinations of interference symbols that can be found explicitly by expanding (4.39), since those forms are not important. What matters is that the $5 \times 5$ square matrix in (4.40) is $\mathbf{M}_{2,5}$ which is invertible according to Lemma 2.5, so the user can retrieve the two desired symbols, $\mathbf{W}_{11} \mathbf{Q}_{\theta}, \mathbf{W}_{21} \mathbf{Q}_{\theta}$ by inverting the matrix. Next, the user needs to retrieve the remaining two desired symbols $\mathbf{W}_{12} \mathbf{Q}_{\theta}, \mathbf{W}_{22} \mathbf{Q}_{\theta}$, for which we will use successive decoding with interference cancellation. Consider the downloaded symbol $A_{n 2}^{\theta}$.

$$
\begin{aligned}
A_{n 2}^{\theta} & =S_{n 1} Q_{n 1}^{\theta, 2}+S_{n 2} Q_{n 2}^{\theta, 2} \\
& =\frac{1}{\left(f_{1}-\alpha_{n}\right)^{2}} \mathbf{W}_{11} \mathbf{Q}_{\theta}+\frac{1}{\left(f_{2}-\alpha_{n}\right)^{2}} \mathbf{W}_{21} \mathbf{Q}_{\theta}+\frac{1}{f_{1}-\alpha_{n}} \mathbf{W}_{12} \mathbf{Q}_{\theta}+\frac{1}{f_{2}-\alpha_{n}} \mathbf{W}_{22} \mathbf{Q}_{\theta}
\end{aligned}
$$

$$
\begin{align*}
& +\left(\mathbf{W}_{11} \mathbf{Z}_{11}^{\prime 2}+\mathbf{W}_{21} \mathbf{Z}_{21}^{\prime 2}+\mathbf{Z}_{11} \mathbf{Q}_{\theta}+\mathbf{Z}_{21} \mathbf{Q}_{\theta}\right)+\left(f_{1}-\alpha_{n}\right) \mathbf{W}_{12} \mathbf{Z}_{11}^{\prime 2}+\left(f_{2}-\alpha_{n}\right) \mathbf{W}_{22} \mathbf{Z}_{21}^{\prime 2} \\
& +\left(f_{1}-\alpha_{n}\right)^{2} \mathbf{Z}_{11} \mathbf{Z}_{11}^{\prime 2}+\left(f_{2}-\alpha_{n}\right)^{2} \mathbf{Z}_{21} \mathbf{Z}_{21}^{\prime 2} \tag{4.41}
\end{align*}
$$

The first two symbols in (4.41) are desired symbols that have already been decoded. So these terms can be subtracted out, leaving the user with the following downloaded information from all $N=5$ servers.

$$
\left[\begin{array}{c}
A_{12}^{\theta}-\frac{1}{\left(f_{1}-\alpha_{1}\right)^{2}} \mathbf{W}_{11} \mathbf{Q}_{\theta}-\frac{1}{\left(f_{2}-\alpha_{1}\right)^{2}} \mathbf{W}_{21} \mathbf{Q}_{\theta}  \tag{4.42}\\
A_{22}^{\theta}-\frac{1}{\left(f_{1}-\alpha_{2}\right)^{2}} \mathbf{W}_{11} \mathbf{Q}_{\theta}-\frac{1}{\left(f_{2}-\alpha_{2}\right)^{2}} \mathbf{W}_{21} \mathbf{Q}_{\theta} \\
A_{32}^{\theta}-\frac{1}{\left(f_{1}-\alpha_{3}\right)^{2}} \mathbf{W}_{11} \mathbf{Q}_{\theta}-\frac{1}{\left(f_{2}-\alpha_{3}\right)^{2}} \mathbf{W}_{21} \mathbf{Q}_{\theta} \\
A_{42}^{\theta}-\frac{1}{\left(f_{1}-\alpha_{4}\right)^{2}} \mathbf{W}_{11} \mathbf{Q}_{\theta}-\frac{1}{\left(f_{2}-\alpha_{4}\right)^{2}} \mathbf{W}_{21} \mathbf{Q}_{\theta} \\
A_{52}^{\theta}-\frac{1}{\left(f_{1}-\alpha_{5}\right)^{2}} \mathbf{W}_{11} \mathbf{Q}_{\theta}-\frac{1}{\left(f_{2}-\alpha_{5}\right)^{2}} \mathbf{W}_{21} \mathbf{Q}_{\theta}
\end{array}\right]=\underbrace{\left[\begin{array}{lllll}
\frac{1}{f_{1}-\alpha_{1}} & \frac{1}{f_{2}-\alpha_{1}} & 1 & \alpha_{1} & \alpha_{1}^{2} \\
\frac{1}{f_{1}-\alpha_{2}} & \frac{1}{f_{2}-\alpha_{2}} & 1 & \alpha_{2} & \alpha_{2}^{2} \\
\frac{1}{f_{1}-\alpha_{3}} & \frac{1}{f_{2}-\alpha_{3}} & 1 & \alpha_{3} & \alpha_{3}^{2} \\
\frac{1}{f_{1}-\alpha_{4}} & \frac{1}{f_{2}-\alpha_{4}} & 1 & \alpha_{4} & \alpha_{4}^{2} \\
\frac{1}{f_{1}-\alpha_{5}} & \frac{1}{f_{2}-\alpha_{5}} & 1 & \alpha_{5} & \alpha_{5}^{2}
\end{array}\right]}_{\mathbf{M}_{2,5}}\left[\begin{array}{c}
\mathbf{W}_{12} \mathbf{Q}_{\theta} \\
\mathbf{W}_{22} \mathbf{Q}_{\theta} \\
* \\
*
\end{array}\right]
$$

Once again, the $5 \times 5$ square matrix in (4.42) is $\mathbf{M}_{2,5}$ which is invertible according to Lemma 2.5 , so the user can retrieve his remaining two desired symbols, $\mathbf{W}_{12} \mathbf{Q}_{\theta}, \mathbf{W}_{22} \mathbf{Q}_{\theta}$ by inverting the matrix. This completes the proof of correctness. Let us summarize the storage at each server, the queries, and the partitioning of signal and interference dimensions contained in the answers from each server in Table 4.2. $T=1$-privacy and $X=1$-security follows from the fact that queries and storage are protected by the i.i.d. uniformly distributed noise vectors. Now consider the rate achieved by the scheme. Since the user downloads 2 symbols from each of 5 servers, we note that from a total of 10 downloaded $q$-ary symbols, the user is able to recover 4 desired $q$-ary symbols, so the rate achieved is $R=4 / 10=2 / 5=1-3 / 5$. This completes the construction of the scheme for the setting $U=B=0, X=1, T=1, K_{c}=2, N=5$. We now specify the scheme for $U=B=0$ and arbitrary $X, T, K_{c}, N$ parameters.
$U=B=0$, arbitrary $X, T, K_{c}, N$

Let each message consist of $\ell=L K_{c}$ symbols from a finite field $\mathbb{F}_{q}$ where $L=N-(X+T+$ $\left.K_{c}-1\right)$ and $q \geq L+N$. Let $\mathbf{W}_{l k}, l \in[L], k \in\left[K_{c}\right]$ be $1 \times K$ row vectors. For each value of $\in[L], k \in\left[K_{c}\right]$, the $1 \times K$ row vector $\mathbf{W}_{l k}$ contains the $(L(k-1)+l)^{t h}$ symbol from every message. Let $\left(\mathbf{Z}_{l x}\right)_{l \in[L], x \in[X]}$ be independent, uniformly distributed random noise vectors from $\mathbb{F}_{q}^{1 \times K}$ that will be used to guarantee $X$-security. Let $\left(\mathbf{Z}_{l t}^{\prime \kappa}\right)_{l \in[L], t \in[T], \kappa \in\left[K_{c}\right]}$ be independent, uniformly distributed random noise vectors from $\mathbb{F}_{q}^{K \times 1}$ that will be used to guarantee that the queries are $T$-private. As before, let $\mathbf{Q}_{\theta}$ be the $\theta$-th column of the $K \times K$ identity matrix, where $\theta$ is the index of desired message. The desired message $W_{\theta}$ can be represented as,

$$
\begin{equation*}
W_{\theta}=\left(\mathbf{W}_{l k} \mathbf{Q}_{\theta}\right)_{l \in[L], k \in\left[K_{c}\right]} \tag{4.43}
\end{equation*}
$$

|  | Server ' $n$ ' $\left(\right.$ Replace $\alpha$ with $\left.\alpha_{n}\right)$ |
| :---: | :---: |
| Storage | $\frac{1}{\left(f_{1}-\alpha\right)^{2}} \mathbf{W}_{11}+\frac{1}{f_{1}-\alpha} \mathbf{W}_{12}+\mathbf{Z}_{11}$ |
| $\left(S_{n}\right)$ | $\frac{1}{\left(f_{2}-\alpha\right)^{2}} \mathbf{W}_{21}+\frac{1}{f_{2}-\alpha} \mathbf{W}_{22}+\mathbf{Z}_{21}$ |
| Query | $\left(f_{1}-\alpha\right) \mathbf{Q}_{\theta}+\left(f_{1}-\alpha\right)^{2} \mathbf{Z}_{11}^{\prime 1}$ |
| $\left(Q_{n}^{[\theta]}\right)$ | $\left(f_{2}-\alpha\right) \mathbf{Q}_{\theta}+\left(f_{2}-\alpha\right)^{2} \mathbf{Z}_{21}^{\prime}$ |
|  | $-\cdots-1$ |
|  | $\mathbf{Q}_{\theta}+\left(f_{1}-\alpha\right)^{2} \mathbf{Z}_{11}^{\prime 2}$ |
|  | $\mathbf{Q}_{\theta}+\left(f_{2}-\alpha\right)^{2} \mathbf{Z}_{21}^{\prime 2}$ |

Desired symbols appear along vectors

$$
\left(f_{1}-\alpha\right)^{-1},\left(f_{2}-\alpha\right)^{-1}
$$

$$
\begin{aligned}
& \overrightarrow{\left.\left(f_{1}-\alpha\right)^{-2}\right)}, \overrightarrow{\left(f_{2}-\alpha\right)^{-2}}, \overrightarrow{\left(f_{1}-\alpha\right)^{-1}}, \stackrel{\left(f_{2}-\alpha\right)^{-1}}{ } \\
& \overrightarrow{\text { Interference appears along vectors }}, \overrightarrow{\left(f_{1}-\alpha\right)}, \overrightarrow{\left(f_{1}-\alpha\right)^{2}}, \overrightarrow{\left(f_{2}-\alpha\right)}, \overrightarrow{\left(f_{2}-\alpha\right)^{2}} \equiv \overrightarrow{1}, \vec{\alpha}, \overrightarrow{\alpha^{2}}
\end{aligned}
$$

Table 4.2: A summary of the MDS-XSTPIR scheme for $X=1, T=1, K_{c}=2, N=5, U=0, B=$ 0 , showing storage at each server, the queries, and a partitioning of signal and interference dimensions contained in the answers from each server.

$$
=\left(\begin{array}{cccc}
\mathbf{W}_{11} \mathbf{Q}_{\theta}, & \mathbf{W}_{12} \mathbf{Q}_{\theta}, \cdots, & \mathbf{W}_{1 K_{c}} \mathbf{Q}_{\theta}  \tag{4.44}\\
\mathbf{W}_{21} \mathbf{Q}_{\theta}, & \mathbf{W}_{22} \mathbf{Q}_{\theta}, \cdots, & \mathbf{W}_{2 K_{c}} \mathbf{Q}_{\theta} \\
\ldots & \cdots & \cdots & \cdots \\
\mathbf{W}_{L 1} \mathbf{Q}_{\theta}, & \mathbf{W}_{L 2} \mathbf{Q}_{\theta}, \cdots, & \mathbf{W}_{L K_{c}} \mathbf{Q}_{\theta}
\end{array}\right)
$$

The independence between messages, noise vectors and $\theta$ is formalized as follows.

$$
\begin{align*}
& H\left(\left(\mathbf{W}_{l k}\right)_{l \in[L], k \in\left[K_{c}\right]},\left(\mathbf{Z}_{l x}\right)_{l \in[L], x \in[X]},\left(\mathbf{Z}_{l t}^{\prime \kappa}\right)_{l \in[L], t \in[T], \kappa \in\left[K_{c}\right]}, \theta\right) \\
& =\sum_{l \in[L], k \in\left[K_{c}\right]} H\left(\mathbf{W}_{l k}\right)+\sum_{l \in[L], x \in[X]} H\left(\mathbf{Z}_{l x}\right)+\sum_{l \in[L], t \in[T], \kappa \in\left[K_{c}\right]} H\left(\mathbf{Z}_{l t}^{\prime \kappa}\right)+H(\theta) . \tag{4.45}
\end{align*}
$$

Let $f_{1}, f_{2}, \cdots, f_{L}, \alpha_{1}, \alpha_{2}, \cdots, \alpha_{N}$ be $L+N$ distinct elements of $\mathbb{F}_{q}$. Since $q \geq N+L$, these constants must exist. The storage at the $n^{t h}$ server is comprised of $L$ symbols $\left(S_{n l}\right)_{l \in[L]}$, i.e.,

$$
\begin{equation*}
S_{n}=\left(S_{n 1}, S_{n, 2}, \ldots, S_{n L}\right) \tag{4.46}
\end{equation*}
$$

For all $l \in[L], S_{n l}$ is constructed as

$$
\begin{align*}
S_{n l} & =\frac{1}{\left(f_{l}-\alpha_{n}\right)^{K_{c}}} \mathbf{W}_{l 1}+\frac{1}{\left(f_{l}-\alpha_{n}\right)^{K_{c}-1}} \mathbf{W}_{l 2}+\cdots+\frac{1}{f_{l}-\alpha_{n}} \mathbf{W}_{l K_{c}}+\sum_{x \in[X]}\left(f_{l}-\alpha_{n}\right)^{x-1} \mathbf{Z}_{l x}  \tag{4.47}\\
& =\sum_{k \in\left[K_{c}\right]} \frac{1}{\left(f_{l}-\alpha_{n}\right)^{K_{c}-k+1}} \mathbf{W}_{l k}+\sum_{x \in[X]}\left(f_{l}-\alpha_{n}\right)^{x-1} \mathbf{Z}_{l x} . \tag{4.48}
\end{align*}
$$

Thus, for each $l \in[L]$, the values $S_{n l}$ stored across all $N$ servers comprise an $\operatorname{MDS}\left(N, K_{c}+X\right)$ code which includes $X$ noise symbols for $X$-security. The query sent by the user to the $n$-th server, in order to retrieve the $\theta^{t h}$ desired message, is comprised of $K_{c}$ rounds, $\left(Q_{n}^{\theta, \kappa}\right)_{\kappa \in\left[K_{c}\right]}$. For each $\kappa \in\left[K_{c}\right]$, the query is constructed as follows.

$$
\begin{equation*}
Q_{n}^{\theta, \kappa}=\left(Q_{n 1}^{\theta, \kappa}, Q_{n 2}^{\theta, \kappa}, \ldots, Q_{n L}^{\theta, \kappa}\right) \tag{4.49}
\end{equation*}
$$

where $\forall l \in[L]$, let us set

$$
\begin{equation*}
Q_{n l}^{\theta, \kappa}=\left(f_{l}-\alpha_{n}\right)^{K_{c}-\kappa} \mathbf{Q}_{\theta}+\sum_{t \in[T]}\left(f_{l}-\alpha_{n}\right)^{K_{c}+t-1} \mathbf{Z}_{l t}^{\prime \kappa} \tag{4.50}
\end{equation*}
$$

Upon receiving the query from the user, the $n$-th server responds with the following $K_{c}$ symbols.

$$
\begin{equation*}
A_{n}^{\theta}=\left(A_{n 1}^{\theta}, A_{n 2}^{\theta}, \cdots, A_{n K_{c}}^{\theta}\right) \tag{4.51}
\end{equation*}
$$

where for all $\kappa \in\left[K_{c}\right]$,

$$
\begin{equation*}
A_{n \kappa}^{\theta}=\left(S_{n 1} Q_{n 1}^{\theta, \kappa}+S_{n 2} Q_{n 2}^{\theta, \kappa}+\cdots+S_{n L} Q_{n L}^{\theta, \kappa}\right) \tag{4.52}
\end{equation*}
$$

To show that the scheme is correct, for any $\kappa \in\left[K_{c}\right]$, let us rewrite the symbol $A_{n \kappa}^{\theta}$ as,

$$
\begin{align*}
A_{n \kappa}^{\theta}= & \sum_{l \in[L]} S_{n l} Q_{n l}^{\theta, \kappa}  \tag{4.53}\\
= & \sum_{l \in[L]}\left(\sum_{k \in\left[K_{c}\right]} \frac{1}{\left(f_{l}-\alpha_{n}\right)^{K_{c}-k+1}} \mathbf{W}_{l k}+\sum_{x \in[X]}\left(f_{l}-\alpha_{n}\right)^{x-1} \mathbf{Z}_{l x}\right) \\
& \left(\left(f_{l}-\alpha_{n}\right)^{K_{c}-\kappa} \mathbf{Q}_{\theta}+\sum_{t \in[T]}\left(f_{l}-\alpha_{n}\right)^{K_{c}+t-1} \mathbf{Z}_{l t}^{\prime \kappa}\right)  \tag{4.54}\\
= & \sum_{l \in[L]} \sum_{k \in[\kappa]} \frac{1}{\left(f_{l}-\alpha_{n}\right)^{\kappa-k+1}} \mathbf{W}_{l k} \mathbf{Q}_{\theta}+\sum_{l \in[L]} \sum_{k=\kappa+1}^{K_{c}}\left(f_{l}-\alpha_{n}\right)^{k-\kappa-1} \mathbf{W}_{l k} \mathbf{Q}_{\theta} \\
& +\sum_{l \in[L]} \sum_{x \in[X]}\left(f_{l}-\alpha_{n}\right)^{K_{c}-\kappa+x-1} \mathbf{Z}_{l x} \mathbf{Q}_{\theta}+\sum_{l \in[L]} \sum_{k \in\left[K_{c}\right] t \in[T]}\left(f_{l}-\alpha_{n}\right)^{k+t-2} \mathbf{W}_{l k} \mathbf{Z}_{l t}^{\prime \kappa} \\
& +\sum_{l \in[L]} \sum_{x \in[X]} \sum_{t \in[T]}\left(f_{l}-\alpha_{n}\right)^{K_{c}+t+x-2} \mathbf{Z}_{l x} \mathbf{Z}_{l t}^{\prime \kappa} . \tag{4.55}
\end{align*}
$$

Now we will see why it is possible to recover all desired symbols $\left(\mathbf{W}_{l k} \mathbf{Q}_{\theta}\right)_{l \in[L], k \in\left[K_{c}\right]}$. Consider $\kappa=1$.

$$
\begin{align*}
A_{n 1}^{\theta}= & \sum_{l \in[L]} S_{n l} Q_{n l}^{\theta, 1}  \tag{4.56}\\
= & \sum_{l \in[L]} \frac{1}{f_{l}-\alpha_{n}} \mathbf{W}_{l 1} \mathbf{Q}_{\theta}+\sum_{l \in[L]} \sum_{k=2}^{K_{c}}\left(f_{l}-\alpha_{n}\right)^{k-2} \mathbf{W}_{l k} \mathbf{Q}_{\theta}+\sum_{l \in[L]} \sum_{x \in[X]}\left(f_{l}-\alpha_{n}\right)^{K_{c}+x-2} \mathbf{Z}_{l x} \mathbf{Q}_{\theta} \\
& +\sum_{l \in[L]} \sum_{k \in\left[K_{c}\right]} \sum_{t \in[T]}\left(f_{l}-\alpha_{n}\right)^{t+k-2} \mathbf{W}_{l k} \mathbf{Z}_{l t}^{\prime}+\sum_{l \in[L]} \sum_{x \in[X]} \sum_{t \in[T]}\left(f_{l}-\alpha_{n}\right)^{K_{c}+t+x-2} \mathbf{Z}_{l x} \mathbf{Z}_{l t}^{\prime 1} \tag{4.57}
\end{align*}
$$

The first term contains the $L$ desired symbols $\left(\mathbf{W}_{11} \mathbf{Q}_{\theta}, \ldots, \mathbf{W}_{L 1} \mathbf{Q}_{\theta}\right)$ that are to be retrieved in the first round, i.e., for $\kappa=1$. Each of the remaining four terms constitute interference which can be expanded into weighted sums of terms of the form $\alpha_{n}^{t}, t \in\left\{0,1, \ldots, K_{c}+X+T-2\right\}$. Therefore, collecting the $A_{n 1}^{\theta}$ symbols from all $N$ servers, the user obtains

$$
\left[\begin{array}{c}
A_{11}^{\theta}  \tag{4.58}\\
A_{21}^{\theta} \\
\vdots \\
A_{N 1}^{\theta}
\end{array}\right]=\underbrace{\left[\begin{array}{ccccccc}
\frac{1}{f_{1}-\alpha_{1}} & \cdots & \frac{1}{f_{L}-\alpha_{1}} & 1 & \alpha_{1} & \cdots & \alpha_{1}^{K_{c}+X+T-2} \\
\frac{1}{f_{1}-\alpha_{2}} & \cdots & \frac{1}{f_{L}-\alpha_{2}} & 1 & \alpha_{2} & \cdots & \alpha_{2}^{K_{c}+X+T-2} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{1}{f_{1}-\alpha_{N}} & \cdots & \frac{1}{f_{L}-\alpha_{N}} & 1 & \alpha_{N} & \cdots & \alpha_{N}^{K_{c}+X+T-2}
\end{array}\right]}_{\mathbf{M}_{L, N}}\left[\begin{array}{c}
\mathbf{W}_{11} \mathbf{Q}_{\theta} \\
\mathbf{W}_{21} \mathbf{Q}_{\theta} \\
\vdots \\
\mathbf{W}_{L 1} \mathbf{Q}_{\theta} \\
* \\
\vdots \\
*
\end{array}\right]
$$

where $*$ represents various combinations of interference terms, whose precise forms are inconsequential. What matters is that the $N \times N$ matrix in (4.58) $\mathbf{M}_{L, N}$ is invertible according to Lemma 2.5 , so that the user is able to retrieve the desired symbols $\left(\mathbf{W}_{11} \mathbf{Q}_{\theta}, \ldots, \mathbf{W}_{L 1} \mathbf{Q}_{\theta}\right)$ by inverting the matrix.

The scheme proceeds similarly to retrieve desired symbols $\left(\mathbf{W}_{1 \kappa} \mathbf{Q}_{\theta}, \ldots, \mathbf{W}_{L \kappa} \mathbf{Q}_{\theta}\right)$ with the $\kappa^{t h}$
round of queries. To prove this by induction, let us consider any $\kappa$, such that $2 \leq \kappa \leq K_{c}$, and assume that the desired symbols $\left(\mathbf{W}_{l k} \mathbf{Q}_{\theta}\right)_{l \in[L], k \in[\kappa-1]}$ have already been retrieved. Now we wish to show that the desired symbols $\left(\mathbf{W}_{l \kappa} \mathbf{Q}_{\theta}\right)_{l \in[L]}$ can be retrieved.

$$
\begin{align*}
A_{n \kappa}^{\theta}= & \sum_{l \in[L]} S_{n l} Q_{n l}^{\theta, \kappa}  \tag{4.59}\\
= & \sum_{l \in[L]} \sum_{k \in[\kappa-1]} \frac{1}{\left(f_{l}-\alpha_{n}\right)^{\kappa-k+1}} \mathbf{W}_{l k} \mathbf{Q}_{\theta}+\sum_{l \in[L]} \frac{1}{f_{l}-\alpha_{n}} \mathbf{W}_{l \kappa} \mathbf{Q}_{\theta} \\
& +\sum_{l \in[L]} \sum_{k=\kappa+1}^{K_{c}}\left(f_{l}-\alpha_{n}\right)^{k-\kappa-1} \mathbf{W}_{l k} \mathbf{Q}_{\theta}+\sum_{l \in[L]} \sum_{x \in[X]}\left(f_{l}-\alpha_{n}\right)^{K_{c}-\kappa+x-1} \mathbf{Z}_{l x} \mathbf{Q}_{\theta}  \tag{4.60}\\
& +\sum_{l \in[L]} \sum_{k \in\left[K_{c}\right]} \sum_{t \in[T]}\left(f_{l}-\alpha_{n}\right)^{t+k-2} \mathbf{W}_{l k} \mathbf{Z}_{l t}^{\prime \kappa}+\sum_{l \in[L]} \sum_{x \in[X]} \sum_{t \in[T]}\left(f_{l}-\alpha_{n}\right)^{K_{c}+t+x-2} \mathbf{Z}_{l x} \mathbf{Z}_{l t}^{\prime \kappa} . \tag{4.61}
\end{align*}
$$

The first term contains symbols that have already been retrieved, so the user can subtract this term from $A_{n \kappa}^{\theta}$.

$$
\begin{equation*}
A_{n \kappa}^{\theta^{\prime}}=A_{n \kappa}^{\theta}-\sum_{l \in[L]} \sum_{k \in[\kappa-1]} \frac{1}{\left(f_{l}-\alpha_{n}\right)^{\kappa-k+1}} \mathbf{W}_{l k} \mathbf{Q}_{\theta} \tag{4.62}
\end{equation*}
$$

The next term is comprised of the $L$ symbols $\left(\mathbf{W}_{l \kappa} \mathbf{Q}_{\theta}\right)_{l \in[L]}$ that the user wishes to retrieve. The remaining 4 terms constitute interference which can be expanded as before into weighted sums of terms of the form $\alpha_{n}^{t}, t \in\left\{0,1, \ldots, K_{c}+X+T-2\right\}$. Therefore, collecting the $A_{n \kappa}^{\theta^{\prime}}$
symbols from all $N$ servers, the user obtains,

$$
\left[\begin{array}{c}
A_{11}^{\theta^{\prime}}  \tag{4.63}\\
A_{21}^{\theta^{\prime}} \\
\vdots \\
A_{N 1}^{\theta^{\prime}}
\end{array}\right]=\underbrace{\left[\begin{array}{ccccccc}
\frac{1}{f_{1}-\alpha_{1}} & \cdots & \frac{1}{f_{L}-\alpha_{1}} & 1 & \alpha_{1} & \cdots & \alpha_{1}^{K_{c}+X+T-2} \\
\frac{1}{f_{1}-\alpha_{2}} & \cdots & \frac{1}{f_{L}-\alpha_{2}} & 1 & \alpha_{2} & \cdots & \alpha_{2}^{K_{c}+X+T-2} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{1}{f_{1}-\alpha_{N}} & \cdots & \frac{1}{f_{L}-\alpha_{N}} & 1 & \alpha_{N} & \cdots & \alpha_{N}^{K_{c}+X+T-2}
\end{array}\right]}_{\mathbf{M}_{L, N}}\left[\begin{array}{c}
\mathbf{W}_{1 \kappa} \mathbf{Q}_{\theta} \\
\mathbf{W}_{2 \kappa} \mathbf{Q}_{\theta} \\
\vdots \\
\mathbf{W}_{L \kappa} \mathbf{Q}_{\theta} \\
* \\
\vdots \\
*
\end{array}\right]
$$

The desired symbols $\left(\mathbf{W}_{l \kappa} \mathbf{Q}_{\theta}\right)_{l \in[L]}$ can be retrieved by inverting the $N \times N$ square matrix in (4.63), which is guaranteed to be invertible according to Lemma 2.5. Thus, the induction argument shows that all $\ell=L K_{c}$ desired symbols are retrieved successfully. A summary of the storage at each server, the queries, and a partitioning of signal and interference dimensions contained in the answers from each server is provided in Table 4.3.
$T$-privacy is guaranteed because $\mathbf{Q}_{\theta}$ is protected by the noise vectors $\left(\mathbf{Z}_{l t}^{\prime \kappa}\right)_{l \in[L], t \in[T], \kappa \in\left[K_{c}\right]}$ that are i.i.d. uniform and coded according to an $\operatorname{MDS}(N, T)$ code. Similarly, $X$-security is guaranteed because for each $l \in[L]$, the messages $\left(\mathbf{W}_{l k}\right)_{k \in\left[K_{c}\right]}$ are protected by the noise vectors $\left(\mathbf{Z}_{l x}\right)_{x \in[X]}$ that are i.i.d. uniform and coded according to an $\operatorname{MDS}(N, X)$ code. Now let us consider the rate achieved by the scheme. From a total of $N K_{c}$ downloaded $q$-ary symbols, the user is able to retrieve his $\ell=L K_{c}$ desired symbols, so the rate achieved is

$$
\begin{equation*}
R=\frac{L K_{c}}{N K_{c}}=\frac{L}{N}=1-\left(\frac{K_{c}+X+T-1}{N}\right), \tag{4.64}
\end{equation*}
$$

which matches the result in Theorem 4.1.


Table 4.3: A summary of the general MDS-XSTPIR scheme showing storage at each server, the queries, and a partitioning of signal and interference dimensions contained in the answers from each server.

### 4.4.2 Arbitrary $U, B$

Now let us generalize the scheme to non-trivial $U$ and $B$, i.e., for $U$ unresponsive servers and up to $B$ byzantine servers. For this generalization, let us set

$$
\begin{align*}
L & =(N-U)-\left(K_{c}+X+T+2 B-1\right)  \tag{4.65}\\
\ell & =L K_{c} . \tag{4.66}
\end{align*}
$$

Even though now the values of $U, B$ are non-trivial, the construction of storage, queries and answers remains identical to the description provided previously for $U=B=0$. So let us consider any $(N-U)$ responsive servers, say servers $n_{1}, n_{2}, \cdots, n_{N-U}$. Instead of the $N \times N$ square matrix $\mathbf{M}_{L, N}$ in (4.63), we now have the $(N-U) \times(N-U-2 B)$ decoding matrix,

$$
\mathbf{M}_{(N-U) \times(N-U-2 B)}=\left[\begin{array}{ccccccc}
\frac{1}{f_{1}-\alpha_{n_{1}}} & \cdots & \frac{1}{f_{L}-\alpha_{n_{1}}} & 1 & \alpha_{n_{1}} & \cdots & \alpha_{n_{1}}^{K_{c}+X+T-2}  \tag{4.67}\\
\frac{1}{f_{1}-\alpha_{n_{2}}} & \cdots & \frac{1}{f_{L}-\alpha_{n_{2}}} & 1 & \alpha_{n_{2}} & \cdots & \alpha_{n_{2}}^{K_{c}+X+T-2} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{1}{f_{1}-\alpha_{n_{N-U}}} & \cdots & \frac{1}{f_{L}-\alpha_{n_{N-U}}} & 1 & \alpha_{n_{N-U}} & \cdots & \alpha_{n_{N-U}}^{K_{c}+X+T-2}
\end{array}\right] .
$$

Note that if we consider any $N-U-2 B$ rows of $\mathbf{M}_{(N-U) \times(N-U-2 B)}$ then we obtain an invertible square matrix because of Lemma 2.5. Therefore, $\mathbf{M}_{(N-U) \times(N-U-2 B)}$ is the generator matrix of an $\operatorname{MDS}(N-U, N-U-2 B)$ code, and it is can correct up to $((N-U)-(N-U-$ $2 B)) / 2=B$ errors. Thus by this construction, we establish a scheme that works with $U$ unresponsive servers and up to $B$ Byzantine servers, while achieving the rate of

$$
\begin{equation*}
R=1-\left(\frac{K_{c}+X+T+2 B-1}{N-U}\right) . \tag{4.68}
\end{equation*}
$$

This completes the proof of Theorem 4.1.

### 4.5 Private and Secure Distributed Matrix Multiplication

Recently in $[63,17]$, the problem of private and secure matrix multiplication (PSDMM) is proposed, where a user wishes to compute the product of a confidential matrix $\mathbf{A}$ with a matrix $\mathbf{B}_{\theta}, \theta \in[M]$ with the aid of $N$ distributed servers. In [17], it is assumed that the set of matrices $\mathbf{B}_{[M]}$ are public and available to the $N$ servers, however, the confidential matrix A is shared secretly among all $N$ servers, such that no information about $\mathbf{A}$ is leaked to any server. Besides, the user wants to keep the index $\theta$ private from each server. The goal of the problem is to minimize (i) the upload cost from the source of the confidential matrix A to the $N$ servers and (ii) the download cost from the $N$ servers to the user. In [17], the authors exploit the MDS-PIR scheme proposed in [11] to construct the PSDMM scheme, and characterize the lower convex hull of (upload, download) pairs.

Using the MDS-XSTPIR scheme present in Section 4.4, we now present a novel PSDMM scheme for a generalized model. In our model, the index $\theta$ is $T$-private, while the confidential matrix $\mathbf{A}$ is $X_{A}$-secure. Furthermore, we also allow matrices $\mathbf{B}_{[M]}$ to be $X_{B}$-secure. Note that the model in [17] is obtained as a special case of our generalized model by setting $X_{A}=T=1, X_{B}=0$.

### 4.5.1 PSDMM: Problem Statement

Let $\mathbf{A}=\left(\mathbf{A}_{1}, \mathbf{A}_{2}, \ldots, \mathbf{A}_{\ell}\right)$ represent $\ell$ random matrices, each of dimension $\lambda \times \chi$, that are independently and uniformly distributed over $\mathbb{F}_{q}^{\lambda \times \chi}$. Let $\mathbf{B}_{[M]}$ be $M$ random matrices independently and uniformly distributed over $\mathbb{F}_{q}^{\chi \times \mu}$. The independence between matrices $\mathbf{A}_{[\ell]}$
and $\mathbf{B}_{[M]}$ is formalized as follows.

$$
\begin{equation*}
H\left(\mathbf{A}, \mathbf{B}_{[M]}\right)=\sum_{l \in[\ell]} H\left(\mathbf{A}_{l}\right)+\sum_{m \in[M]} H\left(\mathbf{B}_{m}\right) . \tag{4.69}
\end{equation*}
$$

The matrices $\mathbf{A}$ and $\mathbf{B}_{[M]}$ are made available at $N$ distributed servers through secret sharing schemes with security levels $X_{A}$ and $X_{B}$, respectively. That is, any group of up to $X_{A}$ colluding servers can learn nothing about $\mathbf{A}$, and any group of up to $X_{B}$ servers can learn nothing about $\mathbf{B}_{[M]}$. To this end, matrices $\mathbf{A}$ and $\mathbf{B}_{[M]}$ are separately coded according to secret sharing schemes that generate shares $\tilde{A}_{n}, \tilde{B}_{n}, n \in[N]$, and these shares are made available to the $n$-th server. Furthermore, we assume that the upload cost of $\tilde{A}_{[N]}$ is to be optimized, while that of $\tilde{B}_{[N]}$ and $Q_{[N]}^{\theta}$ is ignored, presumably because $\mathbf{A}$ matrices are frequently updated while $\mathbf{B}_{[M]}$ are static, and the size of queries does not scale with $\ell$.


Figure 4.2: Model for private secure distributed matrix multiplication (PSDMM). A matrices are $X_{A}$ secure, while $\mathbf{B}$ matrices are $X_{B}$ secure. The uploads to be optimized are the $\widetilde{A}$ terms and the downloads to be optimized are the $Y^{\theta}$ terms.

The independence between the securely coded matrices is specified as follows.

$$
\begin{equation*}
I\left(\mathbf{A}, \tilde{A}_{[N]} ; \mathbf{B}_{[M]}, \tilde{B}_{[N]}\right)=0 \tag{4.70}
\end{equation*}
$$

Matrices must be recoverable from their secret shares.

$$
\begin{array}{r}
H\left(\mathbf{A} \mid \tilde{A}_{[N]}\right)=0, \\
H\left(\mathbf{B}_{[M]} \mid \tilde{B}_{[N]}\right)=0 \tag{4.72}
\end{array}
$$

The matrices must be perfectly secure from any set of secret shares that can be accessed by a set of up to $X_{A}, X_{B}$ colluding servers, respectively.

$$
\begin{array}{rr}
I\left(\mathbf{A} ; \tilde{A}_{\mathcal{X}}\right)=0 & \mathcal{X} \subset[N],|\mathcal{X}|=X_{A}, \\
I\left(\mathbf{B}_{[M]} ; \tilde{B}_{\mathcal{X}}\right)=0 & \mathcal{X} \subset[N],|\mathcal{X}|=X_{B} . \tag{4.74}
\end{array}
$$

The user generates an index $\theta \in[M]$ privately and uniformly, and wishes to compute the product

$$
\begin{equation*}
\mathbf{A B} B_{\theta}=\left(\mathbf{A}_{1} \mathbf{B}_{\theta}, \mathbf{A}_{2} \mathbf{B}_{\theta}, \ldots, \mathbf{A}_{\ell} \mathbf{B}_{\theta}\right) \tag{4.75}
\end{equation*}
$$

To this end, the user generates $N$ queries $Q_{[N]}^{\theta}$. The $n$-th query $Q_{n}^{\theta}$ is sent to the $n$-th server. The user has no prior knowledge of matrices $\mathbf{A}$ and $\mathbf{B}_{[M]}$ and their secret shares, i.e.,

$$
\begin{equation*}
I\left(\theta, Q_{[N]}^{\theta} ; \tilde{A}_{[N]}, \tilde{B}_{[N]}\right)=0 \tag{4.76}
\end{equation*}
$$

$T$-privacy, $0 \leq T \leq N$, guarantees that any group of up to $T$ colluding servers learn nothing about $\theta$.

$$
\begin{equation*}
I\left(Q_{\mathcal{T}}^{\theta}, \tilde{A}_{\mathcal{T}}, \tilde{B}_{\mathcal{T}} ; \theta\right)=0 \tag{4.77}
\end{equation*}
$$

Upon receiving the user's query $Q_{n}^{\theta}$, the $n$-th server responds with an answer $Y_{n}^{\theta}$, which is a function of all information available to it.

$$
\begin{equation*}
H\left(Y_{n}^{\theta} \mid Q_{n}^{\theta}, \tilde{A}_{n}, \tilde{B}_{n}\right)=0 \tag{4.78}
\end{equation*}
$$

The user must be able to recover the product $\mathbf{A B}_{\theta}$ from all $N$ answers, i.e.,

$$
\begin{equation*}
H\left(\mathbf{A B}_{\theta} \mid Y_{[N]}^{\theta}, Q_{[N]}^{\theta}\right)=0 \tag{4.79}
\end{equation*}
$$

The upload cost and download cost are defined as follows.

$$
\begin{align*}
U & =\frac{\sum_{n \in[N]} H\left(\tilde{A}_{n}\right)}{H(\mathbf{A})},  \tag{4.80}\\
D & =\frac{\sum_{n \in[N]} H\left(Y_{n}^{\theta}\right)}{H\left(\mathbf{A B}_{\theta}\right)} \tag{4.81}
\end{align*}
$$

### 4.5.2 A New Scheme for PSDMM

In this section, we will present a PSDMM scheme to show that the lower convex hull of (upload, download) pairs

$$
\begin{equation*}
(U, D)=\left(\frac{N}{K_{c}}, \frac{N}{N-\left(2 K_{c}+X_{A}+X_{B}+T-2\right)}\right) \tag{4.82}
\end{equation*}
$$

for

$$
\begin{equation*}
K_{c}=1,2, \ldots,\left\lfloor\left(N+1-X_{A}-X_{B}-T\right) / 2\right\rfloor \tag{4.83}
\end{equation*}
$$

is achievable when $q \rightarrow \infty$ and $\chi \geq \min (\lambda, \mu)$. Furthermore, when $X_{B}=0$, i.e., there are no security constraints on matrices $\mathbf{B}_{[M]}$, and $\chi \geq \min (\lambda, \mu)$, then the lower convex hull of
(upload, download) pairs

$$
\begin{equation*}
(U, D)=\left(\frac{N}{K_{c}}, \frac{N}{N-\left(K_{c}+X_{A}+T-1\right)}\right) \tag{4.84}
\end{equation*}
$$

for

$$
\begin{equation*}
K_{c}=1,2, \ldots,\left(N+1-X_{A}-T\right) \tag{4.85}
\end{equation*}
$$

is achievable as $q \rightarrow \infty$.

First, let us consider the case $X_{B} \neq 0$. For this setting, let us set

$$
\begin{align*}
L & =N-\left(X_{A}+X_{B}+T+2 K_{c}-2\right),  \tag{4.86}\\
\ell & =K_{c} L . \tag{4.87}
\end{align*}
$$

For all $l \in[L], k \in\left[K_{c}\right]$, let us define

$$
\begin{equation*}
\mathbf{A}_{l k}=\mathbf{A}_{L(k-1)+l} \tag{4.88}
\end{equation*}
$$

We will also set

$$
\mathbf{B}=\left[\begin{array}{llll}
\mathbf{B}_{1} & \mathbf{B}_{2} & \ldots & \mathbf{B}_{M} \tag{4.89}
\end{array}\right]
$$

to be an $\chi \times M \mu$ matrix that contains all $\mathbf{B}_{[M]}$. Let us also define $\mathbf{Q}_{\theta}$ be a $M \mu \times \mu$ matrix as follows.

$$
\mathbf{Q}_{\theta}=[\begin{array}{llll}
\underbrace{\mathbf{0}_{\mu}}_{\text {A total of }(\theta-1) \mathbf{0}_{\mu}, \mathrm{s}} & \cdots & \mathbf{0}_{\mu}
\end{array} \mathbf{I}_{\mu} \quad \underbrace{\mathbf{0}_{\mu}}_{\text {A total of }(M-\theta) \mathbf{0}_{\mu}, \mathrm{s}} \begin{array}{lll}
\mathbf{0}_{\mu} & \cdots & \mathbf{0}_{\mu} \tag{4.90}
\end{array}]^{T}
$$

where $\mathbf{0}_{\mu}$ is the $\mu \times \mu$ square zero matrix, and $\mathbf{I}_{\mu}$ is the $\mu \times \mu$ identity matrix. We note that
by construction, $\mathbf{A B Q}_{\theta}=\left(\mathbf{A}_{1} \mathbf{B Q}_{\theta}, \ldots, \mathbf{A}_{\ell} \mathbf{B Q}_{\theta}\right)=\left(\mathbf{A}_{l k} \mathbf{B} \mathbf{Q}_{\theta}\right)_{l \in[L], k \in\left[K_{c}\right]}$ is the desired product. Let $\left(\mathbf{Z}_{l x}\right)_{l \in[L], x \in\left[X_{A}\right]}$ and $\left(\mathbf{Z}_{l x^{\prime}}^{\prime}\right)_{l \in[L], x^{\prime} \in\left[X_{B}\right]}$ be independent, uniformly distributed random noise matrices from $\mathbb{F}_{q}^{\lambda \times \chi}$ and $\mathbb{F}_{q}^{\chi \times M \mu}$ that will be used to guarantee $X_{A}$ and $X_{B}$ security levels for $\mathbf{A}, \mathbf{B}_{[M]}$, respectively. Let $\left(\mathbf{Z}_{l t}^{\prime \prime \kappa}\right)_{l \in[L], t \in[T], \kappa \in\left[K_{c}\right]}$ be independent, uniformly distributed random noise matrices from $\mathbb{F}_{q}^{M \mu \times \mu}$, that will be used to guarantee $T$-privacy of queries. The independence between $\mathbf{A}, \mathbf{B}_{[M]}$, noise matrices and $\theta$ is formalized as follows.

$$
\begin{align*}
& H\left(\mathbf{A}, \mathbf{B}_{[M]},\left(\mathbf{Z}_{l x}\right)_{l \in[L], x \in\left[X_{A}\right]},\left(\mathbf{Z}_{l x^{\prime}}^{\prime}\right)_{l \in[L], x^{\prime} \in\left[X_{B}\right]},\left(\mathbf{Z}_{l t}^{\prime \prime \kappa}\right)_{l \in[L], t \in[T], \kappa \in\left[K_{c}\right]}, \theta\right) \\
& =\sum_{l \in[L], k \in\left[K_{c}\right]} H\left(\mathbf{A}_{l k}\right)+\sum_{m \in[M]} H\left(\mathbf{B}_{m}\right)+\sum_{l \in[L], x \in\left[X_{A}\right]} H\left(\mathbf{Z}_{l x}\right) \\
& \quad+\sum_{l \in[L], x^{\prime} \in\left[X_{B}\right]} H\left(\mathbf{Z}_{l x^{\prime}}^{\prime}\right)+\sum_{l \in[L], t \in[T], \kappa \in\left[K_{c}\right]} H\left(\mathbf{Z}_{l t}^{\prime \prime}\right)+H(\theta) . \tag{4.91}
\end{align*}
$$

Let $f_{1}, f_{2}, \cdots, f_{L}, \alpha_{1}, \alpha_{2}, \cdots, \alpha_{N}$ be distinct elements of $\mathbb{F}_{q}$. We require $q \geq L+N$ so these elements must exist. Now we are ready to construct the scheme. The secret share of $\mathbf{B}_{[M]}$ at the $n$-th server, $\tilde{B}_{n}$ is constructed as follows.

$$
\begin{equation*}
\tilde{B}_{n}=\left(\tilde{B}_{n 1}, \tilde{B}_{n 2}, \ldots, \tilde{B}_{n L}\right), \tag{4.92}
\end{equation*}
$$

where $\forall l \in[L]$,

$$
\begin{equation*}
\tilde{B}_{n l}=\mathbf{B}+\sum_{x^{\prime} \in\left[X_{B}\right]}\left(f_{l}-\alpha_{n}\right)^{K_{c}+x^{\prime}-1} \mathbf{Z}_{l x^{\prime}}^{\prime} . \tag{4.93}
\end{equation*}
$$

The secret share of $\mathbf{A}$ at the $n^{\text {th }}$ server is constructed as follows.

$$
\begin{equation*}
\tilde{A}_{n}=\left(\tilde{A}_{n 1}, \tilde{A}_{n 2}, \ldots, \tilde{A}_{n L}\right) \tag{4.94}
\end{equation*}
$$

where $\forall l \in[L]$,

$$
\begin{equation*}
\tilde{A}_{n l}=\sum_{k \in\left[K_{c}\right]} \frac{1}{\left(f_{l}-\alpha_{n}\right)^{K_{c}-k+1}} \mathbf{A}_{l k}+\sum_{x \in\left[X_{A}\right]}\left(f_{l}-\alpha_{n}\right)^{x-1} \mathbf{Z}_{l x} . \tag{4.95}
\end{equation*}
$$

The query sent by the user to the $n^{t h}$ server, is comprised of $K_{c}$ rounds, $Q_{n}^{\theta}=\left(Q_{n}^{\theta, \kappa}\right)_{\kappa \in\left[K_{c}\right]}$. For all $\kappa \in\left[K_{c}\right]$, we construct the queries as follows.

$$
\begin{equation*}
Q_{n}^{\theta, \kappa}=\left(Q_{n 1}^{\theta, \kappa}, Q_{n 2}^{\theta, \kappa}, \ldots, Q_{n L}^{\theta, \kappa}\right) \tag{4.96}
\end{equation*}
$$

where $\forall l \in[L]$, we set

$$
\begin{equation*}
Q_{n l}^{\theta, \kappa}=\left(f_{l}-\alpha_{n}\right)^{K_{c}-\kappa} \mathbf{Q}_{\theta}+\sum_{t \in[T]}\left(f_{l}-\alpha_{n}\right)^{K_{c}+t-1} \mathbf{Z}_{l t}^{\prime \prime \kappa} \tag{4.97}
\end{equation*}
$$

Upon receiving the query from the user, the $n^{\text {th }}$ server responds with the following $K_{c}$ symbols.

$$
\begin{equation*}
Y_{n}^{\theta}=\left(\tilde{A}_{n 1} \tilde{B}_{n 1} Q_{n 1}^{\theta, \kappa}+\tilde{A}_{n 2} \tilde{B}_{n 2} Q_{n 2}^{\theta, \kappa}+\cdots+\tilde{A}_{n L} \tilde{B}_{n L} Q_{n L}^{\theta, \kappa}\right)_{\kappa \in\left[K_{c}\right]} \tag{4.98}
\end{equation*}
$$

To show the correctness of the scheme, let us consider $\tilde{A}_{n l} \tilde{B}_{n l}, \forall l \in[L]$.

$$
\begin{align*}
\tilde{A}_{n l} \tilde{B}_{n l}= & \left(\sum_{k \in\left[K_{c}\right]} \frac{1}{\left(f_{l}-\alpha_{n}\right)^{K_{c}-k+1}} \mathbf{A}_{l k}+\sum_{x \in\left[X_{A}\right]}\left(f_{l}-\alpha_{n}\right)^{x-1} \mathbf{Z}_{l x}\right) \\
& \left(\mathbf{B}+\sum_{x^{\prime} \in\left[X_{B}\right]}\left(f_{l}-\alpha_{n}\right)^{K_{c}+x^{\prime}-1} \mathbf{Z}_{l x^{\prime}}^{\prime}\right)  \tag{4.99}\\
= & \sum_{k \in\left[K_{c}\right]} \frac{1}{\left(f_{l}-\alpha_{n}\right)^{K_{c}-k+1}} \mathbf{A}_{l k} \mathbf{B}+\sum_{x \in\left[X_{A}\right]}\left(f_{l}-\alpha_{n}\right)^{x-1} \mathbf{Z}_{l x} \mathbf{B} \\
& +\sum_{k \in\left[K_{c}\right] x_{x^{\prime} \in\left[X_{B}\right]}}\left(f_{l}-\alpha_{n}\right)^{x^{\prime}+k-2} \mathbf{A}_{l k} \mathbf{Z}_{\ell x^{\prime}}^{\prime}+\sum_{x \in\left[X_{A}\right]} \sum_{x^{\prime} \in\left[X_{B}\right]}\left(f_{l}-\alpha_{n}\right)^{K_{c}+x+x^{\prime}-2} \mathbf{Z}_{l x} \mathbf{Z}_{l x^{\prime}}^{\prime} \tag{4.100}
\end{align*}
$$

$$
\begin{equation*}
=\sum_{k \in\left[K_{c}\right]} \frac{1}{\left(f_{l}-\alpha_{n}\right)^{K_{c}-k+1}} \mathbf{A}_{l k} \mathbf{B}+\sum_{\xi \in\left[K_{c}+X_{A}+X_{B}-1\right]}\left(f_{l}-\alpha_{n}\right)^{\xi-1} \overline{\mathbf{Z}}_{l \xi} \tag{4.101}
\end{equation*}
$$

In (4.101) we rearranged the last three terms of (4.100) grouping them into weighted sums of terms of the form $\left(f_{l}-\alpha_{n}\right)^{i}, i \in\left\{0,1, \ldots, K_{c}+X_{A}+X_{B}-2\right\}$. The grouped terms $\overline{\mathbf{Z}}_{l \xi}$ can be calculated explicitly but as it turns out the precise form of these terms is inconsequential. Now note that if we regard $\left(\mathbf{A}_{l k} \mathbf{B}\right)_{l \in[L], k \in\left[K_{c}\right]}$ terms as messages, and other terms as noise, then (4.101) has the same form as (4.48), the storage construction in the MDS-XSTPIR scheme presented in Section 4.4. ${ }^{2}$ Also note that the construction of queries is also the same as the MDS-XSTPIR scheme, thus the correctness follows directly from the proof presented in Section 4.4, which means the user is able to recover the product $\mathbf{A B Q}_{\theta}=\left(\mathbf{A}_{l k} \mathbf{B} \mathbf{Q}_{\theta}\right)_{l \in[L], k \in\left[K_{c}\right]}$. Privacy and security follows from the fact that $\mathbf{Q}_{\theta}, \mathbf{A}, \mathbf{B}_{[M]}$ are protected by the i.i.d. uniformly distributed noise matrices coded according to $\operatorname{MDS}(N, T), \operatorname{MDS}\left(X_{A}, T\right), \operatorname{MDS}\left(X_{B}, T\right)$ codes, respectively. This completes the construction of the scheme for $X_{B} \neq 0$. Note that when $q \rightarrow \infty$ and $\chi \geq \min (\lambda, \mu)$, then $H\left(\mathbf{A B}_{\theta}\right)=\ell \lambda \mu$ in $q$-ary units according to Lemma 5.2 (also see [51], Lemma 2), and the download cost is

$$
\begin{equation*}
D=\frac{N K_{c} \lambda \mu}{\ell \lambda \mu}=\frac{N}{L}=\frac{N}{N-\left(2 K_{c}+X_{A}+X_{B}+T-2\right)} . \tag{4.102}
\end{equation*}
$$

Now let us consider the case $X_{B}=0$. For this setting, let us set

$$
\begin{align*}
L & =N-\left(X_{A}+X_{B}+T+K_{c}-1\right),  \tag{4.103}\\
\ell & =K_{c} L . \tag{4.104}
\end{align*}
$$

We will continue using other definitions as before, but since there is no security constraint

[^16]on $\mathbf{B}$ matrices, let us replace $\tilde{B}_{n}$ as
\[

$$
\begin{equation*}
\tilde{B}_{n}=\mathbf{B} \tag{4.105}
\end{equation*}
$$

\]

Now we have

$$
\begin{equation*}
\tilde{A}_{n l} \tilde{B}_{n l}=\sum_{k \in\left[K_{c}\right]} \frac{1}{\left(f_{l}-\alpha_{n}\right)^{K_{c}-k+1}} \mathbf{A}_{l k} \mathbf{B}+\sum_{x \in\left[X_{A}\right]}\left(f_{l}-\alpha_{n}\right)^{x-1} \mathbf{Z}_{l x} \mathbf{B} \tag{4.106}
\end{equation*}
$$

which is coded according to an $\operatorname{MDS}\left(N, K_{c}+X_{A}\right)$ code. Thus the correctness, privacy and security follows from that proof in Section 4.4. The download cost is

$$
\begin{equation*}
D=\frac{N K_{c} \lambda \mu}{L \lambda \mu}=\frac{N}{L}=\frac{N}{N-\left(K_{c}+X_{A}+X_{B}+T-1\right)} . \tag{4.107}
\end{equation*}
$$

Now let us consider the upload cost of the scheme. Note that by the construction of $\tilde{A}_{n}$, it is coded according to an $\operatorname{MDS}\left(N, K_{c}\right)$ code. Therefore, the upload cost is $\frac{N}{K_{c}}$.

It is shown in [17] that when $X_{A}=T=1, X_{B}=0$, the lower convex hull of (upload, download) pairs

$$
\begin{equation*}
(U, D)=\left(\frac{N}{K_{c}}, \frac{K_{c}+1}{K_{c}}\left(1+\left(\frac{K_{c}+1}{N}\right)+\cdots+\left(\frac{K_{c}+1}{N}\right)^{M-1}\right)\right) \tag{4.108}
\end{equation*}
$$

is achievable for $K_{c}=1,2, \ldots, N-1$. For the asymptotic setting, i.e., $M \rightarrow \infty$, we have from [17] that $D=\frac{K_{c}+1}{K_{c}} \frac{N}{N-\left(K_{c}+1\right)}$, which is strictly worse than the (upload, download) pairs characterized in this work. This is because the scheme in [17] allows the user to decode noise matrices protecting A, whereas in our scheme, because of cross-subspace alignment, the user is only able to decode desired matrices, thus the penalty term $\frac{K_{c}+1}{K_{c}}$ disappears.

### 4.6 Discussion

The problem of U-B-MDS-XSTPIR, i.e., $X$-secure $T$-private information retrieval from MDS coded storage, with $N$ servers out of which $U$ are unresponsive and up to $B$ may be Byzantine, is studied in this chapter. A lower bound on achievable rates of U-B-MDS-XSTPIR is characterized by presenting a cross-subspace alignment and successive decoding based scheme. We also adapt the scheme to the problem of private and secure distributed matrix multiplication that is recently proposed in [63, 17]. The presented MDS-XSTPIR scheme is shown to be applicable to PSDMM problem, even if we allow security concerns for all constituent matrices.

## Chapter 5

## Secure Distributed Matrix Multiplication

The problem of secure distributed matrix multiplication (SDMM) studies the communication efficiency of retrieving a sequence of desired matrix products $\mathbf{A B}=\left(\mathbf{A}_{1} \mathbf{B}_{1}, \mathbf{A}_{\mathbf{2}} \mathbf{B}_{\mathbf{2}}, \cdots, \mathbf{A}_{S} \mathbf{B}_{S}\right)$ from $N$ distributed servers where the constituent matrices $\mathbf{A}=\left(\mathbf{A}_{1}, \mathbf{A}_{2}, \cdots, \mathbf{A}_{S}\right)$ and $\mathbf{B}=$ $\left(\mathbf{B}_{1}, \mathbf{B}_{2}, \cdots, \mathbf{B}_{S}\right)$ are stored in $X$-secure coded form, i.e., any group of up to $X$ colluding servers learn nothing about $\mathbf{A}, \mathbf{B}$. It is assumed that $\mathbf{A}_{s} \in \mathbb{F}_{q}^{L \times K}, \mathbf{B}_{s} \in \mathbb{F}_{q}^{K \times M}, s \in\{1,2, \cdots, S\}$ are uniformly and independently distributed and $\mathbb{F}_{q}$ is a large finite field. The rate of an SDMM scheme is defined as the ratio of the number of bits of desired information that is retrieved, to the total number of bits downloaded on average. The supremum of achievable rates is called the capacity of SDMM. In this chapter we explore the capacity of SDMM, as well as several of its variants, e.g., where the user may already have either $\mathbf{A}$ or $\mathbf{B}$ available as side-information, and/or where the security constraint for either $\mathbf{A}$ or $\mathbf{B}$ may be relaxed. As our main contribution, we obtain new converse bounds, as well as new achievable schemes for various cases of SDMM, depending on the $L, K, M, N, X$ parameters, and identify parameter regimes where these bounds match. A remarkable aspect of our upper bounds is a connection between SDMM and a form of private information retrieval (PIR) problem, known as multi-message $X$-secure $T$-private information retrieval (MM-XSTPIR).

Notable features of our achievable schemes include the use of cross-subspace alignment and a transformation argument that converts a scalar multiplication problem into a scalar addition problem, allowing a surprisingly efficient solution.

### 5.1 Introduction

Distributed matrix multiplication is a key building block for a variety of applications that include collaborative filtering, object recognition, sensing and data fusion, cloud computing, augmented reality and machine learning. Coding techniques, such as MDS codes [69], Polynomial codes [140], Entangled Polynomial codes [141], MatDot and PolyDot codes [31] and Generalized PolyDot Codes [28] have been shown to be capable of improving the efficiency of distributed matrix multiplication. However, with the expanding scope of distributed computing applications, there are mounting security concerns [138, 129, 18, 61, 32, 3] about sharing information with external servers. The problem of secure distributed matrix multiplication (SDMM) is motivated by these security concerns.

As defined in this chapter, SDMM studies the communication efficiency of retrieving desired matrix products from distributed servers where the constituent matrices are securely stored. Specifically, suppose $\mathbf{A}=\left(\mathbf{A}_{1}, \mathbf{A}_{2}, \cdots, \mathbf{A}_{S}\right)$ and $\mathbf{B}=\left(\mathbf{B}_{1}, \mathbf{B}_{2}, \cdots, \mathbf{B}_{S}\right)$ are collections of random matrices that are stored across $N$ servers subject to an $X$-security guarantee, i.e., any colluding group of up to $X$ servers can learn nothing about the $\mathbf{A}$ and $\mathbf{B}$ matrices. Specifically, $\mathbf{A}_{s} \in \mathbb{F}_{q}^{L \times K}, \mathbf{B}_{s} \in \mathbb{F}_{q}^{K \times M}$ for all $s \in\{1,2, \cdots, S\}$, are independent and uniformly distributed, and $\mathbb{F}_{q}$ is assumed to be a large finite field. A user wishes to retrieve $\mathbf{A B}=\left(\mathbf{A}_{1} \mathbf{B}_{1}, \mathbf{A}_{2} \mathbf{B}_{2}, \cdots, \mathbf{A}_{S} \mathbf{B}_{S}\right)$, where each $\mathbf{A}_{s} \mathbf{B}_{s}, s \in\{1,2, \cdots, S\}$ is an $L \times M$ matrix in $\mathbb{F}_{q}$, while downloading as little information from the $N$ servers as possible. The rate of an SDMM scheme is defined as the ratio $H(\mathbf{A B}) / D$, where $H(\mathbf{A B})$ is the number of bits of desired information that is retrieved, and $D$ is the total number of bits downloaded on average. The


Figure 5.1: (Left) General context for SDMM showing various sources that produce large amounts of data represented as matrices $\mathbf{M}_{1}, \mathbf{M}_{2}, \cdots$, and store it at $N$ distributed servers in $X$-secure form, coded independently as $\widetilde{M}_{i}^{n}$. Various authorized users access these servers and retrieve products of their desired matrices based on the downloads that they request from all $N$ servers. Unlike PIR (private information retrieval) [23] problems there are no privacy constraints in SDMM, so users can publicly announce which matrix products they wish to retrieve. (Right) The SDMM problem considered in this chapter, where the goal is to minimize the average size of the total download for a generic user whose desired matrices are labeled $\mathbf{A}, \mathbf{B}$.
supremum of achievable rates is called the capacity of SDMM. In this chapter we study the capacity of SDMM, as well as several of its variants, e.g., where the user may already have either A or $\mathbf{B}$ available as side-information, ${ }^{1}$ and/or where the security constraint for either A or $\mathbf{B}$ may be relaxed. As our main contribution, we obtain new converse bounds, as well as new achievable schemes for various cases of SDMM, depending on the $L, K, M, N, X$ parameters, and identify parameter regimes where these bounds match. A notable aspect of our upper bounds is a connection between SDMM and a form of private information retrieval (PIR) problem, known as multi-message $X$-secure $T$-private information retrieval (MM-XSTPIR). ${ }^{2}$ Interesting features of our achievable schemes include the idea of crosssubspace alignment that was introduced in Chapter 2 and was recently applied to SDMM in [61], and a novel transformation argument that converts a scalar multiplication problem

[^17]into a scalar addition problem. The transformation allows a surprisingly ${ }^{3}$ efficient (and capacity optimal) solution for scalar multiplication, outer products of vectors, and Hadamard products of matrices.

Information-theoretic study of SDMM was introduced recently in [18] under a closely related model with a few subtle differences. Motivated by a master-worker model of distributed computation, it is assumed in [18] that the $\mathbf{A}, \mathbf{B}$ matrices originate at the user (master), who securely encodes and sends these matrices to $N$ servers (workers), and then from just the downloads that he receives from the servers in return, the user is able to compute $\mathbf{A B}$. The goal in [18], as in this chapter, is to maximize the rate of SDMM, defined as $H(\mathbf{A B}) / D$. The same model is pursued in $[61,32,3]$, where new coding schemes are proposed for SDMM. However, certain aspects of the model appear inconsonant. For example, a key assumption in these models is that the user must not use his prior knowledge of $\mathbf{A}, \mathbf{B}$ and must decode AB only from the downloads. Since the goal is to minimize the communication cost, and the user already knows $\mathbf{A}, \mathbf{B}$, why not do the computation locally and avoid all communication entirely? Indeed, the question is not merely philosophical, because as shown in this chapter, in some cases, the best scheme even with the model of $[18,61,32,3]$ turns out to be one that allows the user to retrieve both $\mathbf{A}, \mathbf{B}$ from the downloads, and then compute $\mathbf{A B}$ locally something that could be done without the need for any communication if indeed $\mathbf{A}, \mathbf{B}$ originated at the user. On the other hand, the SDMM model assumed in this chapter assumes that $\mathbf{A}, \mathbf{B}$ do not both originate at the user, ${ }^{4}$ rather they are stored securely and remotely at the $N$ servers, ${ }^{5}$ thus eliminating this concern. Another difference between our model

[^18]of SDMM and previous works is that the precise assumptions regarding matrix dimensions $L, K, M$ are left unclear in $[18,61]$, indeed these dimensions do not appear in the capacity results in $[18,61]$. However, our model allows $L, K, M$ to take arbitrary values, including large values. As it turns out, our results reveal that the relative size of $L, K, M$ does matter. For example, capacity-achieving schemes for SDMM from [18, 61] fall short if $K / L<1$, and a converse bound for two-sided security that is derived in [61] is violated under certain conditions as well (see discussion following Theorem 5.2 and Theorem 5.3 in this chapter). Indeed, we find that in general the capacity depends on all matrix dimensions as well as the parameters $N, X$. Another minor distinction between this chapter and $[18,61]$ is that we allow joint retrieval of a block of $S$ matrix products $\mathbf{A B}=\left(\mathbf{A}_{\mathbf{1}} \mathbf{B}_{\mathbf{1}}, \mathbf{A}_{\mathbf{2}} \mathbf{B}_{\mathbf{2}}, \cdots, \mathbf{A}_{\mathbf{S}} \mathbf{B}_{\mathbf{S}}\right)$ where $S$ can be chosen arbitrarily by the coding scheme. On the other hand, $[18,61]$ assume one-shot matrix multiplication, corresponding to $S=1$. This leads to different approaches to achievable schemes. For example, while both this chapter and [61] use cross-subspace alignment, we use it to code across $S$ blocks while [61] relies on a matrix partitioning approach.

### 5.2 Problem Statement: SDMM

Let $\mathbf{A}=\left(\mathbf{A}_{1}, \mathbf{A}_{2}, \cdots, \mathbf{A}_{S}\right)$ represent $S$ random matrices, chosen independently and uniformly from all matrices over $\mathbb{F}_{q}^{L \times K}$. Similarly, let $\mathbf{B}=\left(\mathbf{B}_{1}, \mathbf{B}_{2}, \cdots, \mathbf{B}_{S}\right)$ represent $S$ random matrices, chosen independently and uniformly from all matrices over $\mathbb{F}_{q}^{K \times M}$. The user wishes to compute the products $\mathbf{A B}=\left(\mathbf{A}_{1} \mathbf{B}_{1}, \mathbf{A}_{2} \mathbf{B}_{2}, \cdots, \mathbf{A}_{S} \mathbf{B}_{S}\right)$.

The independence between matrices $\mathbf{A}_{[S]}, \mathbf{B}_{[S]}$ is formalized as follows.

$$
\begin{equation*}
H(\mathbf{A}, \mathbf{B})=H(\mathbf{A})+H(\mathbf{B})=\sum_{s \in[S]} H\left(\mathbf{A}_{s}\right)+\sum_{s \in[S]} H\left(\mathbf{B}_{s}\right) . \tag{5.1}
\end{equation*}
$$

Since we are operating over $\mathbb{F}_{q}$, let us express all entropies in base $q$ units.

The A,B matrices are available at $N$ servers with security levels $X_{A}, X_{B}$, respectively. This means that any group of up to $X_{A}$ colluding servers can learn nothing about $\mathbf{A}$ matrices, and any group of up to $X_{B}$ colluding servers can learn nothing about the $\mathbf{B}$ matrices. ${ }^{6}$ Security is achieved by coding according to secret sharing schemes that separately generate shares $\widetilde{A}_{s}^{n}, \widetilde{B}_{s}^{n}$ corresponding to each $\mathbf{A}_{s}, \mathbf{B}_{s}$, and make these shares ${ }^{7}$ available to the $n^{\text {th }}$ server, for all $n \in[N]$. The independence between these securely coded matrices is formalized as,

$$
\begin{align*}
I\left(\mathbf{A}, \widetilde{A}_{[S]}^{[N]} ; \mathbf{B}, \widetilde{B}_{[S]}^{[N]}\right) & =0,  \tag{5.2}\\
H\left(\widetilde{A}_{[S]}^{[N]}, \widetilde{B}_{[S]}^{[N]}\right) & =\sum_{s \in[S]} H\left(\widetilde{A}_{s}^{[N]}\right)+\sum_{s \in[S]} H\left(\widetilde{B}_{s}^{[N]}\right) . \tag{5.3}
\end{align*}
$$

Each matrix must be recoverable from all its secret shares,

$$
\begin{equation*}
H\left(\mathbf{A}_{s} \mid \widetilde{A}_{s}^{[N]}\right)=0, \quad H\left(\mathbf{B}_{s} \mid \widetilde{B}_{s}^{[N]}\right)=0, \quad \forall s \in[S] \tag{5.4}
\end{equation*}
$$

The $\mathbf{A}, \mathbf{B}$ matrices must be perfectly secure from any set of secret shares that can be accessed by a set of up to $X_{A}, X_{B}$ colluding servers, respectively.

$$
\begin{align*}
I\left(\mathbf{A} ; \widetilde{A}_{[S]}^{\mathcal{X}}\right)=0, & \mathcal{X} \subset[N], & & |\mathcal{X}|=X_{A}  \tag{5.5}\\
I\left(\mathbf{B} ; \widetilde{B}_{[S]}^{\mathcal{X}}\right)=0, & \mathcal{X} \subset[N], & & |\mathcal{X}|=X_{B}  \tag{5.6}\\
I\left(\mathbf{A}, \mathbf{B} ; \widetilde{A}_{[S]}^{\mathcal{X}}, \widetilde{B}_{[S]}^{\mathcal{X}}\right)=0, & \mathcal{X} \subset[N], & & |\mathcal{X}|=\min \left(X_{A}, X_{B}\right) \tag{5.7}
\end{align*}
$$

In order to retrieve the products $\mathbf{A B}$, from each server $n \in[N]$, the user downloads $\Delta_{n}$ which is function of $\widetilde{A}_{[S]}^{n}, \widetilde{B}_{[S]}^{n}$.

$$
\begin{equation*}
H\left(\Delta_{n} \mid \widetilde{A}_{[S]}^{n}, \widetilde{B}_{[S]}^{n}\right)=0 \tag{5.8}
\end{equation*}
$$

[^19]The side-information available to the user apriori is denoted $\Psi$, which can be either the A matrices, or the $\mathbf{B}$ matrices, or null $(\phi)$ if the user has no side-information. Given the downloads from all $N$ servers and the side-information, the user must be able to recover the matrix products $\mathbf{A B}$.

$$
\begin{equation*}
H\left(\mathbf{A B} \mid \Delta_{[N]}, \Psi\right)=0 . \tag{5.9}
\end{equation*}
$$

Let us define the rate of an SDMM scheme as follows.

$$
\begin{equation*}
R=\frac{H(\mathbf{A B} \mid \Psi)}{D} \tag{5.10}
\end{equation*}
$$

where $D$ is the average value (over all realizations of $\mathbf{A}, \mathbf{B}$ matrices) of the total number of $q$-ary symbols downloaded by the user from all $N$ servers. In order to steer away from the field-size concerns that are best left to coding-theoretic studies, we will only allow the field size to be asymptotically large, i.e., $q \rightarrow \infty$. The capacity of SDMM is the supremum of achievable rate values over all SDMM schemes and over all $S$.

REMARK 5.1. The goal of the $S D M M$ problem is to design schemes to minimize $D$. The normalization factor $H(\mathbf{A B} \mid \Psi)$ is not particularly important since it does not depend on the scheme, it is simply a baseline that is chosen to represent the average download needed from a centralized server that directly sends $\mathbf{A B}$ to the user in the absence of security constraints. Other baselines, e.g., H(AB) may be chosen instead as in [18], or one could equivalently formulate the problem directly as a minimization of download cost $D$. We prefer the formulation as a rate maximization because it allows a more direct connection to the capacity of PIR, one of the main themes of this chapter.

Finally, depending upon which matrices are secured and/or available as side-information, we
have the following versions of the SDMM problem.

| $\mathrm{SDMM}^{2}$ version | secure | side-information $\Psi$ | capacity |
| :--- | :---: | :---: | :---: |
| $\mathrm{SDMM}_{(\mathbf{A B}, \phi)}$ | $\mathbf{A}, \mathbf{B}$ | $\phi$ | $C_{(\mathbf{A B}, \phi)}$ |
| $\operatorname{SDMM}_{(\mathbf{A B}, \mathbf{B})}$ | $\mathbf{A}, \mathbf{B}$ | $\mathbf{B}$ | $C_{(\mathbf{A B}, \mathbf{B})}$ |
| $\operatorname{SDMM}_{(\mathbf{B}, \phi)}$ | $\mathbf{B}$ | $\phi$ | $C_{(\mathbf{B}, \phi)}$ |
| $\operatorname{SDMM}_{(\mathbf{B}, \mathbf{A})}$ | $\mathbf{B}$ | $\mathbf{A}$ | $C_{(\mathbf{B}, \mathbf{A})}$ |
| $\operatorname{SDMM}_{(\mathbf{B}, \mathbf{B})}$ | $\mathbf{B}$ | $\mathbf{B}$ | $C_{(\mathbf{B}, \mathbf{B})}$ |

Thus, the version of SDMM is indicated by the subscript which has two elements, the first representing the matrices that are secured and the second representing the matrices available to the user as side-information. Note that other cases, such as $\operatorname{SDMM}_{(\mathbf{A B}, \mathbf{A})}, \operatorname{SDM}_{(\mathbf{A}, \phi)}$, $\operatorname{SDMM}_{(\mathbf{A}, \mathbf{A})}, \operatorname{SDMM}_{(\mathbf{A}, \mathbf{B})}$, are equivalent to, $\operatorname{SDMM}_{(\mathbf{A B}, \mathbf{B})}, \quad \operatorname{SDMM}_{(\mathbf{B}, \phi)}, \operatorname{SDM}_{(\mathbf{B}, \mathbf{B})}$, $\operatorname{SDMM}_{(\mathbf{B}, \mathbf{A})}$, respectively, by the inherent symmetry of the problem, leaving us with just the 5 cases tabulated above.

### 5.3 Results

### 5.3.1 A Connection between SDMM and MM-XSTPIR

Let us begin by identifying a connection between SDMM and multi-message $X$-secure $T$ private information retrieval (MM-XSTPIR). We refer the reader to Appendix C. 1 for a formal definition of MM-XSTPIR.

Lemma 5.1. The following bounds apply.

$$
\begin{equation*}
K \geq M \Longrightarrow \max \left(C_{(\mathbf{A B}, \mathbf{B})}, C_{(\mathbf{B}, \mathbf{B})}, C_{(\mathbf{A B}, \phi)}, C_{(\mathbf{B}, \phi)}\right) \leq C_{M M-X S T P I R}\left(N, X_{A}, X_{B}, K, M\right) \tag{5.12}
\end{equation*}
$$

$$
K \geq L \quad \Longrightarrow \quad C_{(\mathbf{A B}, \phi)} \leq C_{M M-X S T P I R}\left(N, X_{B}, X_{A}, K, L\right)
$$

where $C_{M M-X S T P I R}(N, X, T, K, M)$ is the capacity of MM-XSTPIR with $N$ servers, $X$-secure storage and $T$-private queries, retrieving $M$ out of $K$ messages.

Proof. Let us first prove the bound in (5.12), by showing that when $K \geq M$, then any SDMM scheme where the side-information available to the user is not ${ }^{8} \mathbf{A}$, and where $X_{B} \neq 0$, automatically yields an MM-XSTPIR $\left(N, X_{A}, X_{B}, K, M\right)$ scheme with the same rate, essentially by thinking of $\mathbf{A}$ as the data and $\mathbf{B}$ as the query. Consider MM-XSTPIR with $K$ independent messages, each of which consists of $L$ i.i.d. uniform symbols in $\mathbb{F}_{q}$, say arranged in a column. For all $k \in[K]$, arrange these columns to form the matrix $A_{1}$ so that the $k^{\text {th }}$ column of $A_{1}$ represents the $k^{\text {th }}$ message. Let the $M$ desired message indices be represented by the corresponding columns of the $K \times K$ identity matrix, and let these $M$ columns be arranged to form the $K \times M$ matrix $B_{1}$. Note that retrieving the matrix product $A_{1} B_{1}$ is identical to retrieving the $M$ desired messages. Now any $\left(X_{A}, X_{B}\right)$ secure SDMM scheme with $S=1$ that does not have $\mathbf{A}$ as side-information, conditioned on the realizations $\mathbf{A}_{1}=A_{1}, \mathbf{B}_{1}=B_{1}$, yields an MM-XSTPIR scheme by treating $\widetilde{A}_{1}^{n}$ as the $X_{A}$-secure data stored at the $n^{t h}$ server and $\widetilde{B}_{1}^{n}$ as the $X_{B}$-private query sent by the user to the $n^{t h}$ server, for all $n \in[N]$. For arbitrary $S>1$ we can simply extend the data by a factor of $S$, i.e., each message is comprised of $S L$ symbols, so that the $k^{t h}$ message is represented by the $k^{\text {th }}$ columns of $A_{1}, A_{2}, \cdots, A_{S}$, treated as realizations of $\mathbf{A}_{1}, \mathbf{A}_{2}, \cdots, \mathbf{A}_{S}$. Thus, conditioning on the realization $\mathbf{B}_{1}=\mathbf{B}_{2}=\cdots=\mathbf{B}_{S}=B_{1}$ gives us the $S$-fold extension of the same scheme. Furthermore, since $\mathbf{B}$ matrices are secure, i.e., $X_{B}>0$ for all SDMM settings that appear in (5.12), it follows that $\mathbf{B}$ is independent

[^20]of $\widetilde{B}_{[S]}^{n}$ for any $n \in[N]$. This in turn implies that $\mathbf{B}$ is independent of the download $\Delta_{n}$ received from Server $n$. Therefore, conditioning on $\mathbf{B}$ taking values in the set that corresponds to MM-XSTPIR (i.e., $B_{1}$ restricted to any choice of $M$ columns of the $K \times K$ identity matrix) does not affect the distribution of $\Delta_{n}$, or the entropy $H\left(\Delta_{n}\right)$. In other words, the average download of the SDMM scheme remains unchanged as it is specialized to yield an MM-XSTPIR scheme as described above. Now, since the number of desired $q$-ary symbols retrieved by this feasible MM-XSTPIR scheme is $S L M$, the average download, $D$ for the SDMM scheme cannot be less than $S L M / C_{\mathrm{MM}-\mathrm{XSTPIR}}\left(N, X_{A}, X_{B}, K, M\right)$. Therefore, we have a bound on the rate of the SDMM scheme as
\[

$$
\begin{align*}
R & =\frac{H(\mathbf{A B} \mid \mathbf{B})}{D}  \tag{5.14}\\
& \leq \frac{H(\mathbf{A B})}{D}  \tag{5.15}\\
& \leq \frac{S L M}{D}  \tag{5.16}\\
& \leq \frac{S L M}{S L M / C_{\mathrm{MM}-\mathrm{XSTPIR}}\left(N, X_{A}, X_{B}, K, M\right)}  \tag{5.17}\\
& =C_{\mathrm{MM}-\mathrm{XSTPIR}}\left(N, X_{A}, X_{B}, K, M\right) \tag{5.18}
\end{align*}
$$
\]

In (5.15) we used the fact that conditioning reduces entropy so that $H(\mathbf{A B} \mid \mathbf{B}) \leq H(\mathbf{A B})$. In (5.16) we used the fact that the matrix $\mathbf{A B}$ has $S L M$ elements from $\mathbb{F}_{q}$, and since the uniform distribution maximizes entropy, $H(\mathbf{A B}) \leq S L M$. The bound in (5.13) is similarly shown, by treating $\widetilde{B}_{1}^{n}$ as the $X_{A^{-}}$-secure data stored at the $n^{\text {th }}$ server and $\widetilde{A}_{1}^{n}$ as the $X_{B^{-}}$ private query sent by the user to the $n^{t h}$ server. This completes the proof of Lemma 5.1.

### 5.3.2 An Upperbound on the Capacity of MM-XSTPIR

Motivated by Lemma 5.1, an upper bound on the capacity of MM-XSTPIR is presented in the following theorem.

Theorem 5.1. The capacity of MM-XSTPIR is bounded as follows.

$$
\begin{align*}
& C_{M M-X S T P I R}(N, X, T, K, M) \\
\leq & \begin{cases}0, & N \leq X \\
\frac{M(N-X)}{K N}, & X<N \leq X+T \\
\frac{N-X}{N}\left(1+\left(\frac{T}{N-X}\right)+\cdots+\left(\frac{T}{N-X}\right)^{\left\lfloor\frac{K}{M}\right\rfloor-1}\right)^{-1}, & N>X+T\end{cases} \tag{5.19}
\end{align*}
$$

The proof of Theorem 5.1 is presented in Appendix C.1.2. Note that Theorem 5.1 also works for trivial security or privacy, i.e., when $X=0$ or $T=0$.

REMARK 5.2. In fact a closer connection exists between SDMM and MM-XSTPC, i.e., multi-message $X$-secure $T$-private (linear) computation problem that is an extension of the private computation problem studied in [107]. However, we use only the connection to MMXSTPIR because this setting is simpler and the connection between SDMM and MM-XSTPIR suffices for our purpose.

### 5.3.3 Entropies of Products of Random Matrices

The following lemma is needed to evaluate the numerator in the rate expressions for SDMM schemes.

Lemma 5.2. Let A, B be random matrices independently and uniformly distributed over $\mathbb{F}_{q}^{L \times K}, \mathbb{F}_{q}^{K \times M}$, respectively. As $q \rightarrow \infty$, we have

$$
\begin{align*}
H(\mathbf{A B}) & = \begin{cases}L M, & K \geq \min (L, M) \\
L K+K M-K^{2}, & K<\min (L, M)\end{cases}  \tag{5.20}\\
H(\mathbf{A B} \mid \mathbf{A}) & =\min (L M, K M), \tag{5.21}
\end{align*}
$$

$$
\begin{equation*}
H(\mathbf{A B} \mid \mathbf{B})=\min (L M, L K) \tag{5.22}
\end{equation*}
$$

in q-ary units.

The proof of Lemma 5.2 appears in Appendix C.2.

We now proceed to capacity characterizations for the various SDMM models.

### 5.3.4 Capacity of $\operatorname{SDMM}_{(\mathrm{AB}, \phi)}$

Let us start with the basic SDMM setting, where both matrices A,B are $X$-secured, and there is no prior side-information available to the user. This is essentially the two-sided secure SDMM setting considered previously in [18, 61].

Theorem 5.2. The capacity of $S D M_{(\mathbf{A B}, \phi)}$, with $X_{A}=X_{B}=X$, is characterized under various settings as follows.

$$
\begin{align*}
N \leq X & \Longrightarrow C_{(\mathbf{A B}, \phi)}=0  \tag{5.23}\\
N>X, K=1 & \Longrightarrow C_{(\mathbf{A B}, \phi)}=1-\frac{X}{N}  \tag{5.24}\\
2 X \geq N>X, \frac{K}{\min (L, M)} \rightarrow \infty & \Longrightarrow C_{(\mathbf{A B}, \phi)}=0  \tag{5.25}\\
N>2 X, \frac{K}{\min (L, M)} \rightarrow \infty & \Longrightarrow C_{(\mathbf{A B}, \phi)}=1-\frac{2 X}{N}  \tag{5.26}\\
N>X, K \leq \min (L, M), \frac{\max (L, M)}{K} \rightarrow \infty & \Longrightarrow C_{(\mathbf{A B}, \phi)}=1-\frac{X}{N}  \tag{5.27}\\
N>X, \frac{K}{\min (L, M)}<1 & \Longrightarrow C_{(\mathbf{A B}, \phi)} \leq 1-\frac{X}{N}  \tag{5.28}\\
2 X \geq N>X, \frac{K}{\min (L, M)} \geq 1 & \Longrightarrow C_{(\mathbf{A B}, \phi)} \leq\left(1-\frac{X}{N}\right) \frac{\min (L, M)}{K}  \tag{5.29}\\
N>2 X, \frac{K}{\min (L, M)} \geq 1 \Longrightarrow &
\end{align*}
$$

$$
\begin{equation*}
C_{(\mathbf{A B}, \phi)} \leq\left(1-\frac{X}{N}\right)\left(1+\left(\frac{X}{N-X}\right)+\cdots+\left(\frac{X}{N-X}\right)^{\left\lfloor\frac{K}{\min (L, M)}\right\rfloor-1}\right)^{-1} \tag{5.30}
\end{equation*}
$$

Case (5.23) is trivial because $\mathbf{A}, \mathbf{B}$ are $X$-secure, and nothing is available to the user as sideinformation, which means that even if the user and the servers fully combine their knowledge, A,B remain a perfect secret. The converse proof for cases (5.24) and (5.27) of Theorem 5.2 is presented in Section 5.4.2. Converse proofs for all other cases follow from Lemma 5.1 and Theorem 5.1. For example, consider case (5.25). According to (5.12),(5.13), we have $C_{(\mathbf{A B}, \phi)} \leq C_{\text {MM-XSTPIR }}(N, X, X, K, \min (L, M))$ which in turn is bounded by $\min (L, M)(N-$ $X) /(K N)$ according to Theorem 5.1. Therefore, if $K / \min (L, M) \rightarrow \infty$, then we have the bound $C_{(\mathbf{A B}, \phi)}=0$. Converse bounds for other cases are found similarly. The proof of achievability for case (5.24) is presented in Section 5.5.4. All other achievability results are presented in Section 5.5.3.

REMARK 5.3. The capacity of 2 -sided SDMM problem is characterized in [61] as $\left(1-\frac{2 X}{N}\right)^{+}$. Our capacity characterizations for cases (5.24) and (5.27) present a contradiction that calls into question ${ }^{9}$ the converse bound in [61]. To further highlight the contradiction, note that in the $S D M_{\mathbf{A B}, \phi}$ problem, for arbitrary $L, K, M$, just by retrieving each of $\mathbf{A}, \mathbf{B}$ separately using the scheme described in Section 5.5.1, it is possible to achieve a rate equal to $\frac{H(\mathbf{A B})}{(L K+K M)}\left(1-\frac{X}{N}\right) \geq \frac{\min \left(L M, L K+K M-K^{2}\right)}{(L K+K M)}\left(1-\frac{X}{N}\right)$ which can be larger than $\left(1-\frac{2 X}{N}\right)^{+}$. Since [61] assumes $S=1$, consider for example, $L=K=M$, and $N=X+1$. Then with $S=1$ this simple scheme achieves a rate $\frac{1}{2}\left(1-\frac{X}{N}\right)=\frac{1}{2 N}$ which exceeds $\left(1-\frac{2 X}{N}\right)^{+}=0$ for all $X>1$. On the other hand, the achievable scheme presented in [61] does not ${ }^{10}$ achieve the rate $\left(1-\frac{2 X}{N}\right)^{+}$ when $K<\min (L, M)$, so it remains unknown if $\left(1-\frac{2 X}{N}\right)^{+}$is even a lower bound on capacity

[^21]in general.

Corollary 5.1. Consider a modification of the $\operatorname{SDMM}_{(\mathbf{A B}, \phi)}$ problem, where instead of $\mathbf{A B}$, the user wants to retrieve the Hadamard product $\mathbf{A} \circ \mathbf{B}$. The capacity of this problem, i.e., the supremum of $H(\mathbf{A} \circ \mathbf{B}) / D$, as $q \rightarrow \infty$, is $1-X / N$.

The converse for Corollary 5.1 follows directly from the converse proof of Theorem 5.2, case (5.24) in Section 5.4.2 where we replace $\mathbf{A B}$ with $\mathbf{A} \circ \mathbf{B}$. On the other hand, since the Hadamard product is the entrywise product of matrices, thus the scalar multiplication scheme presented in Section 5.5.4 achieves the capacity.

### 5.3.5 Capacity of $\operatorname{SDMM}_{(\mathbf{B}, \mathbf{A})}$

The next SDMM model we consider corresponds to the one-sided SDMM problem considered in [18]. Recall that the one-sided security model in [18] assumes that one of the matrices is a constant matrix known to everyone. This corresponds to the $\mathbf{A}$ matrix in our model of $\operatorname{SDMM}_{(\mathbf{B}, \mathbf{A})}$ because $\mathbf{A}$ is not secured and is available to the user as side-information. Here our capacity result is consistent with [18].

Theorem 5.3. The capacity of $S D M_{(\mathbf{B}, \mathbf{A})}$ with $X_{A}=0, X_{B}=X$ is

$$
C_{(\mathbf{B}, \mathbf{A})}= \begin{cases}0, & N \leq X,  \tag{5.31}\\ 1-\frac{X}{N}, & N>X .\end{cases}
$$

Theorem 5.3 fully characterizes the capacity of $\operatorname{SDMM}_{(\mathbf{B}, \mathbf{A})}$. The converse for Theorem 5.3 follows along the same lines as the converse presented in [18], but for the sake of completeness we present the converse in Section 5.4.1. The proof of achievability provided in [18] is tight
only ${ }^{11}$ if $K \geq L$ and $L$ is a multiple of $N-X$. Therefore, a complete proof of achievability is needed for Theorem 5.3. Such a proof is presented in Section 5.5.3.

### 5.3.6 Capacity of $\operatorname{SDMM}_{(\mathrm{B}, \mathrm{B})}$

Theorem 5.4. The capacity of $S D M_{(\mathbf{B}, \mathbf{B})}$, with $X_{A}=0, X_{B}=X$, is characterized under various settings as follows.

$$
\begin{align*}
K \leq M & \Longrightarrow C_{(\mathbf{B}, \mathbf{B})}=1  \tag{5.32}\\
K>M, N \leq X & \Longrightarrow C_{(\mathbf{B}, \mathbf{B})}=\frac{M}{K}  \tag{5.33}\\
N>X, \frac{K}{M} \rightarrow \infty & \Longrightarrow C_{(\mathbf{B}, \mathbf{B})}=1-\frac{X}{N}  \tag{5.34}\\
K>M, N>X & \Longrightarrow C_{(\mathbf{B}, \mathbf{B})} \leq\left(1+\left(\frac{X}{N}\right)+\cdots+\left(\frac{X}{N}\right)^{\left\lfloor\frac{K}{M}\right\rfloor-1}\right)^{-1} \tag{5.35}
\end{align*}
$$

The converse for $K \leq M$ is trivial because the capacity by definition cannot exceed 1 . The converse for the remaining cases follows directly from Lemma 5.1 and Theorem 5.1. For example, consider the case (5.33). According to Lemma 5.1, $\mathrm{C}_{\mathbf{B}, \mathbf{B}} \leq C_{\mathrm{Mm}-\mathrm{XStPIR}}(N, 0, X, K, M)$ which is bounded by $M / K$ according to Theorem 5.1. Other cases follow similarly. The proof of achievability for Theorem 5.4 is provided in Section 5.5.3.

[^22]
### 5.3.7 Capacity of $\operatorname{SDMM}_{(\mathrm{B}, \phi)}$

Theorem 5.5. The capacity of $S D M_{(\mathbf{B}, \phi)}$, with $X_{A}=0, X_{B}=X$, is characterized under various settings as follows.

$$
\begin{align*}
N \leq X & \Longrightarrow C_{(\mathbf{B}, \phi)}=0  \tag{5.36}\\
K \geq L, N>X & \Longrightarrow C_{(\mathbf{B}, \phi)}=\left(1-\frac{X}{N}\right) \frac{H(\mathbf{A B})}{H(\mathbf{A B} \mid \mathbf{A})}=\left(1-\frac{X}{N}\right)  \tag{5.37}\\
K<L, N>X, \frac{K}{M} \rightarrow \infty & \Longrightarrow C_{(\mathbf{B}, \phi)}=1-\frac{X}{N}  \tag{5.38}\\
K \leq M, N>X, \frac{L}{M} \rightarrow \infty & \Longrightarrow C_{(\mathbf{B}, \phi)}=1  \tag{5.39}\\
K<L, N>X, \frac{M}{L} \rightarrow \infty & \Longrightarrow C_{(\mathbf{B}, \phi)}=\left(1-\frac{X}{N}\right) \frac{H(\mathbf{A B})}{H(\mathbf{A B} \mid \mathbf{A})}=\left(1-\frac{X}{N}\right)^{-1}  \tag{5.40}\\
L>K \geq M, N>X & \Longrightarrow C_{(\mathbf{B}, \phi)} \leq\left(1+\left(\frac{X}{N}\right)+\cdots+\left(\frac{X}{N}\right)^{\left\lfloor\frac{K}{M}\right\rfloor-1}\right)^{-1} \tag{5.41}
\end{align*}
$$

The case $N \leq X$ is trivial because $\mathbf{B}$ must be $X$-secure and there is no side-information at the user, which means that neither the user, nor all servers together have any knowledge of B. The converse for (5.37) and (5.40) follows from the fact that any $\mathrm{SDMM}_{\mathbf{B}, \phi}$ scheme is also a valid $\mathrm{SDMM}_{\mathbf{B}, \mathbf{A}}$ scheme, so the download, say $D_{\mathbf{B}, \phi}$ for the best $\mathrm{SDMM}_{\mathbf{B}, \phi}$ scheme cannot be less than the download, say $D_{\mathbf{B}, \mathbf{A}}$ for the best $\mathrm{SDMM}_{\mathbf{B}, \mathbf{A}}$ scheme. For (5.38) the converse follows directly from Lemma 5.1 and Theorem 5.1. The converse for (5.39) is trivial because the capacity can never be more than 1 by definition. Finally, the converse for (5.41) also follows from Lemma 5.1 and Theorem 5.1. The achievability results for Theorem 5.5 are proved in Section 5.5.3.

### 5.3.8 Capacity of $\mathrm{SDMM}_{\mathrm{AB}, \mathrm{B}}$

Theorem 5.6. The capacity of $S D M_{(\mathbf{A B}, \mathbf{B})}$, with $X_{A}=X_{B}=X$, is characterized under various settings as follows.

$$
\begin{align*}
N \leq X & \Longrightarrow C_{(\mathbf{A B}, \mathbf{B})}=0  \tag{5.42}\\
N>X, K \leq M & \Longrightarrow C_{(\mathbf{A B}, \mathbf{B})}=1-\frac{X}{N}  \tag{5.43}\\
2 X \geq N>X, K>M & \Longrightarrow C_{(\mathbf{A B}, \mathbf{B})}=\frac{M(N-X)}{K N}  \tag{5.44}\\
N>2 X, K>M, \frac{K}{M} \rightarrow \infty & \Longrightarrow C_{(\mathbf{A B}, \mathbf{B})}=1-\frac{2 X}{N}  \tag{5.45}\\
N>2 X, K>M & \Longrightarrow \\
& C_{(\mathbf{A B}, \mathbf{B})} \leq \frac{N-X}{N}\left(1+\left(\frac{X}{N-X}\right)+\cdots+\left(\frac{X}{N-X}\right)^{\left\lfloor\frac{K}{M}\right\rfloor-1}\right)^{-1} \tag{5.46}
\end{align*}
$$

The case (5.42) with $N \leq X$ is trivial because the $\mathbf{A}$ is $X$-secure and not available to the user as side-information, which means that it is unknown to both the user and all servers. The converse for (5.43) follows from the observation that relaxing the security constraint for B cannot hurt, so $C_{(\mathbf{A B}, \mathbf{B})}$ is bounded above by $C_{(\mathbf{A}, \mathbf{B})}$, which is equal to $C_{(\mathbf{B}, \mathbf{A})}=1-\frac{X}{N}$ by the symmetry of the problem and the result of Theorem 5.3. The converse for (5.44), (5.45), (5.46) follows from Lemma 5.1 and Theorem 5.1. The proof of achievability for Theorem 5.6 appears in Section 5.5.3.

### 5.4 Converse

### 5.4.1 Proof of Converse for Theorem 5.3

The case $N \leq X$ is trivial because $\mathbf{B}$ must be $X$-secure and not available to the user as sideinformation, which means that neither the user, nor all servers together have any knowledge of B. Now let us consider the case $N>X$. Let $\mathcal{X}$ denote any subset of $[N]$ such that $|\mathcal{X}|=X$. We start with the following lemma.

Lemma 5.3. $I\left(\Delta_{\mathcal{X}} ; \mathbf{A B} \mid \mathbf{A}\right)=0$.

Proof.

$$
\begin{align*}
& I\left(\Delta_{\mathcal{X}} ; \mathbf{A B} \mid \mathbf{A}\right) \\
& =H\left(\Delta_{\mathcal{X}} \mid \mathbf{A}\right)-H\left(\Delta_{\mathcal{X}} \mid \mathbf{A B}, \mathbf{A}\right)  \tag{5.47}\\
& \leq H\left(\Delta_{\mathcal{X}} \mid \mathbf{A}\right)-H\left(\Delta_{\mathcal{X}} \mid \mathbf{A}, \mathbf{B}\right)  \tag{5.48}\\
& =I\left(\Delta_{\mathcal{X}} ; \mathbf{B} \mid \mathbf{A}\right)  \tag{5.49}\\
& \leq I\left(\widetilde{B}_{[S]}^{\mathcal{X}}, \mathbf{A} ; \mathbf{B} \mid \mathbf{A}\right)  \tag{5.50}\\
& \leq I\left(\widetilde{B}_{[S]}^{\mathcal{X}}, \mathbf{A} ; \mathbf{B}\right)  \tag{5.51}\\
& =I\left(\widetilde{B}_{[S]}^{\mathcal{X}} ; \mathbf{B}\right)+I\left(\mathbf{A} ; \mathbf{B} \mid \widetilde{B}_{[S]}^{\mathcal{X}}\right)  \tag{5.52}\\
& \leq I\left(\widetilde{B}_{[S]}^{\mathcal{X}} ; \mathbf{B}\right)+I\left(\mathbf{A} ; \mathbf{B}, \widetilde{B}_{[S]}^{\mathcal{T}}\right)  \tag{5.53}\\
& =0 . \tag{5.54}
\end{align*}
$$

The steps in the proof are justified as follows. Step (5.47) applies the definition of mutual information. Step (5.48) follows from the fact that $(\mathbf{A B}, \mathbf{A})$ is function of $(\mathbf{A}, \mathbf{B})$ and conditioning reduces entropy. Step (5.49) applies the definition of mutual information, and (5.50) holds because $\Delta_{\mathcal{X}}$ is function of $\left(\widetilde{B}_{[S]}^{\mathcal{T}}, \mathbf{A}\right)$. In (5.51), (5.52) and (5.53), we repeatedly used
the chain rule and non-negativity of mutual information. The last step follows from the security constraint defined in (5.6) and separate encoding of matrices (5.2). The proof is completed by the non-negativity of mutual information.

The proof of converse of Theorem 5.3 is now presented as follows.

$$
\begin{align*}
& H(\mathbf{A B} \mid \mathbf{A}) \\
& =H(\mathbf{A B} \mid \mathbf{A})-H\left(\mathbf{A B} \mid \Delta_{[N]}, \mathbf{A}\right)+H\left(\mathbf{A B} \mid \Delta_{[N]}, \mathbf{A}\right)  \tag{5.55}\\
& =H(\mathbf{A B} \mid \mathbf{A})-H\left(\mathbf{A B} \mid \Delta_{[N]}, \mathbf{A}\right)  \tag{5.56}\\
& =I\left(\mathbf{A B} ; \Delta_{[N]} \mid \mathbf{A}\right)  \tag{5.57}\\
& =H\left(\Delta_{[N]} \mid \mathbf{A}\right)-H\left(\Delta_{[N]} \mid \mathbf{A B}, \mathbf{A}\right)  \tag{5.58}\\
& \leq H\left(\Delta_{[N]} \mid \mathbf{A}\right)-H\left(\Delta_{\mathcal{X}} \mid \mathbf{A B}, \mathbf{A}\right)  \tag{5.59}\\
& =H\left(\Delta_{[N]} \mid \mathbf{A}\right)-H\left(\Delta_{\mathcal{X}} \mid \mathbf{A}\right) . \tag{5.60}
\end{align*}
$$

Steps are justified as follows. (5.55) subtracts and adds the same term so nothing changes. (5.56) follows from the correctness constraint,(5.9). Steps (5.57) and (5.58) follow from the definition of mutual information. In (5.59), we used the fact that dropping terms reduces entropy. The last step holds from Lemma 5.3.

Averaging (5.60) over all choices of $\mathcal{X}$ and applying Han's inequality (Theorem 17.6.1 in [26]), we have

$$
\begin{align*}
& H(\mathbf{A B} \mid \mathbf{A}) \\
& \leq H\left(\Delta_{[N]} \mid \mathbf{A}\right)-\frac{X}{N} H\left(\Delta_{[N]} \mid \mathbf{A}\right)  \tag{5.61}\\
& =\left(1-\frac{X}{N}\right) H\left(\Delta_{[N]} \mid \mathbf{A}\right)  \tag{5.62}\\
& \leq\left(1-\frac{X}{N}\right) H\left(\Delta_{[N]}\right) \tag{5.63}
\end{align*}
$$

$$
\begin{equation*}
\leq\left(1-\frac{X}{N}\right) \sum_{n \in[N]} H\left(\Delta_{n}\right) \tag{5.64}
\end{equation*}
$$

Thus we obtain

$$
\begin{align*}
C_{\mathbf{B}, \mathbf{A}} & =\sup \frac{H(\mathbf{A B} \mid \mathbf{A})}{D}  \tag{5.65}\\
& \leq \sup \frac{H(\mathbf{A B} \mid \mathbf{A})}{\sum_{n \in[N]} H\left(\Delta_{n}\right)}  \tag{5.66}\\
& \leq 1-\frac{X}{N} . \tag{5.67}
\end{align*}
$$

### 5.4.2 Converse of Theorem 5.2: (5.24),(5.27)

Let $\mathcal{X}$ denote any subset of $[N]$ such that $|\mathcal{X}|=X$. The proof of converse is as follows.

$$
\begin{align*}
& H(\mathbf{A B}) \\
& =H(\mathbf{A B})-H\left(\mathbf{A B} \mid \Delta_{[N]}\right)+H\left(\mathbf{A B} \mid \Delta_{[N]}\right)  \tag{5.68}\\
& =H(\mathbf{A B})-H\left(\mathbf{A B} \mid \Delta_{[N]}\right)  \tag{5.69}\\
& =I\left(\mathbf{A B} ; \Delta_{[N]}\right)  \tag{5.70}\\
& =H\left(\Delta_{[N]}\right)-H\left(\Delta_{[N]} \mid \mathbf{A B}\right)  \tag{5.71}\\
& \leq H\left(\Delta_{[N]}\right)-H\left(\Delta_{[N]} \mid \mathbf{A}, \mathbf{B}\right)  \tag{5.72}\\
& \leq H\left(\Delta_{[N]}\right)-H\left(\Delta_{\mathcal{X}} \mid \mathbf{A}, \mathbf{B}\right)  \tag{5.73}\\
& =H\left(\Delta_{[N]}\right)-H\left(\Delta_{\mathcal{X}}\right) . \tag{5.74}
\end{align*}
$$

Steps are justified as follows. (5.68) subtracts and adds the same term so nothing changes. (5.69) follows from (5.9), while (5.70) and (5.71) follow from the definition of mutual information. (5.72) holds because adding conditioning reduces entropy and $\mathbf{A B}$ is function of (A,B). (5.73) holds because dropping terms reduces entropy. The last step simply follows
from the following fact,

$$
\begin{align*}
0 & =I\left(\mathbf{A}, \mathbf{B} ; \widetilde{A}_{[S]}^{\mathcal{X}}, \widetilde{B}_{[S]}^{\mathcal{X}}\right)  \tag{5.75}\\
& =I\left(\mathbf{A}, \mathbf{B} ; \Delta_{\mathcal{X}}\right)  \tag{5.76}\\
& =H\left(\Delta_{\mathcal{X}}\right)-H\left(\Delta_{\mathcal{X}} \mid \mathbf{A}, \mathbf{B}\right) \tag{5.77}
\end{align*}
$$

where (5.75) is the security constraint defined in (5.7). (5.76) follows from non-negativity of mutual information and the fact that $\Delta_{\mathcal{X}}$ is function of $\left(\widetilde{A}_{[S]}^{\mathcal{X}}, \widetilde{B}_{[S]}^{\mathcal{X}}\right) .(5.77)$ is the definition of mutual information.

Averaging (5.74) over all choices of $\mathcal{X}$ and applying Han's inequality, we have

$$
\begin{align*}
H(\mathbf{A B}) & \leq H\left(\Delta_{[N]}\right)-\frac{X}{N} H\left(\Delta_{[N]}\right)  \tag{5.78}\\
& =\left(1-\frac{X}{N}\right) H\left(\Delta_{[N]}\right)  \tag{5.79}\\
& \leq\left(1-\frac{X}{N}\right) \sum_{n \in[N]} H\left(\Delta_{n}\right) . \tag{5.80}
\end{align*}
$$

Thus we obtain

$$
\begin{align*}
C_{(\mathbf{A B}, \phi)} & =\sup \frac{H(\mathbf{A B})}{D}  \tag{5.81}\\
& \leq \sup \frac{H(\mathbf{A B})}{\sum_{n \in[N]} H\left(\Delta_{n}\right)}  \tag{5.82}\\
& \leq 1-\frac{X}{N} \tag{5.83}
\end{align*}
$$

### 5.5 Achievability

Let us present two basic schemes that are essential ingredients of the proofs of achievability.

### 5.5.1 A General Scheme

This scheme allows the user to retrieve all $\mathbf{A}, \mathbf{B}$, after which he can locally compute $\mathbf{A B}$. Let $S=N-X$, and let $\mathbf{Z}_{s x}, \mathbf{Z}_{s x^{\prime}}^{\prime}, s \in[S], x \in\left[X_{A}\right], x^{\prime} \in\left[X_{B}\right]$ be uniformly distributed random matrices over $\mathbb{F}_{q}^{L \times K}$ and $\mathbb{F}_{q}^{K \times M}$ respectively. Note that $X_{A}, X_{B} \in\{0, X\}$. The independence of these random matrices and matrices $\mathbf{A}_{[S]}, \mathbf{B}_{[S]}$ is specified as follows.

$$
\begin{align*}
& H\left(\left(\mathbf{Z}_{s x}, \mathbf{Z}_{s x^{\prime}}^{\prime}\right)_{s \in[S], x \in\left[X_{A}\right], x^{\prime} \in\left[X_{B}\right]}, \mathbf{A}_{[S]}, \mathbf{B}_{[S]}\right) \\
= & \sum_{s \in[S], x \in\left[X_{A}\right], x^{\prime} \in\left[X_{B}\right]} H\left(\mathbf{Z}_{s x}\right)+H\left(\mathbf{Z}_{s x^{\prime}}^{\prime}\right)+\sum_{s \in[S]} H\left(\mathbf{A}_{s}\right)+H\left(\mathbf{B}_{s}\right) . \tag{5.84}
\end{align*}
$$

Let $\alpha_{n}, n \in[N]$ be $N$ distinct elements from $\mathbb{F}_{q}$. The construction of securely encoded matrices $\widetilde{A}_{s}^{n}$ and $\widetilde{B}_{s}^{n}$ for any $s \in[S]$ and $n \in[N]$ is provided below.

$$
\begin{align*}
\widetilde{A}_{s}^{n} & =\alpha_{n}^{s} \mathbf{A}_{s}+\sum_{x \in\left[X_{A}\right]} \alpha_{n}^{S+x} \mathbf{Z}_{x t}  \tag{5.85}\\
& =\alpha_{n}^{s} \mathbf{A}_{s}+\alpha_{n}^{S+1} \mathbf{Z}_{s 1}+\cdots+\alpha_{n}^{S+X_{A}} \mathbf{Z}_{s X_{A}}  \tag{5.86}\\
\widetilde{B}_{s}^{n} & =\alpha_{n}^{s} \mathbf{B}_{s}+\sum_{x^{\prime} \in\left[T_{B}\right]} \alpha_{n}^{S+x^{\prime}} \mathbf{Z}_{s x^{\prime}}^{\prime}  \tag{5.87}\\
& =\alpha_{n}^{s} \mathbf{B}_{s}+\alpha_{n}^{S+1} \mathbf{Z}_{s 1}^{\prime}+\cdots+\alpha_{n}^{S+X_{B}} \mathbf{Z}_{s X_{B}}^{\prime} \tag{5.88}
\end{align*}
$$

The answer from the $n$-th server is specified as follows

$$
\begin{align*}
\Delta_{n} & =\left[\begin{array}{c}
\widetilde{A}_{1}^{n}+\cdots+\widetilde{A}_{S}^{n} \\
\widetilde{B}_{1}^{n}+\cdots+\widetilde{B}_{S}^{n}
\end{array}\right]  \tag{5.89}\\
& =\left[\begin{array}{l}
\alpha_{n} \mathbf{A}_{1}+\cdots+\alpha_{n}^{S} \mathbf{A}_{S}+\alpha_{n}^{S+1} \sum_{s \in[S]} \mathbf{Z}_{s 1}+\cdots+\alpha_{n}^{S+X_{A}} \sum_{s \in[S]} \mathbf{Z}_{s X_{A}} \\
\alpha_{n} \mathbf{B}_{1}+\cdots+\alpha_{n}^{S} \mathbf{B}_{S}+\alpha_{n}^{S+1} \sum_{s \in[S]} \mathbf{Z}_{s 1}^{\prime}+\cdots+\alpha_{n}^{S+X_{B}} \sum_{s \in[S]} \mathbf{Z}_{s X_{B}}^{\prime}
\end{array}\right] \tag{5.90}
\end{align*}
$$

Note that the desired matrices and the random matrices are coded with an RS code. Therefore, from the answers provided by all $N$ servers, the user is able to decode all matrices
$\mathbf{A}_{[S]}, \mathbf{B}_{[S]}$, and then determine $\mathbf{A B}=\left(\mathbf{A}_{s} \times \mathbf{B}_{s}\right)_{s \in[S]}$. Note that $X_{A}$-security is guaranteed for matrices $\mathbf{A}_{s}$ because they are protected by the $X_{A}$ noise matrices $\mathbf{Z}_{s x}, x \in\left[X_{A}\right]$, that are i.i.d. uniform and coded according to $\operatorname{MDS}\left(X_{A}, N\right)$. Similarly, $X_{B}$-security is guaranteed for matrices $\mathbf{B}_{s}$.

### 5.5.2 Cross Subspace Alignment Based Scheme

For this scheme, let us set

$$
\begin{equation*}
S=N-X_{A}-X_{B} \tag{5.91}
\end{equation*}
$$

And let $\mathbf{Z}_{s x}, \mathbf{Z}_{s x^{\prime}}^{\prime}, s \in[1: S], x \in\left[T_{A}\right], x^{\prime} \in\left[T_{B}\right]$ be uniformly distributed random matrices over $\mathbb{F}_{q}^{L \times K}$ and $\mathbb{F}_{q}^{K \times M}$ respectively. The independence of random matrices and matrices $\mathbf{A}_{[S]}, \mathbf{B}_{[S]}$ is specified as follows.

$$
\begin{align*}
& H\left(\left(\mathbf{Z}_{s x}, \mathbf{Z}_{s x^{\prime}}^{\prime}\right)_{s \in[S], x \in\left[T_{A}\right], x^{\prime} \in\left[T_{B}\right]}, \mathbf{A}_{[S]}, \mathbf{B}_{[S]}\right) \\
= & \sum_{s \in[S], x \in\left[X_{A}\right]} H\left(\mathbf{Z}_{s x}\right)+\sum_{s \in[S], x^{\prime} \in\left[X_{B}\right]} H\left(\mathbf{Z}_{s x^{\prime}}^{\prime}\right)+\sum_{s \in[S]} H\left(\mathbf{A}_{s}\right)+\sum_{s \in[S]} H\left(\mathbf{B}_{s}\right) . \tag{5.92}
\end{align*}
$$

For the construction of this scheme, we will need $N+S$ distinct constants $\alpha_{n}, n \in[N], f_{s} \in$ $\mathbb{F}_{q}, s \in[S]$, that are elements of $\mathbb{F}$. The securely encoded matrix $\widetilde{A}_{s}^{n}$ for any $s \in[S]$ and $n \in[N]$ is provided below.

$$
\begin{align*}
\widetilde{A}_{s}^{n} & =\mathbf{A}_{s}+\sum_{x \in\left[X_{A}\right]}\left(f_{s}-\alpha_{n}\right)^{x} \mathbf{Z}_{s x}  \tag{5.93}\\
& =\mathbf{A}_{s}+\left(f_{s}-\alpha_{n}\right) \mathbf{Z}_{s 1}+\cdots+\left(f_{s}-\alpha_{n}\right)^{X_{A}} \mathbf{Z}_{s X_{A}} \tag{5.94}
\end{align*}
$$

Similarly, the securely encoded matrix $\widetilde{B}_{s}^{n}$ for any $s \in[S]$ and $n \in[N]$ is as follows,

$$
\begin{align*}
\widetilde{B}_{s}^{n} & =\frac{1}{f_{s}-\alpha_{n}}\left(\mathbf{B}_{s}+\sum_{x^{\prime} \in\left[X_{B}\right]}\left(f_{s}-\alpha_{n}\right)^{x^{\prime}} \mathbf{Z}_{s x^{\prime}}^{\prime}\right)  \tag{5.95}\\
& =\frac{1}{f_{s}-\alpha_{n}}\left(\mathbf{B}_{s}+\left(f_{s}-\alpha_{n}\right) \mathbf{Z}_{s 1}^{\prime}+\cdots+\left(f_{s}-\alpha_{n}\right)^{X_{B}} \mathbf{Z}_{s X_{B}}^{\prime}\right) . \tag{5.96}
\end{align*}
$$

The download from any server $n, n \in[N]$ is constructed as follows.

$$
\begin{align*}
\Delta_{n}= & \sum_{s \in[S]} \widetilde{A}_{s}^{n} \widetilde{B}_{s}^{n}  \tag{5.97}\\
= & \sum_{s \in[S]}\left(\frac{1}{f_{s}-\alpha_{n}} \mathbf{A}_{s} \mathbf{B}_{s}\right)+\sum_{s \in[S]} \sum_{x \in\left[X_{A}\right]}\left(f_{s}-\alpha_{n}\right)^{x-1} \mathbf{Z}_{s x} \mathbf{B}_{s} \\
& +\sum_{s \in[S]]} \sum_{x^{\prime} \in\left[X_{B}\right]}\left(f_{s}-\alpha_{n}\right)^{x^{\prime}-1} \mathbf{A}_{s} \mathbf{Z}_{s x^{\prime}}^{\prime}+\sum_{s \in[S] x \in\left[X_{A}\right], x^{\prime} \in\left[X_{B}\right]}\left(f_{s}-\alpha_{n}\right)^{x+x^{\prime}-1} \mathbf{Z}_{s x} \mathbf{Z}_{s x^{\prime}}^{\prime} . \tag{5.98}
\end{align*}
$$

Each of the last three terms can be expanded into weighted sums of terms of the form $\alpha_{n}^{t}, t \in\left\{0,1, \ldots, X_{A}+X_{B}-1\right\}$. Thus, upon receiving all $N$ answers from servers, the user is able to decode all $S$ desired product matrices $\left(\mathbf{A}_{s} \times \mathbf{B}_{s}\right)_{s \in[S]}$, as long as the following $N \times N$ matrix is invertible,

$$
\mathbf{M}_{N}=\left[\begin{array}{ccccccc}
\frac{1}{f_{1}-\alpha_{1}} & \cdots & \frac{1}{f_{S}-\alpha_{1}} & 1 & \alpha_{1} & \cdots & \alpha_{1}^{X_{A}+X_{B}-1}  \tag{5.99}\\
\frac{1}{f_{1}-\alpha_{2}} & \cdots & \frac{1}{f_{S}-\alpha_{2}} & 1 & \alpha_{2} & \cdots & \alpha_{2}^{X_{A}+X_{B}-1} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{1}{f_{1}-\alpha_{n}} & \cdots & \frac{1}{f_{S}-\alpha_{n}} & 1 & \alpha_{N} & \cdots & \alpha_{N}^{X_{A}+X_{B}-1}
\end{array}\right]
$$

which is shown to be true by Lemma 2.5. $X_{A}$-security is guaranteed for matrices $\mathbf{A}_{s}$ because they are protected by the $X_{A}$ noise matrices $\mathbf{Z}_{s x}, x \in\left[X_{A}\right]$, that are i.i.d. uniform and coded according to $\operatorname{MDS}\left(X_{A}, N\right)$ codes. $X_{B}$-security is similarly guaranteed for the matrices $\mathbf{B}_{s}, s \in$ [S].

### 5.5.3 Proofs of Achievability

Throughout these proofs, we will allow $q \rightarrow \infty$. Furthermore, we will use Lemma 5.2 to calculate the entropy of random matrices.

## Achievability Proof of Theorem 5.3

First, let us consider the setting when $K \geq L$. For this setting, let us apply the cross subspace alignment based scheme presented in Section 5.5.2. Note that $X_{A}=0, X_{B}=X$, and the total number of downloaded $q$-ary symbols is $N L M$, so the rate achieved is

$$
\begin{align*}
R & =\frac{H(\mathbf{A B} \mid \mathbf{A})}{N L M}  \tag{5.100}\\
& =\frac{S L M}{N L M}  \tag{5.101}\\
& =1-\frac{X}{N} \tag{5.102}
\end{align*}
$$

which matches the capacity for this setting. On the other hand, when $K<L$, let us apply the general scheme presented in Section 5.5.1. Since $X_{A}=0, X_{B}=X$, we have

$$
\Delta_{n}=\left[\begin{array}{c}
\alpha_{n} \mathbf{A}_{1}+\cdots+\alpha_{n}^{S} \mathbf{A}_{S}  \tag{5.103}\\
\alpha_{n} \mathbf{B}_{1}+\cdots+\alpha_{n}^{S} \mathbf{B}_{S}+\alpha_{n}^{S+1} \sum_{s \in[S]} \mathbf{Z}_{s 1}^{\prime}+\cdots+\alpha_{n}^{S+X} \sum_{s \in[S]} \mathbf{Z}_{s X}^{\prime}
\end{array}\right]
$$

But note that left matrices $\mathbf{A}_{[S]}$ are already available to the user as side information, so it is not necessary to download $\left(\alpha_{n} \mathbf{A}_{1}+\cdots-\alpha_{n}^{S} \mathbf{A}_{S}\right)$ terms. Therefore, the total number of downloaded $q$-ary symbols is $N K M$, and the rate achieved is

$$
\begin{align*}
R & =\frac{H(\mathbf{A B} \mid \mathbf{A})}{N K M}  \tag{5.104}\\
& =\frac{S K M}{N K M}  \tag{5.105}\\
& =1-\frac{X}{N} \tag{5.106}
\end{align*}
$$

which matches the capacity for this setting. This completes the achievability proof of Theorem 5.3.

## Achievability Proof for Theorem 5.4

First consider the trivial scheme with $S=1$ that downloads the matrices $\mathbf{A}_{[S]}$ directly from any one out of $N$ servers, since there is no security constraint on these matrices ( $X_{A}=0$ ). Since $\mathbf{B}_{[S]}$ is already available as side information, downloading $\mathbf{A}_{[S]}$ allows the user to compute $\mathbf{A B}$ locally. The rate achieved with this scheme is

$$
\begin{align*}
R & =\frac{H(\mathbf{A B} \mid \mathbf{B})}{L K}  \tag{5.107}\\
& =\frac{\min (L M, L K)}{L K}  \tag{5.108}\\
& = \begin{cases}1, & K \leq M, \\
\frac{M}{K}, & K>M .\end{cases} \tag{5.109}
\end{align*}
$$

Thus, this simple scheme is optimal for $K \leq M$ and for $(K>M, N \leq X)$.

Next let us consider $N>X$ as $K / M \rightarrow \infty$. For this, let us apply the cross subspace alignment based scheme presented in Section 5.5.2 with $S=N-X$. Note that $X_{A}=0, X_{B}=X$, and the total number of downloaded $q$-ary symbols is $N L M$, so the rate achieved is

$$
\begin{align*}
R & =\frac{H(\mathbf{A B} \mid \mathbf{B})}{N L M}  \tag{5.110}\\
& =\frac{S L M}{N L M}  \tag{5.111}\\
& =1-\frac{X}{N}, \tag{5.112}
\end{align*}
$$

which matches the capacity for this setting. This completes the achievability proof of Theorem 5.4.

## Achievability Proof for Theorem 5.5

For the cases (5.37), (5.38), let us apply the cross subspace alignment based scheme presented in Section 5.5.2 with $S=N-X$. Since $X_{A}=0, X_{B}=X$, and the total number of downloaded $q$-ary symbol is $N L M$, the rate achieved is

$$
\begin{align*}
R & =\frac{H(\mathbf{A B})}{N L M}  \tag{5.113}\\
& =\frac{S L M}{N L M}  \tag{5.114}\\
& =1-\frac{X}{N} . \tag{5.115}
\end{align*}
$$

This completes the achievability proof of Theorem 5.5 for the cases (5.37), (5.38).

Now consider the cases (5.39) and (5.40). For these cases, let us apply the general scheme presented in Section 5.5.1. Since $X_{A}=0, X_{B}=X$, we have

$$
\Delta_{n}=\left[\begin{array}{c}
\alpha_{n} \mathbf{A}_{1}+\cdots+\alpha_{n}^{S} \mathbf{A}_{S}  \tag{5.116}\\
\alpha_{n} \mathbf{B}_{1}+\cdots+\alpha_{n}^{S} \mathbf{B}_{S}+\alpha_{n}^{S+1} \sum_{s \in[S]} \mathbf{Z}_{s 1}^{\prime}+\cdots+\alpha_{n}^{S+X} \sum_{s \in[S]} \mathbf{Z}_{s X}^{\prime}
\end{array}\right]
$$

Note that from the downloads $\Delta_{n}$ of any $S$ servers, we are able to recover the matrices $\mathbf{A}_{[S]}$, so we can eliminate the first part from the remaining $N-S$ redundant downloads while preserving decodability. Therefore, the total number of downloaded $q$-ary symbols is $S L K+N K M$. Thus, as $q \rightarrow \infty$, the rate achieved is

$$
\begin{align*}
R & =\frac{H(\mathbf{A B})}{S L K+N K M}  \tag{5.117}\\
& =\frac{S\left(L K+K M-K^{2}\right)}{S L K+N K M} \tag{5.118}
\end{align*}
$$

As $L / M \rightarrow \infty$ and when $M \geq K$, we have $R=1$. This completes the proof of achievability
of (5.39). On the other hand, when $M / L \rightarrow \infty$ and $K<L$, we have

$$
\begin{align*}
& R=\frac{S\left(L K+K M-K^{2}\right)}{S L K+N K M}  \tag{5.119}\\
& \stackrel{M / L \rightarrow \infty}{=} \frac{S}{N}  \tag{5.120}\\
&=1-\frac{X}{N} \tag{5.121}
\end{align*}
$$

This proves achievability for (5.40), thus completing the proof of achievability for Theorem 5.5.

## Achievability Proof of Theorem 5.6

Let us start with the cases (5.43) and (5.44), for which we apply the general scheme presented in Section 5.5.1. Since $X_{A}=X_{B}=X$, we have

$$
\Delta_{n}=\left[\begin{array}{l}
\alpha_{n} \mathbf{A}_{1}+\cdots+\alpha_{n}^{S} \mathbf{A}_{S}+\alpha_{n}^{S+1} \sum_{s \in[S]} \mathbf{Z}_{s 1}+\cdots+\alpha_{n}^{S+X} \sum_{s \in[S]} \mathbf{Z}_{s X}  \tag{5.122}\\
\alpha_{n} \mathbf{B}_{1}+\cdots+\alpha_{n}^{S} \mathbf{B}_{S}+\alpha_{n}^{S+1} \sum_{s \in[S]} \mathbf{Z}_{s 1}^{\prime}+\cdots+\alpha_{n}^{S+X} \sum_{s \in[S]} \mathbf{Z}_{s X}^{\prime}
\end{array}\right]
$$

Now we note that since the matrices $\mathbf{B}_{[S]}$ are available to user as side information, it is not necessary to download the second part of $\Delta_{n}$. Therefore, the total number of downloaded $q$-ary symbols is $N L K$, and the rate achieved is

$$
\begin{align*}
R & =\frac{H(\mathbf{A B} \mid \mathbf{B})}{N L K}  \tag{5.123}\\
& =\frac{S \min (L K, L M)}{N L K}  \tag{5.124}\\
& =\left\{\begin{array}{ll}
1-\frac{X}{N}, & K \leq M \\
\frac{M(N-X)}{K N}, & K>M
\end{array} .\right. \tag{5.125}
\end{align*}
$$

This completes the achievability proof for cases (5.43) and (5.44).

Next, let us consider case (5.45), and for this setting let us apply the cross subspace alignment based scheme presented in Section 5.5.2. Note that $X_{A}=X_{B}=X$, and the total number of downloaded $q$-ary symbols is $N L M$, so the rate achieved is

$$
\begin{align*}
R & =\frac{H(\mathbf{A B} \mid \mathbf{B})}{N L M}  \tag{5.126}\\
& =\frac{S L M}{N L M}  \tag{5.127}\\
& =1-\frac{2 X}{N} \tag{5.128}
\end{align*}
$$

which matches the capacity for this setting.

## Achievability Proof of Theorem 5.2

Let us start with case (5.26), for which we apply the cross subspace alignment based scheme that was presented in Section 5.5.2. Note that $X_{A}=X_{B}=X$, and the total number of downloaded $q$-ary symbols is $N L M$, so the rate achieved is

$$
\begin{align*}
R & =\frac{H(\mathbf{A B})}{N L M}  \tag{5.129}\\
& =\frac{S L M}{N L M}  \tag{5.130}\\
& =1-\frac{2 X}{N} \tag{5.131}
\end{align*}
$$

which matches the capacity for this setting.

Next, consider case (5.27). For this setting, let us apply the general scheme presented in

Section 5.5.1. Since $X_{A}=X_{B}=X$, we have

$$
\Delta_{n}=\left[\begin{array}{l}
\alpha_{n} \mathbf{A}_{1}+\cdots+\alpha_{n}^{S} \mathbf{A}_{S}+\alpha_{n}^{S+1} \sum_{s \in[S]} \mathbf{Z}_{s 1}+\cdots+\alpha_{n}^{S+X} \sum_{s \in[S]} \mathbf{Z}_{s X}  \tag{5.132}\\
\alpha_{n} \mathbf{B}_{1}+\cdots+\alpha_{n}^{S} \mathbf{B}_{S}+\alpha_{n}^{S+1} \sum_{s \in[S]} \mathbf{Z}_{s 1}^{\prime}+\cdots+\alpha_{n}^{S+X} \sum_{s \in[S]} \mathbf{Z}_{s X}^{\prime}
\end{array}\right]
$$

Thus the total number of downloaded $q$-ary symbols is $N(L K+K M)$. Therefore, when $K \leq \min (L, M)$, we have

$$
\begin{align*}
R & =\frac{H(\mathbf{A B})}{N(L K+K M)}  \tag{5.133}\\
& =\frac{S\left(L K+K M-K^{2}\right)}{N(L K+K M)}  \tag{5.134}\\
\max (L, M) / K \rightarrow \infty & 1-\frac{X}{N} . \tag{5.135}
\end{align*}
$$

This completes the achievability proof of case (5.27).

### 5.5.4 Achievability Proof of Theorem 5.2: Case (5.24)

$K=L=M=1$

Let us first consider the setting where $K=L=M=1$, and let us set $S=N-X$. Note that in this setting, $\mathbf{A}_{s}, \mathbf{B}_{s}$ are independent scalars drawn uniformly from the finite field $\mathbb{F}_{q}$. Let us first present a solution based on the assumption that $\mathbf{A}_{s}, \mathbf{B}_{s}$ take only nonzero values for all $s \in[S]$. It is well-known that the multiplicative group $\mathbb{F}_{q}^{\times}=\mathbb{F}_{q} \backslash\{0\}$ is a cyclic group. Moreover, every finite cyclic group of order $q-1$ is isomorphic to the additive group of $\mathbb{Z} /(q-1) \mathbb{Z}$ (i.e., addition modulo $(q-1))$. Therefore it is possible to translate scalar multiplication over $\mathbb{F}_{q}^{\times}$into addition modulo $(q-1)$. However, the additive group of $\mathbb{Z} /(q-1) \mathbb{Z}$ is not a field, and our scheme will further require the properties of a field. This
problem is circumvented by using a prime field $\mathbb{F}_{p}$ for a prime $p$ such that $p>2(q-1)$ and noting that for any two integers $a, b \in\{0,1, \ldots, q-2\}$, we have

$$
\begin{equation*}
(a+b) \quad \bmod (q-1)=((a+b) \quad \bmod p) \quad \bmod (q-1) . \tag{5.136}
\end{equation*}
$$

In other words, suppose the isomorphism between the multiplicative group $\mathbb{F}_{q}^{\times}$and the additive group $\mathbb{Z} /(q-1) \mathbb{Z}$ maps all $a \in \mathbb{F}_{q}^{\times}$to $f(a) \in \mathbb{Z} /(q-1) \mathbb{Z}$. Then for all $a, b, c \in \mathbb{F}_{q}^{\times}$such that $c=a \times b$, we have $f(c)=f(a)+f(b)$ in $\mathbb{Z} /(q-1) \mathbb{Z}$, and furthermore, under the natural interpretation of all $f(a)$ as elements of $\mathbb{F}_{p}$, we have $c^{\prime}=f(a)+f(b)$ in $\mathbb{F}_{p}$ such that $f(c)=c^{\prime}$ $\bmod (q-1)$. Thus, we are able to transform the problem of scalar multiplication in $\mathbb{F}_{q}^{\times}$to scalar addition over $\mathbb{F}_{p}$, i.e., instead of $c=a \times b \in \mathbb{F}_{q}^{\times}$, the user will retrieve $c^{\prime}=f(a)+f(b) \in$ $\mathbb{F}_{p}$ from which he can compute $f(c)$ by a mod $q-1$ operation, and then from $f(c)$ the user can compute $c$ by inverting the isomorphic mapping.

To account for potential zero values of $\mathbf{A}_{s}, \mathbf{B}_{s} \in \mathbb{F}_{q}$, let us define $f(0)=0$. In light of this discussion, let us assume $f\left(\mathbf{A}_{s}\right), f\left(\mathbf{B}_{s}\right)$ are scalars in $\mathbb{F}_{p}$ and the user wishes to retrieve $f\left(\mathbf{A}_{s}\right)+f\left(\mathbf{B}_{s}\right) \in \mathbb{F}_{p}$ for all those $s \in[S]$ where $\mathbf{A}_{s}, \mathbf{B}_{s}$ are both non-zero, and he wishes to retrieve the answer 0 for all those $s \in[S]$ where either one of $\mathbf{A}_{s}, \mathbf{B}_{s}$ is zero. Now let us present a scheme to achieve this task. For this scheme let us choose $p$ to be the minimum prime number such that $p>2(q-1)$. Let $\mathbf{Z}_{s x}, \mathbf{Z}_{s x}^{\prime}, s \in[S], x \in[X]$ be uniformly distributed random (noise) scalars over $\mathbb{F}_{p}$. The independence of these random scalars and the scalars $f\left(\mathbf{A}_{s}\right), f\left(\mathbf{B}_{s}\right)$ is specified as follows.

$$
\begin{align*}
& H\left(\left(\mathbf{Z}_{s x}, \mathbf{Z}_{s x}^{\prime}\right)_{s \in[S], x \in[X]},\left(f\left(\mathbf{A}_{s}\right), f\left(\mathbf{B}_{s}\right)\right)_{s \in[S]}\right) \\
= & \sum_{s \in[S], x \in[X]} H\left(\mathbf{Z}_{s x}\right)+\sum_{s \in[S], x \in[X]} H\left(\mathbf{Z}_{s x}^{\prime}\right)+\sum_{s \in[S]} H\left(f\left(\mathbf{A}_{s}\right)\right)+\sum_{s \in[S]} H\left(f\left(\mathbf{B}_{s}\right)\right) . \tag{5.137}
\end{align*}
$$

Let $\alpha_{n}, n \in[N]$ be $N$ distinct elements from $\mathbb{F}_{p}$. The construction of $\widetilde{A}_{s}^{n}$ and $\widetilde{B}_{s}^{n}$ for any
$s \in[S]$ and $n \in[N]$ is provided as follows.

$$
\begin{align*}
\widetilde{A}_{s}^{n} & =\alpha_{n}^{s} f\left(\mathbf{A}_{s}\right)+\sum_{x \in[X]} \alpha_{n}^{S+x} \mathbf{Z}_{s x}  \tag{5.138}\\
& =\alpha_{n}^{s} f\left(\mathbf{A}_{s}\right)+\alpha_{n}^{S+1} \mathbf{Z}_{s 1}+\cdots+\alpha_{n}^{S+X} \mathbf{Z}_{s X}  \tag{5.139}\\
\widetilde{B}_{s}^{n} & =\alpha_{n}^{s} f\left(\mathbf{B}_{s}\right)+\sum_{x \in[X]} \alpha_{n}^{S+x} \mathbf{Z}_{s x}^{\prime}  \tag{5.140}\\
& =\alpha_{n}^{s} f\left(\mathbf{B}_{s}\right)+\alpha_{n}^{S+1} \mathbf{Z}_{s 1}^{\prime}+\cdots+\alpha_{n}^{S+X} \mathbf{Z}_{s X}^{\prime} . \tag{5.141}
\end{align*}
$$

The answer from the $n$-th server is obtained as follows

$$
\begin{align*}
\Delta_{n}= & \widetilde{A}_{1}^{n}+\cdots+\widetilde{A}_{S}^{n}+\widetilde{B}_{1}^{n}+\cdots+\widetilde{B}_{S}^{n}  \tag{5.142}\\
= & \alpha_{n}\left(f\left(\mathbf{A}_{1}\right)+f\left(\mathbf{B}_{1}\right)\right)+\cdots+\alpha_{n}^{S}\left(f\left(\mathbf{A}_{S}\right)+f\left(\mathbf{B}_{S}\right)\right) \\
& +\alpha_{n}^{S+1} \sum_{s \in[S]}\left(\mathbf{Z}_{s 1}+\mathbf{Z}_{s 1}^{\prime}\right)+\cdots+\alpha_{n}^{S+X} \sum_{s \in[S]}\left(\mathbf{Z}_{s X}+\mathbf{Z}_{s X}^{\prime}\right) . \tag{5.143}
\end{align*}
$$

$X$-security is guaranteed because matrices $\mathbf{A}_{s}, \mathbf{B}_{s}$ are protected by noise terms that are i.i.d. uniform and coded according to $\operatorname{MDS}(X, N)$ codes. Note that desired scalars and random scalars are coded with an RS code, and $S+X=N$. Therefore, from the answers provided by all $N$ servers, the user is able to decode $\left(\mathbf{A}_{s}+\mathbf{B}_{s}\right)_{s \in[S]}$. By the transformation argument, correctness is guaranteed for all those $s \in[S]$, where $\mathbf{A}_{s} \neq 0$ and $\mathbf{B}_{s} \neq 0$. However, correctness is not yet guaranteed for those $s \in[S]$ where either $\mathbf{A}_{s}=0$ or $\mathbf{B}_{s}=0$. For this we will implement a separate mechanism to let the user know which $\mathbf{A}_{s}$ and $\mathbf{B}_{s}$ are equal to zero, so he can infer correctly that $\mathbf{A}_{s} \mathbf{B}_{s}=0$ for those instances. Specifically, for each scalar $\mathbf{A}_{s}$ and $\mathbf{B}_{s}$, let us define binary symbols $\eta_{\mathbf{A}_{s}}, \eta_{\mathbf{B}_{s}}$ that indicate whether or not $\mathbf{A}_{s}, \mathbf{B}_{s}$ are equal to zero. These $\eta_{\mathbf{A}_{s}}, \eta_{\mathbf{B}_{s}}$ are also secret-shared among the $N$ servers in an $X$-secure fashion, and retrieved by the user at negligible increase in download cost as $q \rightarrow \infty$. Now, by the Bertrand-Chebyshev theorem, for every integer $\nu>1$ there is always at least one prime $p^{\prime}$ such that $\nu<p^{\prime}<2 \nu$, thus we must have $p$ such that $2(q-1)<p<4(q-1)$. Therefore, as
$q \rightarrow \infty$, the rate achieved is

$$
\begin{align*}
R & =\frac{H(\mathbf{A} \times \mathbf{B})}{D}  \tag{5.144}\\
& \geq \frac{H(\mathbf{A B} \mid \mathbf{B})}{N \log _{q}(p)+2 S N \log _{q}(2)}  \tag{5.145}\\
& \geq \frac{S\left(\frac{q-1}{q}\right)}{N \log _{q}(4(q-1))+2 S N \log _{q}(2)}  \tag{5.146}\\
& =\frac{(N-X)\left(\frac{q-1}{q}\right)}{N \log _{q}(4(q-1))+2(N-X) N \log _{q}(2)} \tag{5.147}
\end{align*}
$$

which approaches $1-X / N$ as $q \rightarrow \infty$.
$K=1$, Arbitrary $L, M$

Now let us consider the setting with arbitrary $L, M$, and with $K=1$, i.e., the user wishes to compute the outer product of vectors $\mathbf{A}_{s}, \mathbf{B}_{s}$ for all $s \in[S]$. As before, let us set $S=N-X$, and choose $p$ to be the smallest prime such that $p>2(q-1)$. We will allow the user to download a normalized version of each $\mathbf{A}_{s}$ and $\mathbf{B}_{s}$ vector, along with the product of the normalizing factors, from which the user can construct $\mathbf{A}_{s} \mathbf{B}_{s}$. To this end, let us define $i_{s}, j_{s}$ as the index of the first non-zero element in $\mathbf{A}_{s}, \mathbf{B}_{s}$, respectively, and normalize each vector $\mathbf{A}_{s}$ by it's $i_{s}^{\text {th }}$ element $A_{s}\left(i_{s}\right)$, each vector $\mathbf{B}_{s}$ by it's $j_{s}^{t h}$ element $B_{s}\left(j_{s}\right) \forall s \in[S]$. Now $\forall s \in[S]$ such that $\mathbf{A}_{s}$ is not the zero vector, we have

$$
\begin{equation*}
\mathbf{A}_{s}=A_{s}\left(i_{s}\right) \underbrace{\left[0, \cdots, 0,1, A_{s}^{\prime}\left(i_{s}+1\right), \ldots, A_{s}^{\prime}(L)\right]^{\prime}}_{\mathbf{A}_{s}^{\prime}}, \tag{5.148}
\end{equation*}
$$

where the vector $\mathbf{A}_{s}^{\prime}$ is the normalized vector. Similarly, $\forall s \in[S]$ such that $\mathbf{B}_{s}$ is not the zero vector, we have

$$
\begin{equation*}
\mathbf{B}_{s}=B_{s}\left(j_{s}\right) \underbrace{\left[0, \cdots, 0,1, B_{s}^{\prime}\left(j_{s}+1\right), \ldots, B_{s}^{\prime}(M)\right]}_{\mathbf{B}_{s}^{\prime}} \tag{5.149}
\end{equation*}
$$

Note that if $\mathbf{A}_{s}$ or $\mathbf{B}_{s}$ is the zero vector, then we simply set $i_{s}=0, j_{s}=0$ and $\mathbf{A}_{s}^{\prime}=0, \mathbf{B}_{s}^{\prime}=0$, and $A_{s}\left(i_{s}\right)=1, B_{s}\left(j_{s}\right)=1$, respectively. The scheme is constructed as follows. Separate $X$ secure secret sharing schemes are used to distribute the secrets $i_{s}, j_{s}, A_{s}\left(i_{s}\right), B_{s}\left(j_{s}\right), \overline{\mathbf{A}}_{s}^{\prime}, \overline{\mathbf{B}}_{s}^{\prime}$, among the $N$ servers, where $\overline{\mathbf{A}}_{s}^{\prime}, \overline{\mathbf{B}}_{s}^{\prime}$ are length $L-1, M-1$ vectors respectively, obtained by eliminating the leading 1 term from each of $\mathbf{A}_{s}^{\prime}, \mathbf{B}_{s}^{\prime}$ (or one of the zeros if $\mathbf{A}_{s}^{\prime}, \mathbf{B}_{s}^{\prime}$ are zero vectors). The vectors $\overline{\mathbf{A}}_{s}^{\prime}, \overline{\mathbf{B}}_{s}^{\prime}$ are retrieved by the user according to the scheme presented in Section 5.5.1, with total download cost equal to $N(L-1)+N(M-1)=N(L+M-2) q$ ary symbols. The indices $i_{s}, j_{s}$ are retrieved according to same scheme presented in Section 5.5.1, with total download cost not exceeding $N \log _{q}(L+1)+N \log _{q}(M+1)$ in units of $q$-ary symbols because the alphabet size for the indices $i_{s}, j_{s}$ is $L+1, M+1$, respectively. The scheme presented in Section 5.5.4 is utilized by the user to retrieve the scalar products $A_{s}\left(i_{s}\right) B_{s}\left(j_{s}\right)$ with total download from $N$ servers not exceeding $N \log _{q}(4(q-1))$. Note that since $A_{s}\left(i_{s}\right) B_{s}\left(j_{s}\right)$ is always non-zero there is no need for downloading additional indicators needed to identify zero values. The correctness follows from the fact that

$$
\begin{equation*}
\mathbf{A}_{s} \times \mathbf{B}_{s}=\left(A_{s}\left(i_{s}\right) B_{s}\left(j_{s}\right)\right) \mathbf{A}_{s}^{\prime} \times \mathbf{B}_{s}^{\prime}, \tag{5.150}
\end{equation*}
$$

and by the construction of the scheme, $\left(A_{s}\left(i_{s}\right) B_{s}\left(j_{s}\right)\right)$ and $\mathbf{A}_{s}^{\prime} \times \mathbf{B}_{s}^{\prime}$ are recoverable for all $s \in[S]$. Therefore, the rate achieved is

$$
\begin{align*}
R & =\frac{H\left(\left(\mathbf{A}_{s} \times \mathbf{B}_{s}\right)_{s \in[S]}\right)}{D}  \tag{5.151}\\
& \geq \frac{H\left(\left(\mathbf{A}_{s} \times \mathbf{B}_{s}\right)_{s \in[S]}\right)}{N(L+M-2)+N \log _{q}(L+1)+N \log _{q}(M+1)+N \log _{q}(4(q-1))}  \tag{5.152}\\
& =\frac{S(L+M-1)}{N(L+M-2)+N \log _{q}(L+1)+N \log _{q}(M+1)+N \log _{q}(4(q-1))}  \tag{5.153}\\
& =\frac{(N-X)(L+M-1)}{N(L+M-2)+N \log _{q}(L+1)+N \log _{q}(M+1)+N \log _{q}(4(q-1))} \tag{5.154}
\end{align*}
$$

which approaches $1-\frac{X}{N}$ as $q \rightarrow \infty$. This proves achievability of case (5.24), and completes the achievability proof of Theorem 5.2.

### 5.6 Discussion

A class of Secure Distributed Matrix Multiplication (SDMM) problems was defined in this chapter, and its capacity characterized in various parameter regimes depending on the security level $X$, number of servers $N$, matrix dimensions $L, M, K$ and the set of matrices that are secured or available to the users as side-information. Notable aspects include connections between SDMM and a form of PIR known as MM-XSTPIR that led us to various converse bounds, and cross-subspace alignment schemes along with monomorphic transformations from scalar multiplication to scalar addition that formed the basis of some of the achievable schemes. Note that most of the achievable schemes in this chapter can also be adapted to the one-shot matrix multiplication framework of [61, 18], say where $L, K, M$ all approach infinity and the ratios $L / K, K / M$ are fixed constants. The converse parts follow directly, for the achievability parts, we can adapt our schemes to one-shot matrix multiplication based on matrix partitioning and zero-padding. For example, consider the cross subspace alignment based scheme in Section 5.5.2. Let us define $L_{1}=\left\lfloor L / S^{\prime}\right\rfloor S^{\prime}$, where $S^{\prime}=N-X_{A}-X_{B}$. Now let us partition matrix $\mathbf{A}$ as follows.

$$
\mathbf{A}=\left[\begin{array}{lllllll}
\mathbf{A}_{1,1} & \ldots & \mathbf{A}_{1, S^{\prime}} & \mathbf{A}_{2,1} & \ldots & \mathbf{A}_{2,(L} & \left.\bmod S^{\prime}\right) \tag{5.155}
\end{array}\right]^{T},
$$

where $\left(\mathbf{A}_{1, s^{\prime}}\right)_{s \in\left[S^{\prime}\right]}$ are $L_{1} / S^{\prime} \times K$ matrices, $\left(\mathbf{A}_{2, s^{\prime}}\right)_{s \in\left[L \bmod S^{\prime}\right]}$ are $1 \times K$ vectors. Now with the schemes presented in this chapter, for all $s^{\prime} \in\left[S^{\prime}\right]$, by setting $\mathbf{A}_{s^{\prime}}=\mathbf{A}_{1, s^{\prime}}$ and $\mathbf{B}_{s^{\prime}}=\mathbf{B}$, one can recover $\left(\mathbf{A}_{1, s^{\prime}} \mathbf{B}\right)_{s \in\left[S^{\prime}\right]}$. On the other hand, we can then set $\mathbf{A}_{s^{\prime}}=\mathbf{A}_{2, s^{\prime}}, s^{\prime} \in\left[L \bmod S^{\prime}\right]$, $\mathbf{A}_{s^{\prime}}=\mathbf{0}, s \in\left\{\left(L \bmod S^{\prime}\right)+1, \ldots, S^{\prime}\right\}$ and also $\mathbf{B}_{s^{\prime}}=\mathbf{B}, s \in\left[S^{\prime}\right]$ to recover $\left(\mathbf{A}_{2, s^{\prime}} \mathbf{B}\right)_{s \in\left[K \bmod S^{\prime}\right]}$. Note that the extra cost of zero-padding is upper bounded by $K S^{\prime} / L K=S^{\prime} / L$, which goes to zero as $L \rightarrow \infty$. Thus the desired rates are still achievable.

## Chapter 6

## Cross Subspace Alignment Codes for Coded Distributed Batch Computation

The goal of coded distributed computation is to efficiently distribute a computation task, such as matrix multiplication, $N$-linear computation, or multivariate polynomial evaluation, across $S$ servers through a coding scheme, such that the response from any $R$ servers $(R$ is called the recovery threshold) is sufficient for the user to recover the desired computed value. Current state-of-art approaches are based on either exclusively matrix-partitioning (Entangled Polynomial (EP) Codes for matrix multiplication), or exclusively batch processing (Lagrange Coded Computing (LCC) for $N$-linear computations or multivariate polynomial evaluations). We present three related classes of codes, based on the idea of CrossSubspace Alignment (CSA) which was introduced originally in the context of secure and private information retrieval. CSA codes are characterized by a Cauchy-Vandermonde matrix structure that facilitates interference alignment along Vandermonde terms, while the desired computations remain resolvable along the Cauchy terms. These codes are shown to unify, generalize and improve upon the state-of-art codes for distributed computing. First we introduce CSA codes for matrix multiplication, which yield LCC codes as a special case,
and are shown to outperform LCC codes in general in download-limited settings. While matrix-partitioning approaches (EP codes) for distributed matrix multiplication have the advantage of flexible server computation latency, batch processing approaches (CSA, LCC) have significant advantages in communication costs as well as encoding and decoding complexity per matrix multiplication. In order to combine the benefits of these approaches, we introduce Generalized CSA (GCSA) codes for matrix multiplication that bridge the extremes of matrix-partitioning and batch processing approaches and demonstrate synergistic gains due to cross subspace alignment. Finally, we introduce $N$-CSA codes for $N$-linear distributed batch computations and multivariate batch polynomial evaluations. N-CSA codes include LCC codes as a special case, and are in general capable of outperforming LCC codes in download-constrained settings by upto a factor of $N$. Generalizations of $N$-CSA codes to include $X$-secure data and $B$-byzantine servers are also provided.

### 6.1 Introduction

In the era of big data and cloud computing along with massive parallelization, there is particular interest in algorithms for coded distributed computation that are resilient to stragglers [140, 31, 28, 141, 138, 91, 69, 68, 29, 30, 139, 48, 6, 100, 122, 77, 121, 94, 44, 96, 49, 65, 86, 72]. The goal in coded distributed computation is to distribute the computation task according to a coding scheme across $S$ servers (also known as workers or processors), such that the response from any $R$ servers is sufficient for the user to recover (decode) the result of the computation. The parameter $R$ is called the recovery threshold. Coded distributed computing offers the advantage of reduced latency from massive parallelization, because the tasks assigned to each server are smaller, and the redundancy added by coding helps avoid bottlenecks due to stragglers. The main metrics of interest for coded distributed computation
include: the encoding and decoding complexity, latency ${ }^{1}$ and complexity of server computation, the recovery threshold, and the upload and download costs (communication costs). With high end communication speeds approaching Gbps and computing speeds (processor clock speeds) commonly of the order of GHz , communication and computation costs may be comparable for many applications, allowing meaningful tradeoffs between the two. On the other hand, since communication bottlenecks are quite common, communication costs remain a key concern in distributed computing. Note that even with higher communication costs distributed computing may be necessary if, e.g., the computation task is too large to be efficiently carried out locally, or if the sources that generate the inputs for computation are not the same as the destination where the output of computation is desired, i.e., communication is unavoidable. Figure 6.1 shows such a setting for coded distributed batch matrix multiplication (CDBMM). Another notable aspect of such settings is that the cost dynamics for uploads and downloads may be different, e.g., if the input data is relatively static and multiple users request computations on different parts of the same dataset, then the download cost may be much more of a concern than upload cost. This will be significant when we compare different coding schemes in this chapter.

Distributed coded computing can be applied to a myriad of computational tasks. Of particular interest to this chapter are matrix multiplications, $N$-linear computations (e.g., computing the determinants of $N \times N$ matrices, or the product of $N$ matrices), and evaluations of multivariate polynomials. These are some of the most fundamental building blocks of computation. Moreover, these problems are closely related. Indeed matrix multiplications are bilinear operations, so they are special cases of multilinear computations, and multilinear computations may be seen as special cases of multivariate polynomial evaluations. Several elegant coding schemes, or codes, have been proposed for solving these problems. Codes for distributed matrix multiplication evolved through MDS codes [68], Polynomial codes [140],
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Figure 6.1: The CDBMM problem. Source (master) nodes generate matrices $\mathbf{A}=$ $\left(\mathbf{A}_{1}, \mathbf{A}_{2}, \cdots, \mathbf{A}_{L}\right)$ and $\mathbf{B}=\left(\mathbf{B}_{1}, \mathbf{B}_{2}, \cdots, \mathbf{B}_{L}\right)$, and upload them to $S$ distributed servers in coded form $\widetilde{A}^{[s]}, \widetilde{B}^{[s]}$, respectively. For all $l \in[L], \mathbf{A}_{l}$ and $\mathbf{B}_{l}$ are $\lambda \times \kappa$ and $\kappa \times \mu$ matrices, respectively, over a field $\mathbb{F}$. The $s^{t h}$ server computes the answer $Y_{s}$, which is a function of all information available to it, i.e., $\widetilde{A}^{s}$ and $\widetilde{B}^{s}$. For effective straggler (e.g., Server $i$ in the figure) mitigation, upon downloading answers from any $R$ servers, where $R<S$, the user must be able to recover the product $\mathbf{A B}=\left(\mathbf{A}_{1} \mathbf{B}_{1}, \mathbf{A}_{2} \mathbf{B}_{2}, \ldots, \mathbf{A}_{L} \mathbf{B}_{L}\right)$.

MatDot and PolyDot codes [31] to the current state of art reflected in Generalized PolyDot codes [28] and Entangled Polynomial (EP) codes [141]. For multilinear computations and evaluations of multivariate polynomials, the state of art is represented by Lagrange Coded Computing (LCC), introduced in [138].

It is interesting to note that the solutions to these problems fall into two distinct categories - those based on partitioning of a single computation task [140, 31, 28, 141] , and those based on batch processing of multiple computation tasks [138]. For example, consider the CDBMM problem shown in Figure 6.1 where the goal is to efficiently multiply $L$ instances of $\lambda \times \kappa$ matrices, $\mathbf{A}=\left(\mathbf{A}_{1}, \mathbf{A}_{2}, \cdots, \mathbf{A}_{L}\right)$, with $L$ instances of $\kappa \times \mu$ matrices $\mathbf{B}=\left(\mathbf{B}_{1}, \mathbf{B}_{2}, \cdots, \mathbf{B}_{L}\right)$, to compute the batch of $L$ matrix products, $\mathbf{A B}=\left(\mathbf{A}_{1} \mathbf{B}_{1}, \mathbf{A}_{2} \mathbf{B}_{2}, \cdots, \mathbf{A}_{L} \mathbf{B}_{L}\right)$. Matrix-partitioning approaches compute each of the $L$ products $\mathbf{A}_{l} \mathbf{B}_{l}$ one at a time by partitioning individual matrices $\mathbf{A}_{l}$ and $\mathbf{B}_{l}$ and coding across these partitions. Batch processing approaches do not
partition individual matrices, instead they code across the batch of A matrices and across the batch of $\mathbf{B}$ matrices. The state-of-art for matrix-partitioning approaches is represented by Entangled Polynomial Codes (EP codes) [141], while Lagrange Coded Computing (LCC) [138] represents the state of art for batch processing. Since the problems are related, it is natural to ask, how do the matrix-partitioning solutions compare with the batch-processing solutions? Furthermore, can these solutions be improved, unified, generalized? These are the questions that we address in this chapter.

The essential ingredient in this chapter that allows us to compare, improve, unify and generalize the solutions to matrix multiplication, multilinear computation and multivariate polynomial evaluation, turns out to be the idea of cross-subspace alignment. Cross-subspace alignment (CSA) was originally introduced in the context of $X$-Secure $T$-Private Information Retrieval (XSTPIR) in Chapter 2. Coding schemes that exploit CSA have been used to improve upon and generalize the best known schemes for PIR with $X$-secure data, $T$-private queries and various forms of storage, e.g., fully replicated (Chapter 2, [56]), graph based replicated storage with limited replication factor (Chapter 3, [53]), or MDS coded storage (Chapter 4, [54]). CSA schemes have also recently been shown to be useful to minimize download communication cost for secure and/or private matrix multiplication (Chapter 5, [61, 60, 51, 54]). Building upon these efforts, in this chapter we introduce a new and generalized class of coded distributed computation codes, called CSA codes, that are inspired by the idea of cross-subspace alignment. The contributions of this chapter are summarized as follows.

1. CSA Codes. In Theorem 6.1 of this chapter that appears in Section 6.4, we introduce CSA codes for coded distributed batch matrix multiplication. These codes are used to multiply a batch of matrices $\mathbf{A}_{1}, \mathbf{A}_{2}, \cdots, \mathbf{A}_{L}$ with $\mathbf{B}_{1}, \mathbf{B}_{2}, \cdots, \mathbf{B}_{L}$ to recover the $L$ desired matrix products $\mathbf{A}_{1} \mathbf{B}_{1}, \mathbf{A}_{2} \mathbf{B}_{2}, \cdots, \mathbf{A}_{L} \mathbf{B}_{L}$. There is no partitioning of individual matrices. Instead, coding is done across the matrices within a batch. CSA codes
partition a batch of $L$ matrices into $\ell$ sub-batches of $K_{c}$ matrices each $\left(L=\ell K_{c}\right)$. Due to cross-subspace alignment, the interference is limited to $K_{c}-1$ dimensions regardless of the number of sub-batches $\ell$, so that the recovery threshold $R=L+K_{c}-1$. The download per server does not depend on $\ell$, although the upload and server computation complexity do scale with $\ell$. Surprisingly, setting $\ell=1$ recovers the Lagrange Coded Computing (LCC) solution to coded distributed batch matrix multiplication as a special case of CSA codes. Besides the additional flexibility, the main advantage of choosing $\ell>1$ in CSA codes is to reduce the download cost relative to LCC codes (see Fig. 6.4 in Section 6.5.1). This advantage is especially significant in settings where the download cost is the primary bottleneck.
2. EP vs CSA Codes. We compare matrix partitioning approaches (say EP codes that generalize MatDot and Polynomial codes) with batch processing approaches (CSA codes that generalize Lagrange Coded Computing) for distributed matrix multiplication $^{2}$ (see Fig. 6.2 in Section 6.4.2). Remarkably, we find that batch processing presents a significant advantage in communication cost per matrix multiplication (i.e., normalized by the batch size $L$ ). As a function of the recovery threshold $R$, and for any fixed recovery ratio $R / S$, CSA codes have the same server computation complexity per matrix multiplication as EP codes, but CSA codes simultaneously achieve normalized (upload cost, download cost $)=(\mathcal{O}(1), \mathcal{O}(1))$, overcoming a key barrier of existing matrix-partitioning codes where upload cost of $\mathcal{O}(1)$ can only be achieved with download cost of $\mathcal{O}(R)$ and download cost of $\mathcal{O}(1)$ can only be achieved with upload cost of $\mathcal{O}(\sqrt{R})$. A corresponding improvement in the tradeoff between encoding and decoding
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3. GCSA Codes. Since there is no partitioning of individual matrices in the aforementioned CSA codes, this means that each server must carry out a computational load equivalent to at least one full matrix multiplication before it can respond with an answer. This presents a latency barrier for batch processing schemes that cannot be overcome regardless of the number of servers and the batch size. For applications with stricter latency requirements such a solution may be infeasible, making it necessary to reduce the computational load per server by further parallelization, i.e., partitioning of individual matrices. To this end, in Theorem 6.2 that appears in Section 6.5.1 of this chapter, we present Generalized CSA codes (GCSA codes in short) that combine the matrix partitioning approach of, say EP codes, with the batch processing of CSA codes. GCSA codes bridge the two extremes by efficiently combining both matrixpartitioning and batch processing, and offer flexibility in how much of each approach is used. Both EP codes and LCC codes can be recovered as special cases of GCSA codes, but GCSA codes are capable of outperforming both EP and LCC codes in general (see Fig. 6.3 and Fig. 6.4 in Section 6.5.1). When no matrix partitioning is used, GCSA codes reduce to CSA codes, and if no batch processing is used then GCSA codes reduce to EP codes. With GCSA codes, the degree of matrix partitioning controls the server latency by limiting the computational load per server, while the batch partitioning on top yields the advantage of batch processing in communication costs. The combination is far from trivial. For example, consider a matrix partitioning approach that splits the task among 10 servers such that any $R_{1}=7$ need to respond, and a similar batch processing approach that also splits the task among 10 servers such that any $R_{2}=7$ need to respond. Then if we simply take the 10 matrix-partitioned tasks and use batch processing on top to distribute each task among 10 servers, for a total of 100 servers, then the recovery threshold of the naive combination is $6 \times 10+4 \times 6+1=85$. However, GCSA codes achieve a significantly lower recovery threshold ( $R \leq R_{1} R_{2}=49$ ).
4. $N$-CSA Codes. As noted, CSA codes are a generalization of LCC codes for distributed batch matrix multiplication. However, the applications of LCC codes extend beyond matrix multiplication, to $N$-linear batch computation and multivariate polynomial batch evaluations, raising the question whether corresponding generalizations of LCC codes to CSA type codes exist for these applications as well. We answer this question in the affirmative, by introducing $N$-CSA codes for the problem of coded distributed $N$-linear batch computation as well as multivariate polynomial evaluations, that are strictly generalizations of LCC codes for both of these applications. This generalization for batch size $L=\ell K_{c}$ is done as follows. For all $n \in[N]$, the batch of $L$ realizations of the $n^{t h}$ variable is split into $\ell$ sub-batches, each containing $K_{c}$ realizations. The $K_{c}$ realizations within each sub-batch are coded into an MDS $\left(S, K_{c}\right)$ code according to a Cauchy structure, and distributed to the $S$ servers. Each server evaluates the $N$-linear map function with the coded variables of each sub-batch, and returns a weighted sum of evaluations of these $\ell$ sub-batches. By cross-subspace alignment, undesired evaluations only occupy $(N-1)\left(K_{c}-1\right)$ dimensions, so that the recovery threshold is $R=L+(N-1)\left(K_{c}-1\right)$. Finally, because $N$-linear maps are fundamental construction blocks of multivariate polynomials of total degree $N$, it is straightforward to apply $N$-CSA codes for multivariate polynomial batch evaluation. Specifically, we can regard any multivariate polynomial of total degree $N$ as a linear combination of various restricted evaluations of $N$-linear maps. Each server prepares answers for various $N$-linear maps that constitute the given multivariate polynomial, then returns the user with the linear combination of these answers according to the given polynomial. Once again, the $N$-CSA code based scheme for multivariate polynomial batch evaluation thus obtained, generalizes LCC codes, which can be recovered by setting $\ell=1$. The main advantage of choosing $\ell>1$ with CSA codes remains the download cost. $N$-CSA codes achieve normalized download cost $D=\frac{R}{L}=1+\left(\frac{N-1}{\ell}\right)\left(\frac{K_{c}-1}{K_{c}}\right)$. The special case of $\ell=1$ which gives us LCC codes corresponds to download cost of $\mathcal{O}(N)$,
but by using the full scope of values of $\ell$ the download cost can be reduced by up to a factor of $N$, albeit with increasing recovery threshold. Reducing download cost generally also reduces decoding complexity, which can be important when downlink and/or computational resource at the user side is limited.

Next we provide an overview of the state of art approaches for coded distributed computing, summarize the key ideas behind cross-subspace alignment, and tabulate the comparisons between the codes proposed in this chapter and the prior state of art.

### 6.2 EP Codes, LCC Codes, CSA Codes

### 6.2.1 Matrix Partitioning: EP Codes

EP codes [141] for coded distributed matrix multiplication problem are based on matrix partitioning. The constituent matrices $\mathbf{A}$ and $\mathbf{B}$ are partitioned into $m \times p$ blocks and $p \times n$ blocks, respectively, as shown below, so that the desired matrix product involves a total of $m n$ linear combinations of products of block matrices.

$$
\begin{align*}
& \mathbf{A}=\left(\begin{array}{cccc}
\mathbf{A}^{1,1} & \mathbf{A}^{1,2} & \cdots & \mathbf{A}^{1, p} \\
\mathbf{A}^{2,1} & \mathbf{A}^{2,2} & \cdots & \mathbf{A}^{2, p} \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{A}^{m, 1} & \mathbf{A}^{m, 2} & \cdots & \mathbf{A}^{m, p}
\end{array}\right) \quad \mathbf{B}=\left(\begin{array}{cccc}
\mathbf{B}^{1,1} & \mathbf{B}^{1,2} & \cdots & \mathbf{B}^{1, n} \\
\mathbf{B}^{2,1} & \mathbf{B}^{2,2} & \cdots & \mathbf{B}^{2, n} \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{B}^{p, 1} & \mathbf{B}^{p, 2} & \cdots & \mathbf{B}^{p, n}
\end{array}\right)  \tag{6.1}\\
& \mathbf{A B}=\left(\begin{array}{ccccc}
\sum_{j=1}^{p} \mathbf{A}^{1, j} \mathbf{B}^{j, 1} & \sum_{j=1}^{p} \mathbf{A}^{1, j} \mathbf{B}^{j, 2} & \cdots & \sum_{j=1}^{p} \mathbf{A}^{1, j} \mathbf{B}^{j, n} \\
\sum_{j=1}^{p} \mathbf{A}^{2, j} \mathbf{B}^{j, 1} & \sum_{j=1}^{p} \mathbf{A}^{2, j} \mathbf{B}^{j, 2} & \cdots & \sum_{j=1}^{p} \mathbf{A}^{2, j} \mathbf{B}^{j, n} \\
\vdots & \vdots & \vdots & \vdots \\
\sum_{j=1}^{p} \mathbf{A}^{m, j} \mathbf{B}^{j, 1} & \sum_{j=1}^{p} \mathbf{A}^{m, j} \mathbf{B}^{j, 2} & \cdots & \sum_{j=1}^{p} \mathbf{A}^{m, j} \mathbf{B}^{j, n}
\end{array}\right) \tag{6.2}
\end{align*}
$$

Coded matrices are constructed as follows,

$$
\begin{align*}
& \widetilde{A}(\alpha)=\sum_{m^{\prime} \in[m] p^{\prime} \in[p]} \mathbf{A}^{m^{\prime}, p^{\prime}} \alpha^{p^{\prime}-1+p\left(m^{\prime}-1\right)}  \tag{6.3}\\
& \widetilde{B}(\alpha)=\sum_{\left.p^{\prime} \in[p]\right]^{\prime} \in[n]} \sum \mathbf{B}^{p^{\prime}, n^{\prime}} \alpha^{p-p^{\prime}+p m\left(n^{\prime}-1\right)} \tag{6.4}
\end{align*}
$$

and the $s^{\text {th }}$ server is sent the values $\widetilde{A}\left(\alpha_{s}\right)$ and $\widetilde{B}\left(\alpha_{s}\right)$. Here $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{S}$ are distinct elements from the operating field $\mathbb{F}$. Each server produces the answer $\widetilde{A}\left(\alpha_{s}\right) \widetilde{B}\left(\alpha_{s}\right)$, which can be expressed as

$$
\begin{equation*}
\widetilde{A}(\alpha) \widetilde{B}(\alpha)=\sum_{i=1}^{R} \mathbf{C}^{(i)} \alpha^{i-1} \tag{6.5}
\end{equation*}
$$

where $R=p m n+p-1$ is the recovery threshold, and $\mathbf{C}^{(1)}, \mathbf{C}^{(2)}, \cdots, \mathbf{C}^{(R)}$ are various linear combinations of products of matrix blocks. Note that for all $i \in[R], \mathbf{C}^{(i)}$ are distributed over $1, \alpha, \cdots, \alpha^{R-1}$, thus from the answers of any $R$ servers, $\mathbf{C}^{(1)}, \mathbf{C}^{(2)}, \cdots, \mathbf{C}^{(R)}$ are recoverable by inverting a Vandermonde matrix. Furthermore, it is proved in [141] that by the construction of $\widetilde{A}(\alpha)$ and $\widetilde{B}(\alpha)$, the $\mathbf{C}^{(1)}, \mathbf{C}^{(2)}, \cdots, \mathbf{C}^{(R)}$ terms include the $m n$ desired terms, while the remaining undesired terms (interference) align into the remaining $R-m n$ dimensions.

For example, suppose $p=m=n=2$, so that the coded matrices are constructed as follows.

$$
\begin{align*}
& \widetilde{A}(\alpha)=\mathbf{A}^{1,1}+\alpha \mathbf{A}^{1,2}+\alpha^{2} \mathbf{A}^{2,1}+\alpha^{3} \mathbf{A}^{2,2}  \tag{6.6}\\
& \widetilde{B}(\alpha)=\alpha \mathbf{B}^{1,1}+\alpha^{5} \mathbf{B}^{1,2}+\mathbf{B}^{2,1}+\alpha^{4} \mathbf{B}^{2,2} \tag{6.7}
\end{align*}
$$

And the answer can be expressed as follows.

$$
\widetilde{A}(\alpha) \widetilde{B}(\alpha)=\underbrace{\mathbf{A}^{1,1} \mathbf{B}^{2,1}}_{\mathbf{C}^{(1)}}+\alpha \underbrace{\left(\mathbf{A}^{1,1} \mathbf{B}^{1,1}+\mathbf{A}^{1,2} \mathbf{B}^{2,1}\right)}_{\mathbf{C}^{(2)}}+\alpha^{2} \underbrace{\left(\mathbf{A}^{2,1} \mathbf{B}^{2,1}+\mathbf{A}^{1,2} \mathbf{B}^{1,1}\right)}_{\mathbf{C}^{(3)}}
$$

$$
\begin{align*}
& +\alpha^{3} \underbrace{\left(\mathbf{A}^{2,1} \mathbf{B}^{1,1}+\mathbf{A}^{2,2} \mathbf{B}^{2,1}\right)}_{\mathbf{C}^{(4)}}+\alpha^{4} \underbrace{\left(\mathbf{A}^{1,1} \mathbf{B}^{2,2}+\mathbf{A}^{2,2} \mathbf{B}^{1,1}\right)}_{\mathbf{C}^{(5)}} \\
& +\alpha^{5} \underbrace{\left(\mathbf{A}^{1,1} \mathbf{B}^{1,2}+\mathbf{A}^{1,2} \mathbf{B}^{2,2}\right)}_{\mathbf{C}^{(6)}}+\alpha^{6} \underbrace{\left(\mathbf{A}^{1,2} \mathbf{B}^{1,2}+\mathbf{A}^{2,1} \mathbf{B}^{2,2}\right)}_{\mathbf{C}^{(8)}} \\
& +\alpha^{7} \underbrace{\left(\mathbf{A}^{2,1} \mathbf{B}^{1,2}+\mathbf{A}^{2,2} \mathbf{B}^{2,2}\right)}_{\mathbf{C}^{(9)}}+\alpha^{8} \underbrace{}_{\left.\mathbf{A}^{2,2} \mathbf{B}^{1,2}\right)} . \tag{6.8}
\end{align*}
$$

Note that the desired product $\mathbf{A B}$ corresponds to the $m n=4$ terms $\mathbf{C}^{(2)}, \mathbf{C}^{(4)}, \mathbf{C}^{(6)}, \mathbf{C}^{(8)}$, which appear along $\alpha, \alpha^{3}, \alpha^{5}, \alpha^{7}$. The remaining $R-m n=(p m n+p-1)-m n=5$ terms, i.e., $\mathbf{C}^{(1)}, \mathbf{C}^{(3)}, \mathbf{C}^{(5)}, \mathbf{C}^{(7)}, \mathbf{C}^{(9)}$ are undesired terms (interference).

In particular, note that the term $\mathbf{C}^{(9)}$, which is interference, has a higher order $\left(\alpha^{8}\right)$ than all desired terms. In general, EP codes produce $p-1$ such terms, namely $\mathbf{C}^{(p m n+1)}, \cdots, \mathbf{C}^{(R)}$, that have a higher order than all desired terms. It turns out this is useful in the construction of GCSA codes to achieve better Interference Alignment (because these higher order terms produced by EP codes naturally align with the interference terms that result from batch processing).

EP codes may be seen as bridging the extremes of Polynomial codes and MatDot codes. Polynomial codes [140] can be recovered from EP codes by setting $p=1$, and MatDot codes [31] can be obtained from EP codes by setting $m=n=1$. EP codes also represent an improvement of PolyDot codes [31] within a factor of 2 in terms of recovery threshold, due to better interference alignment. Finally, EP codes have similar performance as Generalized PolyDot codes [28]. Thus, EP codes represent the state of art of prior work in terms of matrix partitioning approaches to coded distributed matrix multiplication.

### 6.2.2 Batch Processing: LCC Codes

Lagrange Coded Computing (LCC) codes [138] represent the state of art of prior work in terms of batch processing approaches for coded distributed batch multivariate polynomial evaluation, which includes as special cases distributed batch matrix multiplication as well as distributed batch $N$-linear computation. LCC codes are so named because they exploit the Lagrange interpolation polynomial to encode input data. For example, consider the multivariate polynomial $\Phi(\cdot)$ of total degree $N$, and suppose we are interested in batch evaluations of the polynomial, $\Phi\left(\mathbf{x}_{1}\right), \Phi\left(\mathbf{x}_{2}\right), \cdots, \Phi\left(\mathbf{x}_{L}\right)$ over the given batch of data points $\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{L}$. Note that for matrix multiplication, $\mathbf{x}_{l}=\left(\mathbf{A}_{l}, \mathbf{B}_{l}\right)$ and $\Phi\left(\mathbf{x}_{l}\right)=\mathbf{A}_{l} \mathbf{B}_{l}$, which is a bilinear operation $(N=2)$. LCC codes encode the dataset according to the Lagrange interpolation polynomial,

$$
\begin{equation*}
\widetilde{X}(\alpha)=\sum_{l \in[L]} \mathbf{x}_{l} \prod_{l^{\prime} \in[L] \backslash\{l\}} \frac{\alpha-\beta_{l^{\prime}}}{\beta_{l}-\beta_{l^{\prime}}}, \tag{6.9}
\end{equation*}
$$

and the $s^{t h}$ server is sent the evaluation $\widetilde{X}\left(\alpha_{s}\right)$. Here $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{S}, \beta_{1}, \beta_{2}, \cdots, \beta_{L}$ are $(S+L)$ distinct elements from the operation field $\mathbb{F}$. The $s^{t h}$ server returns the user with the answer $\Phi\left(\widetilde{X}\left(\alpha_{s}\right)\right)$. Note that the degree of the polynomial $\Phi(\widetilde{X}(\alpha))$ is less than or equal to $N(L-$ $1)=N L-N$. Therefore, from the answers of any $R=N L-N+1$ servers, the user is able to reconstruct the polynomial $\Phi(\widetilde{X}(\alpha))$ by polynomial interpolation. Upon obtaining the polynomial $\Phi(\widetilde{X}(\alpha))$, the user evaluates it at $\beta_{l}$ for every $l \in[L]$ to obtain $\Phi\left(\widetilde{X}\left(\beta_{l}\right)\right)=\Phi\left(\mathbf{x}_{l}\right)$.

### 6.2.3 Cross Subspace Alignment: CSA Codes

The distinguishing feature of CSA codes is a Cauchy-Vandermonde structure that facilitates a form of interference alignment (labeled cross-subspace-alignment in Chapter 2), such that the desired symbols occupy dimensions corresponding to the Cauchy part, and everything
else (interference) aligns within the higher order terms that constitute the Vandermonde part. As a simple example of the CSA codes introduced in this chapter, consider the problem of coded distributed batch matrix multiplication, and suppose we wish to compute the batch of $L=4$ matrix products $\mathbf{A}_{1} \mathbf{B}_{1}, \mathbf{A}_{2} \mathbf{B}_{2}, \mathbf{A}_{3} \mathbf{B}_{3}, \mathbf{A}_{4} \mathbf{B}_{4}$. For this, the $\mathbf{A}$ and $\mathbf{B}$ matrices are encoded into the form

$$
\begin{align*}
& \widetilde{A}(\alpha)=\Delta(\alpha)\left(\frac{1}{\underline{1}-\alpha} \mathbf{A}_{1}+\frac{1}{\underline{2}-\alpha} \mathbf{A}_{2}+\frac{1}{\underline{3}-\alpha} \mathbf{A}_{3}+\frac{1}{\underline{4}-\alpha} \mathbf{A}_{4}\right),  \tag{6.10}\\
& \widetilde{B}(\alpha)=\frac{1}{\underline{1}-\alpha} \mathbf{B}_{1}+\frac{1}{\underline{2}-\alpha} \mathbf{B}_{2}+\frac{1}{\underline{3}-\alpha} \mathbf{B}_{3}+\frac{1}{\underline{4}-\alpha} \mathbf{B}_{4} \tag{6.11}
\end{align*}
$$

and the $s^{\text {th }}$ server is sent the evaluations $\widetilde{A}\left(\alpha_{s}\right), \widetilde{B}\left(\alpha_{s}\right)$. Here the values $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{S}, \underline{1}, \underline{2}, \cdots, \underline{4}$ represent any $S+4$ distinct elements of the operational field $\mathbb{F}$, and $\Delta(\alpha)=(\underline{1}-\alpha)(\underline{2}-\alpha)(\underline{3}-$ $\alpha)(\underline{4}-\alpha)$. Each server multiplies its $\widetilde{A}\left(\alpha_{s}\right)$ with $\widetilde{B}\left(\alpha_{s}\right)$ producing an answer which (after some algebraic manipulation) can be expressed as

$$
\begin{align*}
\widetilde{A}(\alpha) \widetilde{B}(\alpha)=c_{1} & \left(\frac{1}{\underline{1}-\alpha}\right) \mathbf{A}_{1} \mathbf{B}_{1}+c_{2}\left(\frac{1}{\underline{2}-\alpha}\right) \mathbf{A}_{2} \mathbf{B}_{2}+c_{3}\left(\frac{1}{\underline{3}-\alpha}\right) \mathbf{A}_{3} \mathbf{B}_{3} \\
& +c_{4}\left(\frac{1}{\underline{4}-\alpha}\right) \mathbf{A}_{4} \mathbf{B}_{4}+\mathbf{I}_{1}+\alpha \mathbf{I}_{2}+\alpha^{2} \mathbf{I}_{3} \tag{6.12}
\end{align*}
$$

where $c_{1}, c_{2}, c_{3}, c_{4}$ are non-zero constants. The desired matrix products $\mathbf{A}_{i} \mathbf{B}_{i}$ appear along $\left(\frac{1}{\underline{i}-\alpha}\right)$ (the Cauchy terms), and everything else (interference) can be distributed over the higher order terms $1, \alpha, \alpha^{2}$ (the Vandermonde terms) and consolidated into $\mathbf{I}_{1}, \mathbf{I}_{2}, \mathbf{I}_{3}$. The full-rank property of the Cauchy-Vandermonde matrix ensures that the desired symbols are separable from interference provided we have at least $R=7$ responding servers to resolve the 7 total dimensions ( 4 desired and 3 interference dimensions). Surprisingly, upon close inspection this special case of CSA codes turns out to be equivalent to the Lagrange Coded computing scheme for distributed matrix multiplication. However, CSA codes further generalize and improve upon the Lagrange Coded Computing approach as explained next.

Suppose we double the batch size from $L=4$ to $L=8$, i.e., we wish to compute the matrix
products $\mathbf{A}_{1} \mathbf{B}_{1}, \mathbf{A}_{2} \mathbf{B}_{2}, \cdots, \mathbf{A}_{8} \mathbf{B}_{8}$. A straightforward extension is to simply use the previous scheme twice, which would double all costs. This could be accomplished equivalently with CSA codes or with Lagrange Coded Computing. However, because CSA codes generalize Lagrange Coded Computing, they offer much more flexibility. For example, we can partition the batch of $L=8 \mathbf{A}, \mathbf{B}$ matrices into $\ell=2$ sub-batches of $K_{c}=4$ matrices each, and then proceed as before, so that we have,

$$
\begin{align*}
& \widetilde{A}_{1}(\alpha)=\Delta_{1}(\alpha)\left(\frac{1}{\underline{1-\alpha}} \mathbf{A}_{1}+\frac{1}{\underline{2}-\alpha} \mathbf{A}_{2}+\frac{1}{\underline{3}-\alpha} \mathbf{A}_{3}+\frac{1}{\underline{4}-\alpha} \mathbf{A}_{4}\right),  \tag{6.13}\\
& \widetilde{A}_{2}(\alpha)=\Delta_{2}(\alpha)\left(\frac{1}{\underline{5}-\alpha} \mathbf{A}_{5}+\frac{1}{\underline{6}-\alpha} \mathbf{A}_{6}+\frac{1}{\underline{7}-\alpha} \mathbf{A}_{7}+\frac{1}{\underline{8}-\alpha} \mathbf{A}_{8}\right),  \tag{6.14}\\
& \widetilde{B}_{1}(\alpha)=\frac{1}{\underline{1}-\alpha} \mathbf{B}_{1}+\frac{1}{\underline{2}-\alpha} \mathbf{B}_{2}+\frac{1}{\underline{3}-\alpha} \mathbf{B}_{3}+\frac{1}{\underline{4}-\alpha} \mathbf{B}_{4},  \tag{6.15}\\
& \widetilde{B}_{2}(\alpha)=\frac{1}{\underline{5}-\alpha} \mathbf{B}_{5}+\frac{1}{\underline{6}-\alpha} \mathbf{B}_{6}+\frac{1}{\underline{7}-\alpha} \mathbf{B}_{7}+\frac{1}{\underline{8}-\alpha} \mathbf{B}_{8}, \tag{6.16}
\end{align*}
$$

where $\Delta_{1}(\alpha)=(\underline{1}-\alpha)(\underline{2}-\alpha)(\underline{3}-\alpha)(\underline{4}-\alpha)$ and $\Delta_{2}(\alpha)=(\underline{5}-\alpha)(\underline{6}-\alpha)(\underline{7}-\alpha)(\underline{8}-\alpha)$. Evidently the upload cost is doubled. However, we will see that the download cost remains unchanged. This is because each server computes and (if responsive) returns (for its corresponding realization of $\alpha$ )

$$
\begin{align*}
& \widetilde{A}_{1}(\alpha) \widetilde{B}_{1}(\alpha)+\widetilde{A}_{2}(\alpha) \widetilde{B}_{2}(\alpha)  \tag{6.17}\\
& =c_{1}\left(\frac{1}{\underline{1}-\alpha}\right) \mathbf{A}_{1} \mathbf{B}_{1}+c_{2}\left(\frac{1}{\underline{2}-\alpha}\right) \mathbf{A}_{2} \mathbf{B}_{2}+\cdots+c_{8}\left(\frac{1}{\underline{8}-\alpha}\right) \mathbf{A}_{8} \mathbf{B}_{8}+\mathbf{I}_{1}^{\prime}+\alpha \mathbf{I}_{2}^{\prime}+\alpha^{2} \mathbf{I}_{3}^{\prime} . \tag{6.18}
\end{align*}
$$

Since we have 8 desired dimensions and 3 interference dimensions, responses from any $R=11$ servers suffice to separate desired matrix products from interference. Remarkably, while the number of desired matrix products has doubled, the number of interference dimensions have not increased at all. This is why 4 additional responding servers allow us to recover 4 additional desired matrix products. This is an advantage unique to cross-subspace alignment, that cannot be achieved with other coding approaches, such as Lagrange Coded computing.

CSA codes for distributed matrix multiplication based on batch processing are introduced in this chapter in Theorem 6.1, a generalization to include matrix partitioning is presented in Theorem 6.2, and another generalization for $N$-linear batch computations and multivariate batch polynomial evaluations is presented in Theorem 6.3.

For ease of reference, Table 6.1 and Table 6.2 compare EP codes, LCC codes, CSA codes, GCSA codes and $N$-CSA codes with respect to their recovery thresholds, communication costs for uploads and downloads, encoding and decoding complexity, and server computation complexity.

This chapter is organized as follows. Section 6.3 presents the problem statements and definitions for coded distributed batch matrix multiplication (CDBMM), coded distributed N linear batch computation and coded distributed multivariate batch polynomial evaluations. CSA codes for CDBMM are introduced in Section 6.4. Section 6.5 presents GCSA codes. $N$-CSA codes are presented in Section 6.6. Appendix D. 1 presents further generalizations to allow $X$-secure data and $B$-byzantine servers. Section 6.7 concludes the chapter.

### 6.3 Problem Statement

### 6.3.1 Coded Distributed Batch Matrix Multiplication (CDBMM)

As shown in Figure 6.1, consider two source (master) nodes, each of which generates a sequence of $L$ matrices, denoted as $\mathbf{A}=\left(\mathbf{A}_{1}, \mathbf{A}_{2}, \ldots, \mathbf{A}_{L}\right)$ and $\mathbf{B}=\left(\mathbf{B}_{1}, \mathbf{B}_{2}, \ldots, \mathbf{B}_{L}\right)$, such that for all $l \in[L]$, we have $\mathbf{A}_{l} \in \mathbb{F}^{\lambda \times \kappa}$ and $\mathbf{B}_{l} \in \mathbb{F}^{\kappa \times \mu}$, i.e., $\mathbf{A}_{l}$ and $\mathbf{B}_{l}$ are $\lambda \times \kappa$ and $\kappa \times \mu$ matrices, respectively, over a finite ${ }^{3}$ field $\mathbb{F}$. The sink node (user) is interested in the sequence of

[^25]|  | Recovery Threshold (R) | Upload Cost $\left(U_{A}, U_{B}\right)$ | Download Cost <br> (D) |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { EP } \\ \text { codes } \end{gathered}$ | $p m n+p-1$ | S/(pm), $\mathrm{S/}$ (pn) | $(p m n+p-1) /(m n)$ |
|  | $R$ | $\mathcal{O}(m), \mathcal{O}(m)$ | $\mathcal{O}\left(R / m^{2}\right)$ |
| $\begin{gathered} \text { LCC } \\ \text { codes } \end{gathered}$ | $2 K_{c}^{\prime}-1$ | $S / K_{c}^{\prime}, S / K_{c}^{\prime}$ | $\left(2 K_{c}^{\prime}-1\right) / K_{c}^{\prime}$ |
|  | $R$ | $\mathcal{O}(1), \mathcal{O}(1)$ | $\mathcal{O}(1)$ |
| CSA codes | $(\ell+1) K_{c}-1$ | $S / K_{c}, S / K_{c}$ | $\left((\ell+1) K_{c}-1\right) /\left(\ell K_{c}\right)$ |
|  | $R$ | $\mathcal{O}(1), \mathcal{O}(1)$ | $\mathcal{O}(1)$ |
| GCSA codes | $p m n\left((\ell+1) K_{c}^{\prime \prime}-1\right)+p-1$ | $S /\left(K_{c}^{\prime \prime} p m\right), S /\left(K_{c}^{\prime \prime} p n\right)$ | $\frac{p m n\left((\ell+1) K_{c}^{\prime \prime}-1\right)+p-1}{m n \ell K_{c}^{\prime \prime \prime}}$ |
|  | $R$ | $\mathcal{O}(m), \mathcal{O}(m)$ | $\mathcal{O}(p)$ |
|  | Server Computation Complexity $\left(\mathcal{C}_{s}\right)$ | Encoding Complexity $\left(\mathcal{C}_{e A}, \mathcal{C}_{e B}\right)$ | Decoding Complexity $\left(\mathcal{C}_{d}\right)$ |
| EP <br> codes | $\mathcal{O}(\lambda \mu \kappa /(p m n))$ | $\widetilde{\mathcal{O}}\left(\frac{\lambda \kappa S \log ^{2} S}{p m}\right), \widetilde{\mathcal{O}}\left(\frac{\kappa \mu S \log ^{2} S}{p n}\right)$ | $\widetilde{\mathcal{O}}\left(\lambda \mu p \log ^{2} R\right)$ |
|  | $\mathcal{O}\left(\lambda^{3} / R\right)$ | $\widetilde{\mathcal{O}}\left(\lambda^{2} m \log ^{2} S\right), \widetilde{\mathcal{O}}\left(\lambda^{2} m \log ^{2} S\right)$ | $\widetilde{\mathcal{O}}\left(\frac{\lambda^{2} R \log ^{2} R}{m^{2}}\right)$ |
| LCC <br> codes | $\mathcal{O}\left(\lambda \mu \kappa / K_{c}^{\prime}\right)$ | $\widetilde{\mathcal{O}}\left(\frac{\lambda \kappa S \log ^{2} S}{K_{c}^{\prime}}\right), \widetilde{\mathcal{O}}\left(\frac{\kappa \mu S \log ^{2} S}{K_{c}^{\prime}}\right)$ | $\widetilde{\mathcal{O}}\left(\lambda \mu \log ^{2} R\right)$ |
|  | $\mathcal{O}\left(\lambda^{3} / R\right)$ | $\widetilde{\mathcal{O}}\left(\lambda^{2} \log ^{2} S\right), \widetilde{\mathcal{O}}\left(\lambda^{2} \log ^{2} S\right)$ | $\widetilde{\mathcal{O}}\left(\lambda^{2} \log ^{2} R\right)$ |
| CSA <br> codes | $\mathcal{O}\left(\lambda \mu \kappa / K_{c}\right)$ | $\widetilde{\mathcal{O}}\left(\frac{\lambda \kappa S \log ^{2} S}{K_{c}}\right), \widetilde{\mathcal{O}}\left(\frac{\kappa \mu S \log ^{2} S}{K_{c}}\right)$ | $\widetilde{\mathcal{O}}\left(\lambda \mu \log ^{2} R\right)$ |
|  | $\mathcal{O}\left(\lambda^{3} / R\right)$ | $\widetilde{\mathcal{O}}\left(\lambda^{2} \log ^{2} S\right), \widetilde{\mathcal{O}}\left(\lambda^{2} \log ^{2} S\right)$ | $\widetilde{\mathcal{O}}\left(\lambda^{2} \log ^{2} R\right)$ |
| GCSA <br> codes | $\mathcal{O}\left(\lambda \mu \kappa /\left(K_{c}^{\prime \prime} p m n\right)\right)$ | $\widetilde{\mathcal{O}}\left(\frac{\lambda \kappa S \log ^{2} S}{K_{c}^{\prime \prime} p m}\right), \widetilde{\mathcal{O}}\left(\frac{\kappa \mu S \log ^{2} S}{K_{c}^{\prime \prime} p n}\right)$ | $\widetilde{\mathcal{O}}\left(\lambda \mu p \log ^{2} R\right)$ |
|  | $\mathcal{O}\left(\lambda^{3} / R\right)$ | $\widetilde{\mathcal{O}}\left(\lambda^{2} m \log ^{2} S\right), \widetilde{\mathcal{O}}\left(\lambda^{2} m \log ^{2} S\right)$ | $\widetilde{\mathcal{O}}\left(\lambda^{2} p \log ^{2} R\right)$ |

Table 6.1: Performance summary of EP [141], LCC [138], CSA and GCSA codes for CDBMM. Note that choosing $\ell=K_{c}=1$ reduces GCSA codes to EP codes, while setting $m=n=p=1$ reduces GCSA codes to CSA codes (further restricting $\ell=1$ recovers LCC codes). Shaded rows represent balanced settings with $m=n, \lambda=\mu=\kappa$, fixed positive integers $\ell, \ell^{\prime \prime}$, and fixed ratio $R / S$. The batch size is $L=\ell K_{c}$ for CSA codes, $L^{\prime}=K_{c}^{\prime}$ for LCC codes, and $L^{\prime \prime}=\ell K_{c}^{\prime \prime}$ for GCSA codes. Note that for arbitrary $R$, we can choose the batch size to guarantee the feasibility of LCC/CSA/GCSA solutions.

|  | Recovery Threshold (R) | Upload Cost $\left(U_{X(n)}, n \in[N]\right)$ | Download Cost <br> (D) |
| :---: | :---: | :---: | :---: |
| LCC codes | $N K_{c}^{\prime}-N+1$ | $S / K_{c}^{\prime}, S / K_{c}^{\prime}$ | $\left(N K_{c}^{\prime}-N+1\right) / K_{c}^{\prime}$ |
|  | $R$ | $\mathcal{O}(N)$ | $\mathcal{O}(N)$ |
| $\begin{gathered} \hline N-\mathbf{C S A} \\ \text { codes } \end{gathered}$ | $(N+\ell-1) K_{c}-N+1$ | $S / K_{c}, S / K_{c}$ | $\left((N+\ell-1) K_{c}-N+1\right) /\left(\ell K_{c}\right)$ |
|  | $R$ | $\mathcal{O}(N+\ell-1)$ | $\mathcal{O}\left(1+\frac{N-1}{\ell}\right)$ |
|  | Computational Complexity $\left(\mathcal{C}_{s}\right)$ | Encoding Complexity $\left(\mathcal{C}_{e X(n)}, n \in[N]\right)$ | Decoding Complexity $\left(\mathcal{C}_{d}\right)$ |
| LCC codes | $\mathcal{O}\left(\omega / K_{c}^{\prime}\right)$ | $\widetilde{\mathcal{O}}\left(\frac{\operatorname{dim}\left(V_{n}\right) S \log ^{2} S}{K_{c}^{\prime}}\right)$ | $\widetilde{\mathcal{O}}\left(\operatorname{dim}(W) N \log ^{2} R\right)$ |
|  | $\mathcal{O}(N \omega / R)$ | $\widetilde{\mathcal{O}}\left(N \operatorname{dim}\left(V_{n}\right) \log ^{2} S\right)$ | $\widetilde{\mathcal{O}}\left(\operatorname{dim}(W) N \log ^{2} R\right)$ |
| $\begin{gathered} N \text {-CSA } \\ \text { codes } \end{gathered}$ | $\mathcal{O}\left(\omega / K_{c}\right)$ | $\widetilde{\mathcal{O}}\left(\frac{\operatorname{dim}\left(V_{n}\right) S \log ^{2} S}{K_{c}}\right)$ | $\widetilde{\mathcal{O}}\left(\left(1+\frac{N-1}{\ell}\right) \operatorname{dim}(W) \log ^{2} R\right)$ |
|  | $\mathcal{O}((N+\ell-1) \omega / R)$ | $\widetilde{\mathcal{O}}\left((N+\ell-1) \operatorname{dim}\left(V_{n}\right) \log ^{2} S\right)$ | $\widetilde{\mathcal{O}}\left(\left(1+\frac{N-1}{\ell}\right) \operatorname{dim}(W) \log ^{2} R\right)$ |

Table 6.2: Performance summary of LCC codes [138] and $N$-CSA codes for $N$-linear distributed batch computation. Setting $\ell=1$ reduces $N$-CSA codes to LCC codes as a special case. Shaded rows represent settings with fixed ratio $R / S . \omega$ is the number of arithmetic operations required to compute the $N$-linear map $\Omega(\cdot) \cdot \operatorname{dim}\left(V_{n}\right)$ is the dimension of the $n^{\text {th }}$ variable of $\Omega(\cdot), \operatorname{dim} W$ is the dimension of the output of $\Omega(\cdot)$. The batch size is $L=\ell K_{c}$ for $N$-CSA codes, and $L^{\prime}=K_{c}^{\prime}$ for LCC codes.
product matrices, $\mathbf{A B}=\left(\mathbf{A}_{1} \mathbf{B}_{1}, \mathbf{A}_{2} \mathbf{B}_{2}, \ldots, \mathbf{A}_{L} \mathbf{B}_{L}\right)$. To help with this computation, there are $S$ servers (worker nodes). Each of the sources encodes its matrices according to the functions $\boldsymbol{f}=\left(f_{1}, f_{2}, \ldots, f_{S}\right)$ and $\boldsymbol{g}=\left(g_{1}, g_{2}, \ldots, g_{S}\right)$, where $f_{s}$ and $g_{s}$ correspond to the $s^{t h}$ server. Specifically, let us denote the encoded matrices for the $s^{t h}$ server as $\widetilde{A}^{s}$ and $\widetilde{B}^{s}$, so we have

$$
\begin{align*}
& \widetilde{A}^{s}=f_{s}(\mathbf{A}),  \tag{6.19}\\
& \widetilde{B}^{s}=g_{s}(\mathbf{B}) \tag{6.20}
\end{align*}
$$

The encoded matrices, $\widetilde{A}^{s}, \widetilde{B}^{s}$, are uploaded to the $s^{t h}$ server. Let us denote the number of elements from $\mathbb{F}$ in $\widetilde{A}^{s}$ and $\widetilde{B}^{s}$ as $\left|\widetilde{A}^{s}\right|$ and $\left|\widetilde{B}^{s}\right|$, respectively.

Upon receiving the encoded matrices, each Server $s, s \in[S]$, prepares (computes) a response $Y_{s}$, that is a function of $\widetilde{A}^{s}$ and $\widetilde{B}^{s}$, i.e.,

$$
\begin{equation*}
Y_{s}=h_{s}\left(\widetilde{A}^{s}, \widetilde{B}^{s}\right), \tag{6.21}
\end{equation*}
$$

where $h_{s}, s \in[S]$ are the functions used to produce the answer, and we denote them collectively as $\boldsymbol{h}=\left(h_{1}, h_{2}, \ldots, h_{S}\right)$. Some servers may fail to respond, such servers are called stragglers. The user downloads the responses from the remaining servers, from which, using a class of decoding functions (denoted $\boldsymbol{d}$ ), he attempts to recover the desired product AB. Define

$$
\begin{equation*}
\boldsymbol{d}=\left\{d_{\mathcal{R}}: \mathcal{R} \subset[S]\right\} \tag{6.22}
\end{equation*}
$$

where $d_{\mathcal{R}}$ is the decoding function used when the set of responsive servers is $\mathcal{R}$. We say that $(\boldsymbol{f}, \boldsymbol{g}, \boldsymbol{h}, \boldsymbol{d})$ form a CDBMM code. A CDBMM code is said to be $r$-recoverable if the user is able to recover the desired products from the answers obtained from any $r$ servers. In particular, a CDBMM code $(\boldsymbol{f}, \boldsymbol{g}, \boldsymbol{h}, \boldsymbol{d})$ is $r$-recoverable if for any $\mathcal{R} \subset[S],|\mathcal{R}|=r$, and for any
realization of $\mathbf{A}, \mathbf{B}$, we have

$$
\begin{equation*}
\mathbf{A B}=d_{\mathcal{R}}\left(Y_{\mathcal{R}}\right) \tag{6.23}
\end{equation*}
$$

Define the recovery threshold $R$ of a CDBMM code $(\boldsymbol{f}, \boldsymbol{g}, \boldsymbol{h}, \boldsymbol{d})$ to be the minimum integer $r$ such that the CDBMM code is $r$-recoverable.

The communication cost of CDBMM is comprised of upload and download costs. The (normalized) ${ }^{4}$ upload costs $U_{A}$ and $U_{B}$ are defined as follows.

$$
\begin{align*}
U_{A} & =\frac{\sum_{s \in[S]}\left|\widetilde{A}^{s}\right|}{L \lambda \kappa}  \tag{6.24}\\
U_{B} & =\frac{\sum_{s \in[S]}\left|\widetilde{B}^{s}\right|}{L \kappa \mu} \tag{6.25}
\end{align*}
$$

Similarly, the (normalized) download cost is defined as follows.

$$
\begin{equation*}
D=\max _{\mathcal{R}, \mathcal{R} \subset[S],|\mathcal{R}|=R} \frac{\sum_{s \in \mathcal{R}}\left|Y_{s}\right|}{L \lambda \mu}, \tag{6.26}
\end{equation*}
$$

where $\left|Y_{s}\right|$ is the number of elements from $\mathbb{F}$ in $Y_{s}$.

Next let us consider the complexity of encoding, decoding and server computation. Define the (normalized) computational complexity at each server, $\mathcal{C}_{s}$, to be the order of the number of arithmetic operations required to compute the function $h_{s}$ at each server, normalized by $L$. Similarly, define the (normalized) encoding computational complexity $\mathcal{C}_{e A}$ for $\widetilde{A}^{[S]}$ and $\mathcal{C}_{e B}$ for $\widetilde{B}^{[S]}$ as the order of the number of arithmetic operations required to compute the functions $f$ and $\boldsymbol{g}$, respectively, each normalized by $L$. Finally, define the (normalized) decoding computational complexity $\mathcal{C}_{d}$ to be the order of the number of arithmetic operations required to compute $d_{\mathcal{R}}\left(Y_{\mathcal{R}}\right)$, maximized over $\mathcal{R}, \mathcal{R} \subset[S],|\mathcal{R}|=R$, and normalized by $L$. Note

[^26]that normalizations ${ }^{5}$ by $L$ are needed to have fair comparisons between batch processing approaches and individual matrix-partitioning solutions per matrix multiplication.

### 6.3.2 Distributed $N$-linear Batch Computation

Consider an $N$-linear map, which is a function of $N$ variables that is linear separately in each variable. Formally, a map $\Omega: V_{1} \times V_{2} \times \cdots \times V_{N} \rightarrow W$ is called $N$-linear if for all $n \in[N]$,

$$
\begin{align*}
& \Omega\left(x^{(1)}, \cdots, x^{(n-1)}, c_{1} x^{(n)}+c_{2} x^{(n)}, x^{(n+1)}, \cdots, x^{(N)}\right) \\
& =c_{1} \Omega\left(x^{(1)}, \cdots, x^{(n-1)}, x^{(n)}, x^{(n+1)}, \cdots, x^{(N)}\right)+c_{2} \Omega\left(x^{(1)}, \cdots, x^{(n-1)}, x^{(n)}, x^{(n+1)}, \cdots, x^{(N)}\right), \tag{6.27}
\end{align*}
$$

where $V_{[N]}$ and $W$ are vector spaces over the base field $\mathbb{F}$, for all $i \in[N], x^{(i)} \in V_{i}, x^{\prime(n)} \in V_{n}$ and $c_{1}, c_{2} \in \mathbb{F}$. Consider $N$ sources (master nodes), $n \in[N]$, such that the $n^{t h}$ source generates a sequence of $L$ variables $\mathbf{x}^{(n)}=\left(x_{1}^{(n)}, x_{2}^{(n)}, \cdots, x_{L}^{(n)}\right), x_{l}^{(n)} \in V_{n}, \forall l \in[L]$. Let us define

$$
\begin{equation*}
\mathbf{x}_{l}=\left(x_{l}^{(1)}, x_{l}^{(2)}, \cdots, x_{l}^{(N)}\right), \tag{6.28}
\end{equation*}
$$

for all $l \in[L]$. The sink node (user) is interested in the evaluations of the $N$-linear map $\Omega$ over $\mathbf{x}_{[L]}$, i.e., $\Omega\left(x_{l}^{(1)}, x_{l}^{(2)}, \cdots, x_{l}^{(N)}\right)=\Omega\left(\mathbf{x}_{l}\right), l \in[L]$. To help with this computation, there are $S$ servers (worker nodes). For all $n \in[N]$, the $n^{t h}$ source encodes its variables according to the functions $\boldsymbol{f}^{(n)}=\left(f_{1}^{(n)}, f_{2}^{(n)}, \cdots, f_{S}^{(n)}\right)$, where $f_{s}^{(n)}$ corresponds to the $s^{t h}$ server. Let us denote $\left(\boldsymbol{f}^{(1)}, \boldsymbol{f}^{(2)}, \cdots, \boldsymbol{f}^{(N)}\right)$ collectively as $\boldsymbol{f}$. Like the problem of CDBMM, for all $n \in[N], s \in[S]$, the coded share of the $n^{t h}$ source for the $s^{t h}$ server is denoted as $\widetilde{X^{(n)}}$, and we have

$$
\begin{equation*}
{\widetilde{X^{(n)}}}^{s}=f_{s}^{(n)}\left(\mathbf{x}^{(n)}\right) . \tag{6.29}
\end{equation*}
$$

[^27]$\left.\widetilde{\left(X^{(n)}\right.}\right)_{n \in[N]}$ are uploaded to the $s^{t h}$ server. Let us denote the number of elements in $\widetilde{X^{(n)}} s$ as $\left|\widetilde{X^{(n)}}{ }^{s}\right|, s \in[S], n \in[N]$.

Upon receiving the coded shares, each server $s, s \in[S]$ prepares (computes) a response $Y_{s}$, that is a function of $\widetilde{X^{(n)}}{ }^{s}, n \in[N]$.

$$
\begin{equation*}
Y_{s}=h_{s}\left({\widetilde{X^{(1)}}}^{s},{\widetilde{X^{(2)}}}^{s}, \cdots,{\widetilde{X^{(N)}}}^{s}\right), \tag{6.30}
\end{equation*}
$$

where $h_{s}, s \in[S]$ are the functions used to produce the answer, and we denote them collectively as $\boldsymbol{h}=\left(h_{1}, h_{2}, \cdots, h_{S}\right)$. The user downloads the responses from the servers in the set $\mathcal{R}$, and exploits a class of decoding functions (denoted $\boldsymbol{d}$ ) to recover the desired evaluations $\Omega\left(\mathbf{x}_{l}\right), l \in[L]$. Define

$$
\begin{equation*}
\boldsymbol{d}=\left\{d_{\mathcal{R}}: \mathcal{R} \subset[S]\right\}, \tag{6.31}
\end{equation*}
$$

where $d_{\mathcal{R}}$ is the decoding function used when the set of responsive servers is $\mathcal{R}$. We say that $(\boldsymbol{f}, \boldsymbol{h}, \boldsymbol{d})$ form a distributed $N$-linear batch computation code. A distributed $N$-linear batch computation code is said to be $r$-recoverable if the user is able to recover the desired evaluations from the answers obtained from any $r$ servers. In particular, a distributed $N$ linear batch computation code $(\boldsymbol{f}, \boldsymbol{h}, \boldsymbol{d})$ is $r$-recoverable if for every $\mathcal{R} \subset[S],|\mathcal{R}|=r$, and for every realization of $\mathbf{x}_{[L]}$, we have

$$
\begin{equation*}
\left(\Omega\left(\mathbf{x}_{l}\right)\right)_{l \in[L]}=d_{\mathcal{R}}\left(Y_{\mathcal{R}}\right) \tag{6.32}
\end{equation*}
$$

Define the recovery threshold $R$ of a distributed $N$-linear batch computation code $(\boldsymbol{f}, \boldsymbol{h}, \boldsymbol{d})$ to be the minimum integer $r$ such that the distributed $N$-linear batch computation code is $r$-recoverable.

The communication cost of distributed $N$-linear batch computation is comprised of upload
and download costs. For all $n \in[N]$, the (normalized) upload cost for $\widetilde{X^{(n)}}[$, denoted as $U_{X^{(n)}}$, is defined as follows

$$
\begin{equation*}
U_{X^{(n)}}=\frac{\sum_{s \in[S]}\left|\widetilde{X^{(n)}}{ }^{s}\right|}{L \operatorname{dim}\left(V_{n}\right)} . \tag{6.33}
\end{equation*}
$$

Similarly, the (normalized) download cost is defined as follows.

$$
\begin{equation*}
D=\max _{\mathcal{R}, \mathcal{R} \subset[S], \mid \mathcal{R}=R} \frac{\sum_{s \in \mathcal{R}}\left|Y_{s}\right|}{\operatorname{dim}(W)}, \tag{6.34}
\end{equation*}
$$

where $\left|Y_{s}\right|$ is the number of elements from $\mathbb{F}$ in $Y_{s}$.

Define the (normalized) computational complexity at each server, $\mathcal{C}_{s}$, to be the order of the number of arithmetic operations required to compute the function $h_{s}$ at each server, normalized by $L$. For all $n \in[N]$, we also define the (normalized) encoding computational complexity $\mathcal{C}_{e X^{(n)}}$ for $\widetilde{X^{(n)}}{ }^{[S]}$ as the order of the number of arithmetic operations required to compute the functions $\boldsymbol{f}^{(n)}$, normalized by $L$. Similarly, define the (normalized) decoding computational complexity $\mathcal{C}_{d}$ to be the order of the number of arithmetic operations required to compute $d_{\mathcal{R}}\left(Y_{\mathcal{R}}\right)$, maximized over $\mathcal{R}, \mathcal{R} \subset[S],|\mathcal{R}|=R$, and normalized by $L$.

### 6.3.3 Distributed Multivariate Polynomial Batch Evaluation

Consider a multivariate polynomial $\Phi: V_{1} \times V_{2} \times \cdots \times V_{M} \rightarrow W$ with $M$ variables of total degree $N$, where $V_{[M]}$ and $W$ are vector spaces over the base field $\mathbb{F}$. Consider $M$ sources (master nodes). For all $m \in[M]$, the $m^{t h}$ source generates a sequence of $L$ variables $\mathbf{x}^{(m)}=\left(x_{1}^{(m)}, x_{2}^{(m)}, \cdots, x_{L}^{(m)}\right)$, such that for all $l \in[L], x_{l}^{(m)} \in V_{m}$. Similarly, we define

$$
\begin{equation*}
\mathbf{x}_{l}=\left(x_{l}^{(1)}, x_{l}^{(2)}, \cdots, x_{l}^{(M)}\right) \tag{6.35}
\end{equation*}
$$

for all $l \in[L]$. The sink node (user) wishes to compute the evaluations of the multivariate polynomial $\Phi$ over $\mathbf{x}_{[L]}$, i.e., $\Phi\left(x_{l}^{(1)}, x_{l}^{(2)}, \cdots, x_{l}^{(M)}\right)=\Phi\left(\mathbf{x}_{l}\right), l \in[L]$, with the help of $S$ servers (worker nodes). To this end, for all $m \in[M]$, the $m^{t h}$ source encodes its variables according to the functions $\boldsymbol{f}^{(m)}=\left(f_{1}^{(m)}, f_{2}^{(m)}, \cdots, f_{S}^{(m)}\right)$, where $f_{s}^{(m)}$ corresponds to the $s^{\text {th }}$ server. And $\left(\boldsymbol{f}^{(1)}, \boldsymbol{f}^{(2)}, \cdots, \boldsymbol{f}^{(M)}\right)$ are collectively denoted as $\boldsymbol{f}$. For all $n \in[N], s \in[S]$, the coded share of the $m^{t h}$ source for the $s^{t h}$ server is denoted as $\widetilde{X^{(m)}}$, and we have

$$
\begin{equation*}
{\widetilde{X^{(m)}}}^{s}=f_{s}^{(m)}\left(\mathbf{x}^{(m)}\right) . \tag{6.36}
\end{equation*}
$$

\left.${\widetilde{X^{(m)}}}^{s}\right)_{m \in[M]}$ are uploaded to the $s^{t h}$ server. Let us denote the number of elements in $\widetilde{X^{(m)}}{ }^{s}$ as $\left|\widetilde{X^{(m)}}{ }^{s}\right|, s \in[S], m \in[M]$.

Upon receiving coded variables, each server $s, s \in[S]$ prepares (computes) a response $Y_{s}$, that is a function of $\widetilde{X^{(m)}}, m \in[N]$.

$$
\begin{equation*}
Y_{s}=h_{s}\left({\widetilde{X^{(1)}}}^{s},{\widetilde{X^{(2)}}}^{s}, \cdots,{\widetilde{X^{(M)}}}^{s}\right), \tag{6.37}
\end{equation*}
$$

where $h_{s}, s \in[S]$ are the functions used to produce the answer, and we denote them collectively as $\boldsymbol{h}=\left(h_{1}, h_{2}, \cdots, h_{S}\right)$. The user downloads the responses from the servers in the set $\mathcal{R}$, and uses a class of decoding functions (denoted $\boldsymbol{d}$ ) to recover the desired evaluations $\Phi\left(\mathbf{x}_{l}\right)$, $l \in[L]$. Define

$$
\begin{equation*}
\boldsymbol{d}=\left\{d_{\mathcal{R}}: \mathcal{R} \subset[S]\right\}, \tag{6.38}
\end{equation*}
$$

where $d_{\mathcal{R}}$ is the decoding function used when the set of responsive servers is $\mathcal{R}$. We say that $(\boldsymbol{f}, \boldsymbol{h}, \boldsymbol{d})$ form a distributed multivariate polynomial batch evaluation code. A distributed multivariate polynomial batch evaluation code is said to be $r$-recoverable if the user is able to recover the desired evaluations from the answers obtained from any $r$ servers, i.e., for any
$\mathcal{R} \subset[S],|\mathcal{R}|=r$, and for any realization of $\mathbf{x}_{[L]}$, we have

$$
\begin{equation*}
\left(\Phi\left(\mathbf{x}_{l}\right)\right)_{l \in[L]}=d_{\mathcal{R}}\left(Y_{\mathcal{R}}\right) \tag{6.39}
\end{equation*}
$$

Define the recovery threshold $R$ of a distributed multivariate polynomial batch evaluation code $(\boldsymbol{f}, \boldsymbol{h}, \boldsymbol{d})$ to be the minimum integer $r$ such that the distributed multivariate polynomial batch evaluation code is $r$-recoverable.

For all $m \in[M]$, the (normalized) upload cost for $\widetilde{X^{(m)}}{ }^{[S]}$, denoted as $U_{X^{(m)}}$, is defined as follows

$$
\begin{equation*}
U_{X^{(m)}}=\frac{\sum_{s \in[S]}\left|{\widetilde{X^{(m)}}}^{s}\right|}{L \operatorname{dim}\left(V_{m}\right)} . \tag{6.40}
\end{equation*}
$$

Similarly, the (normalized) download cost is defined as follows.

$$
\begin{equation*}
D=\max _{\mathcal{R}, \mathcal{R} \subset[S],|\mathcal{R}=R|} \frac{\sum_{s \in \mathcal{R}}\left|Y_{s}\right|}{L \operatorname{dim}(W)}, \tag{6.41}
\end{equation*}
$$

where $\left|Y_{s}\right|$ is the number of elements from $\mathbb{F}$ in $Y_{s}$.

Define the (normalized) computational complexity at each server, $\mathcal{C}_{s}$, to be the order of the number of arithmetic operations required to compute the function $h_{s}$ at each server, normalized by $L$. For all $m \in[M]$, we also define the (normalized) encoding computational complexity $\mathcal{C}_{e X^{(m)}}$ for ${\widetilde{X^{(m)}}}^{[S]}$ as the order of the number of arithmetic operations required to compute the functions $f^{(m)}$, normalized by $L$. Similarly, define the (normalized) decoding computational complexity $\mathcal{C}_{d}$ to be the order of the number of arithmetic operations required to compute $d_{\mathcal{R}}\left(Y_{\mathcal{R}}\right)$, maximized over $\mathcal{R}, \mathcal{R} \subset[S],|\mathcal{R}|=R$, and normalized by $L$.

### 6.4 CSA Codes for CDBMM

### 6.4.1 CSA Codes: Main Result

The main result of this section introduces CSA Codes, and is stated in the following theorem.

Theorem 6.1. For $C D B M M$ over a field $\mathbb{F}$ with $S$ servers, and positive integers $\ell, K_{c}$ such that $L=\ell K_{c} \leq|\mathbb{F}|-S$, the CSA codes introduced in this chapter achieve

$$
\begin{align*}
\text { Recovery Threshold: } & R & =(\ell+1) K_{c}-1,  \tag{6.42}\\
\text { Upload Cost for } \widetilde{A}^{[S]}, \widetilde{B}^{[S]}: & \left(U_{A}, U_{B}\right) & =\left(\frac{S}{K_{c}}, \frac{S}{K_{c}}\right),  \tag{6.43}\\
\text { Download Cost: } & D & =\frac{(\ell+1) K_{c}-1}{\ell K_{c}},  \tag{6.44}\\
\text { Server Computation Complexity: } & \mathcal{C}_{s} & =\mathcal{O}\left(\lambda \kappa \mu / K_{c}\right), \tag{6.45}
\end{align*}
$$

Encoding Complexity for $\widetilde{A}^{[S]}, \widetilde{B}^{[S]}: \quad\left(\mathcal{C}_{e A}, \mathcal{C}_{e B}\right)=\left(\widetilde{\mathcal{O}}\left(\frac{\lambda \kappa S \log ^{2} S}{K_{c}}\right), \widetilde{\mathcal{O}}\left(\frac{\kappa \mu S \log ^{2} S}{K_{c}}\right)\right)$,

$$
\begin{equation*}
\text { Decoding Complexity: } \quad \mathcal{C}_{d}=\widetilde{\mathcal{O}}\left(\lambda \mu \log ^{2} R\right) \tag{6.46}
\end{equation*}
$$

The proof of Theorem 6.1 appears in Section 6.4.3. A high level summary of the main ideas is provided here. CSA codes split the $L=\ell K_{c}$ instances of $\mathbf{A}_{l}$ matrices into $\ell$ groups, each containing $K_{c}$ matrices. The $K_{c}$ matrices within each group are coded into an $\operatorname{MDS}\left(S, K_{c}\right)$ code by a Cauchy encoding matrix to create $S$ linear combinations of these $K_{c}$ matrices. Multiplication with a Cauchy encoding matrix corresponds to the well studied Trummer's problem [42] for which fast algorithms have been found in [39, 38, 84] that limit the encoding complexity to $\mathcal{C}_{e A}=\widetilde{\mathcal{O}}\left(\frac{\lambda \kappa S \log ^{2} S}{K_{c}}\right)$. The $s^{\text {th }}$ coded linear combination from each of the $\ell$ groups is sent to the $s^{t h}$ server. The $\mathbf{B}_{l}$ matrices are similarly encoded and uploaded to the $S$ servers. Note that because $K_{c}$ matrices are linearly combined into one linear com-
bination for each server, and there are $S$ servers, the upload cost of CSA codes is $S / K_{c}$. Each server multiplies the corresponding instances of coded $\mathbf{A}, \mathbf{B}$ matrices and returns the sum of these $\ell$ products. With straightforward matrix multiplication algorithms, each of the $\ell$ matrix products has a computation complexity of $\mathcal{O}(\lambda \kappa \mu)$ for a total of $\mathcal{O}(\ell \lambda \kappa \mu)$, which upon normalization by $L=\ell K_{c}$, yields a complexity of $\mathcal{C}_{s}=\mathcal{O}\left(\lambda \kappa \mu / K_{c}\right)$ per server. The responses from any $R=(\ell+1) K_{c}-1$ servers provide $R$ observations to the user, each comprised of linear combinations of various product matrices, including both desired products and undesired products (interference). Interpreting the $R$ observations as occupying an $R$-dimensional vector space, the $L$ desired matrix products $\left(\mathbf{A}_{l} \mathbf{B}_{l}\right)_{l \in[L]}$ occupy $L=\ell K_{c}$ of these $R$ dimensions, leaving only $R-L=K_{c}-1$ dimensions for interference. Remarkably, while there are a total of $\ell K_{c}\left(K_{c}-1\right)$ undesired matrix products, $\mathbf{A}_{l} \mathbf{B}_{l^{\prime}}, l \neq l^{\prime}$ that appear in the responses from the servers, they collectively occupy only a total of $K_{c}-1$ dimensions. This is because of cross-subspace alignment, facilitated by the specialized Cauchy structure of the encoding. Since $L=\ell K_{c}$ desired matrix products are recovered from a total of $R$ that are downloaded, the normalized download cost is $\frac{R}{L}=\frac{(\ell+1) K_{c}-1}{\ell K_{c}}$. Note that the decoding operation involves inverting a Cauchy-Vandermonde matrix, where the Cauchy part spans the dimensions carrying desired signals while the Vandermonde part spans the dimensions carrying interference. Fast algorithms for inverting such matrices are also known [35], which limits the decoding complexity to $\widetilde{\mathcal{O}}\left(\lambda \mu \log ^{2} R\right)$.

### 6.4.2 Observations

In this section we present some observations to place CSA Codes into perspective. In particular we would like to compare CSA codes which generalize and improve upon the state of art of batch processing approaches (LCC codes), against EP codes which represent the state of art for matrix-partitioning approaches.

1. From the conditions of Theorem 6.1 , the field size $|\mathbb{F}|$ must be at least equal to $S+L$. However, it is possible to reduce the field size requirement to $|\mathbb{F}| \geq S$ by constructing a systematic version of the code (see Section 6.4.4).
2. To estimate the complexity of computation at each server we use only straightforward matrix multiplication algorithms that require $\widetilde{\mathcal{O}}(\lambda \mu \kappa)$ arithmetic operations over $\mathbb{F}$ in order to compute the product of a $\lambda \times \mu$ matrix with a $\mu \times \kappa$ matrix. It is well known that this complexity can be improved upon by using more sophisticated ${ }^{6}$ algorithms [99, 25, 67]. Such improvements do not constitute a relative advantage because they can be applied similarly to other codes, such as Entangled Polynomial codes as well.
3. We are primarily interested in balanced settings, e.g., $\lambda=\mu=\kappa$, that are typically studied for complexity analysis. While the achievability claims of Theorem 6.1 are also applicable to unbalanced settings, it is not difficult to improve upon Theorem 6.1 in certain aspects in highly unbalanced settings. For example, as shown recently in [51], when $\kappa \ll \min (\lambda, \mu)$, it may be significantly beneficial for the user in terms of download cost to retrieve the $\mathbf{A}, \mathbf{B}$ matrices separately from the distributed servers and do the computation locally.
4. First let us compare CSA codes with LCC codes, both of which are based on batch processing. Remarkably, setting $\ell=1$ in CSA codes recovers the LCC code for CDBMM, i.e., LCC codes are a special case of CSA codes. The parameter $\ell$ in CSA codes is mainly ${ }^{7}$ useful to reduce download cost (by choosing large $\ell$ ). On the one hand, note that the download cost in (6.44) is always bounded between 1 and 2 , so even the worst case choice of $\ell$ will at most double the download cost. So if the download cost is only important in the $\mathcal{O}$ sense (as a function of $R$ ), then it is desirable to set $\ell=1$ and

[^28]$K_{c}=L$ which reduces the number of parameters for the coding scheme. On the other hand, for settings where the download cost is the dominating concern, the generalization to $\ell>1$ is important. For example, suppose for some application due to latency concerns there is a hard threshold that the download from each server cannot exceed the equivalent of one matrix multiplication, i.e., no more than $\lambda^{2}$ elements of $\mathbb{F}$. Then for large batch sizes $L$, the lower download cost of CSA codes translates into a smaller recovery threshold by up to a factor of 2 relative to LCC codes (albeit at the cost of increased upload and server computation).
5. Next, let us compare the performance of CSA codes with Entangled Polynomial ${ }^{8}$ codes[141]. For this comparison we will only focus on $\ell=1$, so this also applies equivalently to LCC codes which are obtained as special cases of CSA codes when $\ell=1$. In order to compute a batch of matrix products $\left(\mathbf{A}_{l} \mathbf{B}_{l}\right)_{l \in[L]}$, we will show that joint/batch processing of all $L$ products with CSA codes achieves significantly better communication (upload-download) costs than separate application of Entangled Polynomial codes for each $l \in[L]$, under the same recovery-threshold-computational-complexity-trade-off. It is proved in [141] that for any positive integers $(p, m, n)$, Entangled Polynomial codes achieve

Recovery threshold:

$$
\begin{equation*}
R=p m n+p-1, \tag{6.48}
\end{equation*}
$$

Upload cost:
Download cost:

$$
\begin{align*}
\left(U_{A}, U_{B}\right) & =(S / p m, S / p n),  \tag{6.49}\\
D & =\frac{p m n+p-1}{m n} \tag{6.50}
\end{align*}
$$

To simplify the order analysis, let us assume that $\lambda=\kappa=\mu$, and to balance the upload $\operatorname{costs}\left(U_{A}, U_{B}\right)$ let us choose $m=n$. Let us regard the recovery threshold $R$ as a variable, and consider the upload cost $U_{A}, U_{B}$ and the download cost $D$ as functions of $R$. So

[^29]for the Entangled Polynomial codes [141], we have
\[

$$
\begin{equation*}
U_{A}=U_{B}=U=\frac{m S}{p m^{2}} \geq m\left(\frac{S}{R}\right), \quad D=\frac{R}{m^{2}} \tag{6.51}
\end{equation*}
$$

\]

A tradeoff is evident. For example, if we want download cost of $\mathcal{O}(1)$, then we need $m=\Theta(\sqrt{R})$ which yields upload cost of $\mathcal{O}(S / \sqrt{R})$. On the other hand, if we want upload cost of $\mathcal{O}(S / R)$, then we should set $m=\Theta(1)$ which yields download cost of $\mathcal{O}(R)$. If $S / R$ is held constant, then to best balance the upload and download cost, we need $m=\Theta\left(R^{1 / 3}\right)$, which yields both upload cost and download cost of $\mathcal{O}\left(R^{1 / 3}\right)$. Evidently, it is not possible to achieve both upload and download cost of $\mathcal{O}(1)$ with Entagled Polynomial codes. However, with CSA codes, setting $\ell=1$, we have upload cost of $\mathcal{O}(1)$ and download cost of $\mathcal{O}(S / R)$. In particular, if $S / R$ is a constant, then both upload and download costs are $\mathcal{O}(1)$. Note that CSA codes have the same server computational complexity of $\mathcal{O}\left(\lambda^{3} / R\right)$ normalized by batch size as EP codes.
6. Continuing with the comparison between CSA codes and EP codes, Figure 6.2a, 6.2b and 6.2 c show lower convex hulls of achievable (balanced upload cost, download cost) pairs of Entangled Polynomial codes and CSA codes given the number of servers and the recovery threshold $(S=30, R \leq 25)$, $(S=300, R \leq 250)$ and ( $S=3000, R \leq 2500)$ respectively. Each value of $(S, R)$ produces an achievable region in the $(U, D)$ plane (including all possible choices of $m, n, p$ parameters for Entagled Polynomial codes, and all choices of $\ell, K_{c}$ parameters for CSA codes). What is shown in the figure is the union of these regions for each case, e.g., in the first figure the union is over all $(S, R)$ with ( $S=30, R \leq 25$ ). Evidently, the advantage of CSA codes over Entangled Polynomial codes in terms of communication cost is significant and grows stronger for larger ( $S, R$ ) values.
7. CSA codes show a similar advantage over Entangled Polynomial codes in terms of the tradeoff between encoding complexity and decoding complexity normalized by


Figure 6.2: Lower convex hulls of achievable (balanced upload cost, download cost) pairs $(U, D)$ of Entangled Polynomial codes (EP codes) and cross subspace alignment codes (CSA codes) given (a) $(S=30, R \leq 25)$, (b) $(S=300, R \leq 250)$ and (c) $(S=3000, R \leq 2500)$.
batch size. For example, consider the balanced setting of $m=n, \lambda=\mu=\kappa$, and constant $S / R$. The encoding complexity of Entangled Polynomial codes is $\widetilde{\mathcal{O}}\left(\lambda^{2} U \log ^{2} S\right)$, and the decoding complexity is $\widetilde{\mathcal{O}}\left(\lambda^{2} D \log ^{2} R\right)$, where $U=U_{A}=U_{B}$ is the balanced upload cost, and $D$ is the download cost. For CSA codes, the encoding complexity is $\widetilde{\mathcal{O}}\left(\lambda^{2} \log ^{2} S\right)$, and the decoding complexity is $\widetilde{\mathcal{O}}\left(\lambda^{2} \log ^{2} R\right)$, which corresponds to $U=D=\mathcal{O}(1)$. Thus, the communication cost advantage of CSA codes over Entangled Polynomial codes is further manifested in the improved tradeoff between encoding and decoding complexity.
8. Finally, let us place CSA codes in perspective with previous applications of crosssubspace alignment. The idea of cross-subspace alignment was introduced in the context of $X$-secure $T$-private information retrieval (XSTPIR) in Chapter 2. The goal of XSTPIR is to allow a user to retrieve, as efficiently as possible, a desired message $W_{\theta}$ out of $K$ messages, $W_{1}, W_{2}, \cdots, W_{K}$ that are 'secret-shared' across $S$ servers in an $X$ secure fashion, without revealing any information about the index $\theta$ to any group of up to $T$ colluding servers. According to the scheme proposed in Chapter 2 the $\ell^{\text {th }}$ symbol of each message is stored in the $1 \times K$ vector $\mathbf{W}_{\ell}$. The query vector $\mathbf{Q}_{\theta}$ is the $\theta^{\text {th }}$ column of a $K \times K$ identity matrix, so that retrieving the product $\mathbf{W}_{\ell} \mathbf{Q}_{\theta}$ retrieves the $\ell^{t h}$
symbol of the desired message $W_{\theta}$. In order to guarantee security of data and privacy of queries, the $\mathbf{W}_{\ell}$ and $\mathbf{Q}_{\theta}$ vectors are mixed with independent noise terms. Intuitively, by replacing $\mathbf{W}_{\ell}$ and $\mathbf{Q}_{\theta}$ with matrices $\mathbf{A}$ and $\mathbf{B}$, and eliminating the corresponding noise terms if the privacy and/or security constraints are relaxed, cross-subspace alignment schemes can be used to retrieve arbitrary matrix products $\mathbf{A B}$. This intuition helps with some of the achievable schemes ${ }^{9}$ in [51, 61]. However, in Chapter 2, the $\mathbf{W}_{\ell}$ vectors are not jointly encoded. Each $\mathbf{W}_{\ell}$ vector is separately mixed with noise. Similarly, in $[51,61]$ the matrices are separately mixed with noise for security, and not jointly encoded. Joint encoding of messages arises in PIR when instead of replicated storage [102, 106], coded storage is assumed [11, 108, 36, 105, 142, 116]. PIR with MDS-coded storage, $X$-secure data and $T$-private queries is studied in [54] and indeed a generalized cross-subspace alignment scheme is the key contribution of [54]. However, since there is only one query vector $\mathbf{Q}_{\theta}$, applications of this cross-subspace alignment scheme are useful primarily for matrix multiplications of the form $\mathbf{A}_{1} \mathbf{B}, \mathbf{A}_{2} \mathbf{B}, \cdots, \mathbf{A}_{L} \mathbf{B}$, where we have only one $\mathbf{B}$ matrix to be multiplied with each $\mathbf{A}$ matrix. This is indeed how the scheme is applied in the context of private secure distributed matrix multiplication (PSDMM) in [54]. Batch multiplications of the form $\mathbf{A}_{1} \mathbf{B}_{1}, \mathbf{A}_{2} \mathbf{B}_{2}, \cdots, \mathbf{A}_{L} \mathbf{B}_{L}$, that are studied in this chapter, present a significantly greater challenge in that joint coding is now to be applied both among $\mathbf{A}_{1}, \mathbf{A}_{2}, \cdots, \mathbf{A}_{L}$ and among $\mathbf{B}_{1}, \mathbf{B}_{2}, \cdots, \mathbf{B}_{L}$ matrices, which introduces new interference terms $\mathbf{A}_{l} \mathbf{B}_{l^{\prime}}, l \neq l^{\prime}$. A central technical challenge behind this chapter is to determine if and how these terms can be aligned. The CSA codes introduced in this chapter present a solution to this challenge.

[^30]
### 6.4.3 Proof of Theorem 6.1

In this section, we present the construction of CSA codes. Let $L=\ell K_{c}$. Before presenting the general code construction let us start with some illustrative examples.
$\ell=2, K_{c}=2, L=4$

Let $f_{1,1}, f_{1,2}, f_{2,1}, f_{2,2}, \alpha_{1}, \ldots, \alpha_{S}$ represent $\left(S+\ell K_{c}\right)=(S+4)$ distinct elements from $\mathbb{F}$. For all $s \in[S]$, let us define

$$
\begin{align*}
& \Delta_{s}^{1,2}=\left(f_{1,1}-\alpha_{s}\right)\left(f_{1,2}-\alpha_{s}\right)  \tag{6.52}\\
& \Delta_{s}^{2,2}=\left(f_{2,1}-\alpha_{s}\right)\left(f_{2,2}-\alpha_{s}\right) \tag{6.53}
\end{align*}
$$

Let us set $\mathbf{A}_{l, k}=\mathbf{A}_{K_{c}(l-1)+k}$ and $\mathbf{B}_{l, k}=\mathbf{B}_{K_{c}(l-1)+k}$ for all $l \in[2], k \in[2]$. Coded shares of matrices $\mathbf{A}$ are constructed as follows.

$$
\begin{equation*}
\widetilde{A}^{s}=\left(\widetilde{A}_{1}^{s}, \widetilde{A}_{2}^{s}\right) \tag{6.54}
\end{equation*}
$$

where

$$
\begin{align*}
\widetilde{A}_{1}^{s} & =\Delta_{s}^{1,2}\left(\frac{1}{f_{1,1}-\alpha_{s}} \mathbf{A}_{1,1}+\frac{1}{f_{1,2}-\alpha_{s}} \mathbf{A}_{1,2}\right)  \tag{6.55}\\
& =\left(f_{1,2}-\alpha_{s}\right) \mathbf{A}_{1,1}+\left(f_{1,1}-\alpha_{s}\right) \mathbf{A}_{1,2}  \tag{6.56}\\
\widetilde{A}_{2}^{s} & =\Delta_{s}^{2,2}\left(\frac{1}{f_{2,1}-\alpha_{s}} \mathbf{A}_{2,1}+\frac{1}{f_{2,2}-\alpha_{s}} \mathbf{A}_{2,2}\right)  \tag{6.57}\\
& =\left(f_{2,2}-\alpha_{s}\right) \mathbf{A}_{2,1}+\left(f_{2,1}-\alpha_{s}\right) \mathbf{A}_{2,2} \tag{6.58}
\end{align*}
$$

Coded shares of matrices $\mathbf{B}$ are constructed as follows.

$$
\begin{equation*}
\widetilde{B}^{s}=\left(\widetilde{B}_{1}^{s}, \widetilde{B}_{2}^{s}\right) \tag{6.59}
\end{equation*}
$$

where

$$
\begin{align*}
\widetilde{B}_{1}^{s} & =\frac{1}{f_{1,1}-\alpha_{s}} \mathbf{B}_{1,1}+\frac{1}{f_{1,2}-\alpha_{s}} \mathbf{B}_{1,2}  \tag{6.60}\\
\widetilde{B}_{2}^{s} & =\frac{1}{f_{2,1}-\alpha_{s}} \mathbf{B}_{2,1}+\frac{1}{f_{2,2}-\alpha_{s}} \mathbf{B}_{2,2} \tag{6.61}
\end{align*}
$$

The answer provided by the $s^{\text {th }}$ server to the user is constructed as follows.

$$
\begin{equation*}
Y_{s}=\widetilde{A}_{1}^{s} \widetilde{B}_{1}^{s}+\widetilde{A}_{2}^{s} \widetilde{B}_{2}^{s} \tag{6.62}
\end{equation*}
$$

To see why the $R=(\ell+1) K_{c}-1=5$ recovery threshold holds, we rewrite $Y_{s}$ as follows.

$$
\begin{aligned}
& Y_{s}= \widetilde{A}_{1}^{s} \widetilde{B}_{1}^{s}+\widetilde{A}_{2}^{s} \widetilde{B}_{2}^{s} \\
&= \frac{f_{1,2}-\alpha_{s}}{f_{1,1}-\alpha_{s}} \mathbf{A}_{1,1} \mathbf{B}_{1,1}+\frac{f_{1,1}-\alpha_{s}}{f_{1,2}-\alpha_{s}} \mathbf{A}_{1,2} \mathbf{B}_{1,2}+\frac{f_{2,2}-\alpha_{s}}{f_{2,1}-\alpha_{s}} \mathbf{A}_{2,1} \mathbf{B}_{2,1}+\frac{f_{2,1}-\alpha_{s}}{f_{2,2}-\alpha_{s}} \mathbf{A}_{2,2} \mathbf{B}_{2,2} \\
&+\left(\mathbf{A}_{1,1} \mathbf{B}_{1,2}+\mathbf{A}_{1,2} \mathbf{B}_{1,1}+\mathbf{A}_{2,1} \mathbf{B}_{2,2}+\mathbf{A}_{2,2} \mathbf{B}_{2,1}\right) \\
&= \frac{f_{1,1}-\alpha_{s}+\left(f_{1,2}-f_{1,1}\right)}{f_{1,1}-\alpha_{s}} \mathbf{A}_{1,1} \mathbf{B}_{1,1}+\frac{f_{1,2}-\alpha_{s}+\left(f_{1,1}-f_{1,2}\right)}{f_{1,2}-\alpha_{s}} \mathbf{A}_{1,2} \mathbf{B}_{1,2} \\
& \quad+\frac{f_{2,1}-\alpha_{s}+\left(f_{2,2}-f_{2,1}\right)}{f_{2,1}-\alpha_{s}} \mathbf{A}_{2,1} \mathbf{B}_{2,1}+\frac{f_{2,2}-\alpha_{s}+\left(f_{2,1}-f_{2,2}\right)}{f_{2,2}-\alpha_{s}} \mathbf{A}_{2,2} \mathbf{B}_{2,2} \\
& \quad+\left(\mathbf{A}_{1,1} \mathbf{B}_{1,2}+\mathbf{A}_{1,2} \mathbf{B}_{1,1}+\mathbf{A}_{2,1} \mathbf{B}_{2,2}+\mathbf{A}_{2,2} \mathbf{B}_{2,1}\right) \\
&=\frac{f_{1,2}-f_{1,1}}{f_{1,1}-\alpha_{s}} \mathbf{A}_{1,1} \mathbf{B}_{1,1}+\frac{f_{1,1}-f_{1,2}}{f_{1,2}-\alpha_{s}} \mathbf{A}_{1,2} \mathbf{B}_{1,2} \\
&+\frac{f_{2,2}-f_{2,1}}{f_{2,1}-\alpha_{s}} \mathbf{A}_{2,1} \mathbf{B}_{2,1}+\frac{f_{2,1}-f_{2,2}}{f_{2,2}-\alpha_{s}} \mathbf{A}_{2,2} \mathbf{B}_{2,2} \\
& \quad+\left(\mathbf{A}_{1,1} \mathbf{B}_{1,1}+\mathbf{A}_{1,2} \mathbf{B}_{1,2}+\mathbf{A}_{2,1} \mathbf{B}_{2,1}+\mathbf{A}_{2,2} \mathbf{B}_{2,2}\right. \\
&\left.\quad+\mathbf{A}_{1,1} \mathbf{B}_{1,2}+\mathbf{A}_{1,2} \mathbf{B}_{1,1}+\mathbf{A}_{2,1} \mathbf{B}_{2,2}+\mathbf{A}_{2,2} \mathbf{B}_{2,1}\right) .
\end{aligned}
$$

Therefore, for any $R=5$ servers, whose indices are denoted as $s_{1}, s_{2}, \ldots, s_{5}$, we can represent their answers in the following matrix form.
where $c_{1,1}=f_{1,2}-f_{1,1}, c_{2,1}=f_{2,2}-f_{2,1}, c_{1,2}=-c_{1,1}, c_{2,2}=-c_{2,1}$. Since $f_{1,1}, f_{1,2}, f_{2,1}, f_{2,2}$ are distinct elements from $\mathbb{F}$, the constants $c_{1,1}, c_{1,2}, c_{2,1}, c_{2,2}$ take non-zero values. Guaranteed by Lemma 2.5 and the fact that Kronecker product of non-singular matrices is non-singular, the $5 \lambda \times 5 \lambda$ matrix $\left(\mathbf{V}_{2,2,5} \mathbf{V}_{2,2,5}^{\prime}\right) \otimes \mathbf{I}_{\lambda}$ is invertible, and the user is able to recover desired products $\left(\mathbf{A}_{1} \mathbf{B}_{1}, \ldots, \mathbf{A}_{4} \mathbf{B}_{4}\right)=\left(\mathbf{A}_{l, k} \mathbf{B}_{l, k}\right)_{l \in[2], k \in[2]}$ from the answers received from any $R=5$ servers. This completes the proof of the $R=5$ recovery threshold. Finally, note that the upload cost is $U_{A}=U_{B}=S / 2=S / K_{c}$ and the download cost is $D=4 / 5$ because a total of $R=5$ matrix products, each of dimension $\lambda \times \mu$, are downloaded (one from each server) from which the 4 desired matrix products, also each of dimension $\lambda \times \mu$, are recovered.
$\ell=1, K_{c}=3, L=3$

Let $f_{1,1}, f_{1,2}, f_{1,3}, \alpha_{1}, \alpha_{2}, \ldots, \alpha_{S}$ represent $\left(S+\ell K_{c}\right)=(S+3)$ distinct elements from $\mathbb{F}$. For all $s \in[S]$, let us define

$$
\begin{equation*}
\Delta_{s}^{1,3}=\left(f_{1,1}-\alpha_{s}\right)\left(f_{1,2}-\alpha_{s}\right)\left(f_{1,3}-\alpha_{s}\right) \tag{6.68}
\end{equation*}
$$

Shares of A and B at the $s^{t h}$ server are constructed as follows.

$$
\begin{align*}
& \widetilde{A}^{s}=\Delta_{s}^{1,3}\left(\frac{1}{f_{1,1}-\alpha_{s}} \mathbf{A}_{1,1}+\frac{1}{f_{1,2}-\alpha_{s}} \mathbf{A}_{1,2}+\frac{1}{f_{1,3}-\alpha_{s}} \mathbf{A}_{1,3}\right),  \tag{6.69}\\
& \widetilde{B}^{s}=\frac{1}{f_{1,1}-\alpha_{s}} \mathbf{B}_{1,1}+\frac{1}{f_{1,2}-\alpha_{s}} \mathbf{B}_{1,2}+\frac{1}{f_{1,3}-\alpha_{s}} \mathbf{B}_{1,3}, \tag{6.70}
\end{align*}
$$

where we set $\mathbf{A}_{1, k}=\mathbf{A}_{k}$ and $\mathbf{B}_{1, k}=\mathbf{B}_{k}$ for $k \in[3]$. The answer returned by the $s^{\text {th }}$ server to the user is

$$
\begin{equation*}
Y_{s}=\widetilde{A}^{s} \widetilde{B}^{s} \tag{6.71}
\end{equation*}
$$

Now let us prove that the user is able to recover desired products $\left(\mathbf{A}_{l} \mathbf{B}_{l}\right)_{l \in[3]}=\left(\mathbf{A}_{1, k} \mathbf{B}_{1, k}\right)_{k \in[3]}$ with recovery threshold $R=(\ell+1) K_{c}-1=2 \times 3-1=5$. Let us rewrite $Y_{s}$ as follows.

$$
\begin{align*}
& Y_{s}= \widetilde{A}^{s}  \tag{6.72}\\
& \widetilde{B}^{s} \\
&= \frac{\left(f_{1,2}-\alpha_{s}\right)\left(f_{1,3}-\alpha_{s}\right)}{f_{1,1}-\alpha_{s}} \mathbf{A}_{1,1} \mathbf{B}_{1,1}+\frac{\left(f_{1,1}-\alpha_{s}\right)\left(f_{1,3}-\alpha_{s}\right)}{f_{1,2}-\alpha_{s}} \mathbf{A}_{1,2} \mathbf{B}_{1,2} \\
&+\frac{\left(f_{1,1}-\alpha_{s}\right)\left(f_{1,2}-\alpha_{s}\right)}{f_{1,3}-\alpha_{s}} \mathbf{A}_{1,3} \mathbf{B}_{1,3}+\left(f_{1,1}-\alpha_{s}\right)\left(\mathbf{A}_{1,2} \mathbf{B}_{1,3}+\mathbf{A}_{1,3} \mathbf{B}_{1,2}\right)  \tag{6.73}\\
&+\left(f_{1,2}-\alpha_{s}\right)\left(\mathbf{A}_{1,1} \mathbf{B}_{1,3}+\mathbf{A}_{1,3} \mathbf{B}_{1,1}\right)+\left(f_{1,3}-\alpha_{s}\right)\left(\mathbf{A}_{1,1} \mathbf{B}_{1,2}+\mathbf{A}_{1,2} \mathbf{B}_{1,1}\right) .
\end{align*}
$$

Next let us manipulate the first term on the RHS. By long division of polynomials (regard numerator and denominator as polynomials of $\alpha_{s}$, we have

$$
\begin{align*}
& \frac{\left(f_{1,2}-\alpha_{s}\right)\left(f_{1,3}-\alpha_{s}\right)}{f_{1,1}-\alpha_{s}} \mathbf{A}_{1,1} \mathbf{B}_{1,1}  \tag{6.74}\\
& =\left(-\alpha_{s}+\left(f_{1,2}+f_{1,3}-f_{1,1}\right)+\frac{\left(f_{1,2}-f_{1,1}\right)\left(f_{1,3}-f_{1,1}\right)}{f_{1,1}-\alpha_{s}}\right) \mathbf{A}_{1,1} \mathbf{B}_{1,1} . \tag{6.75}
\end{align*}
$$

Now it is obvious that the scaling factor of $\mathbf{A}_{1,1} \mathbf{B}_{1,1}$ can be expanded into weighted sums of the terms $\left(f_{1,1}-\alpha_{s}\right)^{-1}, 1$ and $\alpha_{s}$. For the second and third terms in (6.73), by the long division of polynomials, we can similarly show that the second term can be expanded into
weighted sums of the terms $\left(f_{1,2}-\alpha_{s}\right)^{-1}, 1$ and $\alpha_{s}$ and that the third term can be expanded into weighted sums of the terms $\left(f_{1,3}-\alpha_{s}\right)^{-1}, 1$ and $\alpha_{s}$. Note that the last three terms in (6.73) can be expanded into weighted sums of the terms $1, \alpha_{s}$. Now, consider any $R=5$ servers, whose indices are denoted as $s_{i}, i \in[5]$, and we can represent their answers in the following matrix notation.
where we have used $*$ to represent various combinations of interference symbols that can be found explicitly by expanding (6.73), since those forms are not important. We have $c_{1,1}=$ $\left(f_{1,2}-f_{1,1}\right)\left(f_{1,3}-f_{1,1}\right), c_{1,2}=\left(f_{1,1}-f_{1,2}\right)\left(f_{1,3}-f_{1,2}\right)$ and $c_{1,3}=\left(f_{1,1}-f_{1,3}\right)\left(f_{1,2}-f_{1,3}\right)$. Since $f_{1,1}, f_{1,2}$ and $f_{1,3}$ are distinct by definition, it follows that $c_{1,1}, c_{1,2}$ and $c_{1,3}$ are non-zero values. Therefore, the matrix $\left(\mathbf{V}_{1,3,5} \mathbf{V}_{1,3,5}^{\prime}\right) \otimes \mathbf{I}_{\lambda}$ is invertible according to Lemma 2.5 and the properties of Kronecker products. Thus, the user is able to recover the desired matrix products by inverting the matrix $\left(\mathbf{V}_{1,3,5} \mathbf{V}_{1,3,5}^{\prime}\right) \otimes \mathbf{I}_{\lambda}$. This completes the proof of $R=5$ recovery threshold. Similarly, we can compute the upload cost and download cost of the code as follows, $U_{A}=U_{B}=S / K_{c}=S / 3$, and $D=5 / 3$, which achieves desired costs.

Arbitrary $\ell, K_{c}$ and $L=\ell K_{c}$

Now let us present the general code construction. Let $f_{1,1}, f_{1,2}, \cdots, f_{\ell, K_{c}}, \alpha_{1}, \alpha_{2}, \cdots, \alpha_{S}$ represent $(S+L)$ distinct elements from $\mathbb{F}$. For all $l \in[\ell], s \in[S]$, let us define

$$
\begin{equation*}
\Delta_{s}^{, K_{c}}=\prod_{k \in\left[K_{c}\right]}\left(f_{l, k}-\alpha_{s}\right) . \tag{6.77}
\end{equation*}
$$

Let us also define

$$
\begin{align*}
& \mathbf{A}_{l, k}=\mathbf{A}_{K_{c}(l-1)+k},  \tag{6.78}\\
& \mathbf{B}_{l, k}=\mathbf{B}_{K_{c}(l-1)+k}, \tag{6.79}
\end{align*}
$$

for all $l \in[\ell], k \in\left[K_{c}\right]$. Note that by this definition, desired products can be represented as follows.

$$
\left(\begin{array}{ccc}
\mathbf{A}_{1,1} \mathbf{B}_{1,1} & \cdots & \mathbf{A}_{1, K_{c}} \mathbf{B}_{1, K_{c}}  \tag{6.80}\\
\mathbf{A}_{2,1} \mathbf{B}_{2,1} & \cdots & \mathbf{A}_{2, K_{c}} \mathbf{B}_{2, K_{c}} \\
\vdots & \vdots & \vdots \\
\mathbf{A}_{\ell, 1} \mathbf{B}_{\ell, 1} & \cdots & \mathbf{A}_{\ell, K_{c}} \mathbf{B}_{\ell, K_{c}}
\end{array}\right)=\left(\begin{array}{ccc}
\mathbf{A}_{1} \mathbf{B}_{1} & \cdots & \mathbf{A}_{K_{c}} \mathbf{B}_{K_{c}} \\
\mathbf{A}_{K_{c}+1} \mathbf{B}_{K_{c}+1} & \cdots & \mathbf{A}_{2 K_{c}} \mathbf{B}_{2 K_{c}} \\
\vdots & \vdots & \vdots \\
\mathbf{A}_{(\ell-1) K_{c}+1} \mathbf{B}_{(\ell-1) K_{c}+1} & \cdots & \mathbf{A}_{\ell K_{c}} \mathbf{B}_{\ell K_{c}}
\end{array}\right) .
$$

Now we are ready to construct the CSA code with arbitrary parameters ( $\ell, K_{c}$ ). For all $s \in[S]$, let us construct shares of matrices $\mathbf{A}$ and $\mathbf{B}$ at the $s^{\text {th }}$ server as follows.

$$
\begin{align*}
& \widetilde{A}^{s}=\left(\widetilde{A}_{1}^{s}, \widetilde{A}_{2}^{s}, \ldots, \widetilde{A}_{\ell}^{s}\right),  \tag{6.81}\\
& \widetilde{B}^{s}=\left(\widetilde{B}_{1}^{s}, \widetilde{B}_{2}^{s}, \ldots, \widetilde{B}_{\ell}^{s}\right), \tag{6.82}
\end{align*}
$$

where for $l \in[\ell]$, let us set

$$
\begin{equation*}
\widetilde{A}_{l}^{s}=\Delta_{s}^{l, K_{c}} \sum_{k \in\left[K_{c}\right]} \frac{1}{f_{l, k}-\alpha_{s}} \mathbf{A}_{l, k} \tag{6.83}
\end{equation*}
$$

$$
\begin{equation*}
\widetilde{B}_{l}^{s}=\sum_{k \in\left[K_{c}\right]} \frac{1}{f_{l, k}-\alpha_{s}} \mathbf{B}_{l, k} . \tag{6.84}
\end{equation*}
$$

The answer returned by the $s^{t h}$ server to the user is constructed as follows.

$$
\begin{align*}
Y_{s} & =\sum_{l \in[\ell]} \widetilde{A}_{l}^{s} \widetilde{B}_{l}^{s}  \tag{6.85}\\
& =\widetilde{A}_{1}^{s} \widetilde{B}_{1}^{s}+\widetilde{A}_{2}^{s} \widetilde{B}_{2}^{s}+\cdots+\widetilde{A}_{\ell}^{s} \widetilde{B}_{\ell}^{s} \tag{6.86}
\end{align*}
$$

Now let us see why the $R=(\ell+1) K_{c}-1$ recovery threshold holds. First, let us rewrite $Y_{s}$ as follows.

$$
\begin{align*}
& Y_{s}= \widetilde{A}_{1}^{s} \widetilde{B}_{1}^{s}+\widetilde{A}_{2}^{s} \widetilde{B}_{2}^{s}+\cdots+\widetilde{A}_{\ell}^{s} \widetilde{B}_{\ell}^{s}  \tag{6.87}\\
&= \sum_{l \in[\ell]} \Delta_{s}^{l, K_{c}}\left(\sum_{k \in\left[K_{c}\right]} \frac{1}{f_{l, k}-\alpha_{s}} \mathbf{A}_{l, k}\right)\left(\sum_{k \in\left[K_{c}\right]} \frac{1}{f_{l, k}-\alpha_{s}} \mathbf{B}_{l, k}\right)  \tag{6.88}\\
&= \sum_{l \in[\ell]} \Delta_{s}^{l, K_{c}}\left(\sum_{k \in\left[K_{c}\right]} \sum_{k^{\prime} \in\left[K_{c}\right]} \frac{\mathbf{A}_{l, k} \mathbf{B}_{l, k^{\prime}}}{\left(f_{l, k}-\alpha_{s}\right)\left(f_{l, k^{\prime}}-\alpha_{s}\right)}\right)  \tag{6.89}\\
&= \sum_{l \in[\ell]} \sum_{k \in\left[K_{c}\right]} \frac{\prod_{k^{\prime} \in\left[K_{c}\right] \backslash\{k\}}\left(f_{l, k^{\prime}}-\alpha_{s}\right)}{\left(f_{l, k}-\alpha_{s}\right)} \mathbf{A}_{l, k} \mathbf{B}_{l, k} \\
&+\sum_{l \in[\ell], k k^{\prime} \in\left[K_{c}\right]}^{\left.k \neq k^{\prime}\right]}  \tag{6.90}\\
&\left.\sum_{k^{\prime \prime} \in\left[K_{c}\right] \backslash\left\{k, k^{\prime}\right\}}\left(\prod_{l, k^{\prime \prime}}-\alpha_{s}\right)\right) \mathbf{A}_{l, k} \mathbf{B}_{l, k^{\prime}},
\end{align*}
$$

where in the last step, we split the summation into two parts depending on whether or not $k=k^{\prime}$.

Let us consider the first term in (6.90). If we regard both numerator and denominator as polynomials of $\alpha_{s}$, then by long division of polynomials, for each $l \in[\ell], k \in\left[K_{c}\right]$, the following term

$$
\begin{equation*}
\frac{\prod_{k^{\prime} \in\left[K_{c}\right] \backslash\{k\}}\left(f_{l, k^{\prime}}-\alpha_{s}\right)}{\left(f_{l, k}-\alpha_{s}\right)} \mathbf{A}_{l, k} \mathbf{B}_{l, k} \tag{6.91}
\end{equation*}
$$

can be expanded into weighted sums of the terms $\left(f_{l, k}-\alpha_{s}\right)^{-1}, 1, \alpha_{s}, \cdots, \alpha_{s}^{K_{c}-2}$, i.e., it can be rewritten as

$$
\begin{equation*}
\left(c_{-1}\left(f_{l, k}-\alpha_{s}\right)^{-1}+c_{0}+c_{1} \alpha_{s}+\cdots+c_{K_{c}-2} \alpha_{s}^{K_{c}-2}\right) \mathbf{A}_{l, k} \mathbf{B}_{l, k} \tag{6.92}
\end{equation*}
$$

Now note that the numerator polynomial $\prod_{k^{\prime} \in\left[K_{c}\right] \backslash\{k\}}\left(f_{l, k^{\prime}}-\alpha_{s}\right)$ has no root $f_{l, k}$, while $f_{l, k}$ is the only root of the denominator polynomial. Since $\left(f_{l, k}\right)_{l \in[\ell], k \in\left[K_{c}\right]}$ are distinct elements from $\mathbb{F}$ by definition, by the polynomial remainder theorem, $c_{-1}=\prod_{k^{\prime} \in\left[K_{c}\right] \backslash\{k\}}\left(f_{l, k^{\prime}}-f_{l, k}\right) \neq 0$.

Next we note that the second term in (6.90) can be expanded ${ }^{10}$ into weighted sums of the terms $1, \alpha_{s}, \cdots, \alpha_{s}^{K_{c}-2}$, so in the matrix form, answers from any $R=(\ell+1) K_{c}-1$ servers, whose indices are denoted as $s_{1}, s_{2}, \cdots, s_{R}$, can be written as follows.

$$
\begin{aligned}
& {\left[\begin{array}{c}
Y_{s_{1}} \\
Y_{s_{2}} \\
\vdots \\
Y_{s_{R}}
\end{array}\right]=\underbrace{\left[\begin{array}{cccccccc}
\frac{1}{f_{1,1}-\alpha_{s_{1}}} & \frac{1}{f_{1,2}-\alpha_{s_{1}}} & \cdots & \frac{1}{f_{\ell, K_{c}}-\alpha_{s_{1}}} & 1 & \alpha_{s_{1}} & \cdots & \alpha_{s_{1}}^{R-L-1} \\
\frac{1}{f_{1,1}-\alpha_{s_{2}}} & \frac{1}{f_{1,2}-\alpha_{s_{2}}} & \cdots & \frac{1}{f_{\ell, K_{c}-\alpha_{s_{2}}}} & 1 & \alpha_{s_{2}} & \cdots & \alpha_{s_{2}}^{R-L-1} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{1}{f_{1,1}-\alpha_{s_{R}}} & \frac{1}{f_{1,2}-\alpha_{s_{R}}} & \cdots & \frac{1}{f_{\ell, K_{c}-\alpha_{s_{R}}}} & 1 & \alpha_{s_{R}} & \cdots & \alpha_{s_{R}}^{R-L-1}
\end{array}\right]}_{\mathbf{V}_{\ell, K_{c}, R}}}
\end{aligned}
$$

[^31]where we have used $*$ to represent various combinations of interference symbols that can be found explicitly by expanding (6.90), whose exact forms are irrelevant. We note that $R-L-1=(\ell+1) K_{c}-1-\ell K_{c}-1=K_{c}-2$. And we also note that for all $l \in[\ell]$ and $k \in\left[K_{c}\right]$, $c_{l, k}=\prod_{k^{\prime} \in\left[K_{c} \backslash\{k\}\right.}\left(f_{l, k^{\prime}}-f_{l, k}\right) \neq 0$. Therefore, guaranteed by Lemma 2.5 and the fact that the Kronecker product of non-singular matrices is non-singular, the matrix $\left(\mathbf{V}_{\ell, K_{c}, R} \mathbf{V}_{\ell, K_{c}, R}^{\prime}\right) \otimes \mathbf{I}_{\lambda}$ is invertible. Therefore, the user is able to recover desired products $\left(\mathbf{A}_{l, k} \mathbf{B}_{l, k}\right)_{l \in[\ell], k \in\left[K_{c}\right]}$ by inverting the matrix. This completes the proof of $R=(\ell+1) K_{c}-1$ recovery threshold. For the upload costs, it is easy to see that we have $U_{A}=U_{B}=(\ell S) / L=S / K_{c}$. The download cost is $D=R / L=\left((\ell+1) K_{c}-1\right) /\left(\ell K_{c}\right)$. The computational complexity at each server is $\mathcal{O}\left(\lambda \kappa \mu / K_{c}\right)$ if we assume straightforward matrix multiplication algorithms.

Finally, let us consider the encoding and decoding complexity. Recall the encoding functions (6.81), (6.82), (6.83), (6.84). Note that each of the $\widetilde{A}_{\ell}^{s}$ can be regarded as products of an $S \times K_{c}$ Cauchy matrix with a total of $\lambda \kappa$ column vectors of length $K_{c}$. Similarly, each of the $\widetilde{B}_{\ell}^{s}$ can be considered as products of an $S \times K_{c}$ Cauchy matrix by a total of $\kappa \mu$ column vectors of length $K_{c}$. Remarkably, the problem of efficiently multiplying an $S \times S$ Cauchy matrix with a column vector is known as Trummer's problem[42]. Fast algorithms exist [39, 38, 84] that solve Trummer's problem with computational complexity as low as $\widetilde{\mathcal{O}}\left(S \log ^{2} S\right)$, in contrast to straightforward algorithms that have computational complexity of $\mathcal{O}\left(S^{2}\right)$. Similarly, with fast algorithms the computational complexity of multiplying a $S \times K_{c}$ Cauchy matrix with a column vector is at most $\widetilde{\mathcal{O}}\left(S \log ^{2} S\right)$, so the encoding complexity of $\widetilde{A}{ }^{[S]}$ and $\widetilde{B^{[S]}}$ is at most $\widetilde{\mathcal{O}}\left(\left(\lambda \kappa S \log ^{2} S\right) / K_{c}\right)$ and $\widetilde{\mathcal{O}}\left(\left(\kappa \mu S \log ^{2} S\right) / K_{c}\right)$, respectively. On the other hand, consider the decoding procedure of CSA codes, which can be regarded as solving a total of $\lambda \mu$ linear systems defined by an $R \times R$ coefficient matrix. Indeed, this coefficient matrix is a Cauchy-Vandermonde matrix. There is a large body of literature studying fast algorithms for solving linear systems defined by $R \times R$ Cauchy-Vandermonde matrices, and
the best known computational complexity is $\widetilde{\mathcal{O}}\left(R \log ^{2} R\right)$, see, e.g., [35] ${ }^{11}$. Therefore, the decoding complexity of $\widetilde{\mathcal{O}}\left(\left(\lambda \mu R \log ^{2} R\right) / L\right)=\widetilde{\mathcal{O}}\left(\lambda \mu \log ^{2} R\right)$ is achievable. This completes the proof of Theorem 6.1.

### 6.4.4 Systematic Construction of CSA Codes

In this section, we present a systematic construction of CSA codes. Instead of uploading coded version of matrices $\mathbf{A}$ and $\mathbf{B}$ to all of the $S$ servers, the systematic construction of CSA codes uploads uncoded constituent matrix pair ( $\mathbf{A}_{s}, \mathbf{B}_{s}$ ) directly to the $s^{\text {th }}$ server for the first $L$ servers, i.e., for all $s \in[L]$. For the remaining $S-L$ servers, coded shares are uploaded following the same construction that was presented in Section 6.4.3. We will see that the systematic construction of CSA codes works on a smaller field $\mathbb{F}$, compared to the construction presented in Section 6.4.3. The systematic construction of CSA codes requires less encoding complexity. Its decoding complexity decreases as more of the first $L$ servers respond. In fact, if all of the first $L$ servers respond, then no computation is required at all for decoding. The systematic construction also preserves backward compatibility to current systems that apply straightforward parallelization strategies. Formally, we have

$$
\begin{align*}
& \widetilde{A}^{s}=\mathbf{A}_{s}  \tag{6.94}\\
& \widetilde{B}^{s}=\mathbf{B}_{s} \tag{6.95}
\end{align*}
$$

for all $s \in[L]$ and

$$
\begin{equation*}
\widetilde{A}^{s}=\left(\widetilde{A}_{1}^{s}, \widetilde{A}_{2}^{s}, \ldots, \widetilde{A}_{\ell}^{s}\right) \tag{6.96}
\end{equation*}
$$

[^32]\[

$$
\begin{equation*}
\widetilde{B}^{s}=\left(\widetilde{B}_{1}^{s}, \widetilde{B}_{2}^{s}, \ldots, \widetilde{B}_{\ell}^{s}\right) \tag{6.97}
\end{equation*}
$$

\]

for all $s \in\{L+1, \cdots, S\}$, where $\widetilde{A}_{[\ell]}^{s}$ and $\widetilde{B}_{[\ell]}^{s}$ are defined in (6.83) and (6.84) respectively. Similarly, the answer returned by the $s^{\text {th }}$ server is constructed as follows.

$$
\begin{equation*}
Y_{s}=\widetilde{A}^{s} \widetilde{B}^{s} \tag{6.98}
\end{equation*}
$$

for all $s \in[L]$ and

$$
\begin{equation*}
Y_{s}=\sum_{l \in[\ell]} \widetilde{A}_{l}^{s} \widetilde{B}_{l}^{s} \tag{6.99}
\end{equation*}
$$

for all $s \in\{L+1, \cdots, S\}$. Note that since coded shares are used only for $S-L$ servers, we no longer need distinct values $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{L}$, so the field size required is only $|\mathbb{F}| \geq S$.

Now, let us prove that the recovery threshold $R$ is not affected by the systematic construction, i.e., the desired products are still recoverable from the answers of any $R=L+K_{c}-1$ servers. Denote the set of responsive servers as $\mathcal{R},|\mathcal{R}|=R$. Note that if $[L] \subset \mathcal{R}$, then the desired products AB can be directly recovered from answers of the first $L$ servers. On the other hand, if $[L] \cap \mathcal{R}=\emptyset$, then we can recover the desired products $\mathbf{A B}$ following the same argument that was presented in Section 6.4.3. When $[L] \cap \mathcal{R} \neq \emptyset$, denote the elements in the set $\mathcal{R} \backslash[L]$ as $\left(s_{1}, s_{2}, \cdots, s_{R^{\prime}}\right)$. The answers from these $R^{\prime}$ servers can be written in the following matrix
form.

$$
\left[\begin{array}{c}
Y_{s_{1}}  \tag{6.100}\\
Y_{s_{2}} \\
\vdots \\
Y_{s_{R^{\prime}}}
\end{array}\right]=\left[\begin{array}{cccccccc}
\frac{c_{1,1}}{f_{1,1}-\alpha_{s_{1}}} & \frac{c_{1,2}}{f_{1,2}-\alpha_{s_{1}}} & \cdots & \frac{c_{\ell, K_{c}}}{f_{\ell, K_{c}}-\alpha_{s_{1}}} & 1 & \alpha_{s_{1}} & \cdots & \alpha_{s_{1}}^{R-L-1} \\
\frac{c_{1,1}}{f_{1,1}-\alpha_{s_{2}}} & \frac{c_{1,2}}{f_{1,2}-\alpha_{s_{2}}} & \cdots & \frac{c_{\ell, K_{c}}}{f_{\ell, K_{c}-}-\alpha_{s_{2}}} & 1 & \alpha_{s_{2}} & \cdots & \alpha_{s_{2}}^{R-L-1} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{c_{1,1}}{f_{1,1}-\alpha_{s_{R^{\prime}}}} & \frac{c_{1,2}}{f_{1,2}-\alpha_{s_{R_{R}^{\prime}}}} & \cdots & \frac{c_{\ell, K_{c}}}{f_{\ell, K_{c}-\alpha_{s_{R^{\prime}}}}} & 1 & \alpha_{s_{R}} & \cdots & \alpha_{s_{R^{\prime}}}^{R-L-1}
\end{array}\right] \otimes\left[\begin{array}{c}
\mathbf{A}_{1,1} \mathbf{B}_{1,1} \\
\mathbf{A}_{1,2} \mathbf{B}_{1,2} \\
\vdots \\
\\
*
\end{array}\right] \otimes\left[\begin{array}{c}
\mathbf{I}_{\lambda}
\end{array}\right]
$$

Note that the dimension of the first matrix on the RHS, or the decoding matrix, is ( $R^{\prime} \times R$ ), thus it appears to be not invertible. However, from answers of the servers in the set $\mathcal{R} \cap[L]$, we can directly recover $|\mathcal{R} \cap[L]|$ desired products. Note that the desired products appear along the dimension spanned by the Cauchy part. By subtracting these known products from the answers, we obtain the decoding matrix of dimension $\left(R^{\prime} \times R^{\prime}\right)$, which is invertible by Lemma 2.5. This completes the proof of recovery threshold $R=L+K_{c}-1$. It is easy to see that the upload and download costs are also not affected by the systematic construction. For the encoding complexity, the systematic construction requires less arithmetic operations because no computation is needed to obtain $\widetilde{A}^{[L]}$ and $\widetilde{B}^{[L]}$. For the decoding complexity, when $[L] \subset \mathcal{R}$, no computation is needed, and when $[L] \cap \mathcal{R}=\emptyset$, it follows the same argument presented in Section 6.4.3. When $[L] \cap \mathcal{R} \neq \emptyset$, the user (decoder) eliminates all products obtained from answers of the servers in the set $\mathcal{R} \cap[L]$, and then decodes the remaining products according to the fast decoding algorithm. Thus the decoding complexity is not increased.

### 6.5 Generalized Cross-Subspace Alignment (GCSA) Codes: Combining Batch Processing and MatrixPartitioning

In this section, we present Generalized CSA codes (GCSA codes), which combine the batch processing of CSA codes with the matrix-partitioning approach of EP codes. Although we have shown that batch processing with CSA codes significantly improves the tradeoff between upload-download costs, evidently CSA codes require at least one matrix multiplication of dimensions $\lambda \times \kappa$ and $\kappa \times \mu$ at each server. For a computationlatency limited setting, partitioning may be necessary to reduce the computation load per server. A naive approach to combine the batch processing of CSA codes and the partitioning of EP codes is to first (separately for each $l \in[L]$ ) apply EP codes for each pair of matrices, $\mathbf{A}_{l}, \mathbf{B}_{l}$. Next, since only matrix multiplication is involved in obtaining the answers for EP codes, we can then apply CSA codes for these matrix multiplications. Specifically, for positive integers $\ell^{\prime}, K_{c}^{\prime}, S^{\prime}, p, m, n$ such that $L=\ell^{\prime} K_{c}^{\prime}, m|\lambda, n| \mu, p \mid \kappa$ and $S^{\prime} \geq p m n+p-1$, apply EP codes of parameter $p, m, n$ with $S^{\prime}$ servers for each matrix multiplication. This yields a total of $S^{\prime} \ell^{\prime} K_{c}^{\prime}$ matrix multiplications. For these matrix multiplications, we can further apply CSA codes. Now we can see that by this construction, if we choose CSA codes parameters $\ell=\ell^{\prime}, K_{c}=K_{c}^{\prime} S^{\prime}$, we can achieve the upload cost $\left(U_{A}, U_{B}\right)=\left(S /\left(K_{c}^{\prime} p m\right), S /\left(K_{c}^{\prime} p n\right)\right)$. It is also easy to see that for this simple combination of EP and CSA codes, the recovery threshold achieved is $R=\ell^{\prime} K_{c}^{\prime} S^{\prime}+K_{c}^{\prime} S^{\prime}-1$, and the download cost is $D=\left(\ell^{\prime} K_{c}^{\prime} S^{\prime}+K_{c}^{\prime} S^{\prime}-1\right) /\left(\ell^{\prime} K_{c}^{\prime} m n\right)$. However, we will see that under the same upload cost, GCSA codes can improve the recovery threshold to $R=p m n\left(\ell^{\prime} K_{c}^{\prime}+K_{c}^{\prime}-1\right)+p-1$ and the download cost to $D=\left(p m n\left(\ell^{\prime} K_{c}^{\prime}+K_{c}^{\prime}-1\right)+p-1\right) /\left(\ell^{\prime} K_{c}^{\prime} m n\right)$. This result is better than the naive construction because $S^{\prime} \geq p m n+p-1 \geq 1$. On the other hand, note that the Lagrange Coded Computation (LCC) codes in [138] can be regarded as a special case of CSA
codes with parameter $\ell=1$, so the naive approach of combining LCC codes with EP codes achieves the recovery threshold of $R=2 L S^{\prime}-1$. With GCSA codes of parameter $\ell=1$, the recovery threshold is improved to $R=2 L p m n+p-1$.

### 6.5.1 GCSA Codes: Main Result

Our main result for GCSA codes appears in the following theorem.

Theorem 6.2. For $C D B M M$ over a field $\mathbb{F}$ with $S$ servers, and positive integers $\left(\ell, K_{c}, p, m, n\right)$ such that $m|\lambda, n| \mu, p \mid \kappa$ and $L=\ell K_{c} \leq|\mathbb{F}|-S$, the GCSA codes presented in this chapter achieve

$$
\begin{align*}
\text { Recovery Threshold: } & R & =p m n\left((\ell+1) K_{c}-1\right)+p-1, \\
\text { Upload Cost for } \widetilde{A}^{[S]}, \widetilde{B}^{[S]}: & \left(U_{A}, U_{B}\right) & =\left(\frac{S}{K_{c} p m}, \frac{S}{K_{c} p n}\right),  \tag{6.101}\\
\text { Download Cost: } & D & =\frac{p m n\left((\ell+1) K_{c}-1\right)+p-1}{m n \ell K_{c}},  \tag{6.102}\\
\text { Server Computation Complexity: } & \mathcal{C}_{s} & =\mathcal{O}\left(\frac{\lambda \kappa \mu}{K_{c} p m n}\right), \tag{6.103}
\end{align*}
$$

Encoding Complexity for $\widetilde{A}^{[S]}, \widetilde{B}^{[S]}: \quad\left(\mathcal{C}_{e A}, \mathcal{C}_{e B}\right)=\left(\widetilde{\mathcal{O}}\left(\frac{\lambda \kappa S \log ^{2} S}{K_{c} p m}\right), \widetilde{\mathcal{O}}\left(\frac{\kappa \mu S \log ^{2} S}{K_{c} p n}\right)\right)$

Decoding Complexity: $\quad \mathcal{C}_{d}=\widetilde{\mathcal{O}}\left(\lambda \mu p \log ^{2} R\right)$.

### 6.5.2 Observations

1. GCSA codes generalize almost all state of art approaches for coded distributed batch matrix multiplication. Setting $m=n=p$ reduces GCSA codes to CSA codes. Further setting $\ell=1$ recovers LCC codes. Setting $\ell=K_{c}=1$ reduces GCSA codes to EP codes. Further setting $p=1$ recovers Polynomial codes, while setting $m=n=1$ recovers Mat-

Dot codes.
2. Let us explain why GCSA codes, which include CSA codes, LCC codes and EP codes as special cases, are capable of achieving more than what each of these codes can achieve in general. Consider a finite horizon setting, where ${ }^{12}$ the job size $J$, i.e., the number of matrices to be multiplied, is fixed. So we need to compute $J$ matrix multiplications, $\mathbf{A}_{1} \mathbf{B}_{1}, \cdots, \mathbf{A}_{J} \mathbf{B}_{J}$, where each $\mathbf{A}_{j}, \mathbf{B}_{j}, j \in[J]$ is a $\lambda \times \lambda$ matrix. Suppose each scalar multiplication takes $T_{m}$ seconds, and it takes $T_{c}$ seconds to communicate one scalar over any communication channel. For simplicity let us assume that multiplying two $\lambda \times \lambda$ matrices requires $\lambda^{3} T_{m}$ seconds of computation time. There is a required latency constraint for this job, such that the total computation time at each server cannot exceed $\lambda^{3} T_{m} / K$, where $K>1$ is a given parameter that determines the server latency constraint. Note that this latency constraint immediately rules out LCC codes, and even CSA codes because they need at least $\lambda^{3} T_{m}$ seconds of computation time at each server which violates the given constraint. Now consider EP codes which can partition the matrices to reduce the size of computation task at each server, but need to repeat the process $J$ times because each $\mathbf{A}_{j} \mathbf{B}_{j}$ is computed separately. EP codes need computation time $J \lambda^{3} T_{m} /(p m n)$ at each server, so they can satisfy the latency constraint by choosing $p m n \geq J K$. On the other hand, GCSA codes with, say $\ell=1$ and $K_{c}=J$, need computation time $\lambda^{3} T_{m} /\left(p^{\prime \prime} m^{\prime \prime} n^{\prime \prime}\right)$ at each server. So GCSA codes can satisfy the latency constraint by choosing $p^{\prime \prime} m^{\prime \prime} n^{\prime \prime} \geq K$, i.e., with less partitioning than needed for EP codes. Note that GCSA codes need less partitioning than EP codes to satisfy the same latency constraint, because they make up some of the computation time by batch processing of the $J$ multiplications that must be carried out separately by EP codes. It turns out that this allows GCSA codes to have lower communication cost. EP codes require a total download time of $\frac{J R_{E P} \lambda^{2} T_{c}}{m n}=\frac{J(p m n+p-1) \lambda^{2} T_{c}}{m n}$,

[^33]and an upload time of $\frac{J S \lambda^{2} T_{c}}{p m}+\frac{J S \lambda^{2} T_{c}}{p n}$ seconds, where $S$ is the number of servers utilized by the scheme. For straggler tolerance, suppose $R_{E P} / S=\eta<1$, so that the upload time is expressed as $\frac{J(p m n+p-1) \lambda^{2} T_{c}}{\eta p}\left(\frac{1}{m}+\frac{1}{n}\right)$. For balanced upload and download times we need $m=n$ and $\eta p m / 2 \approx m^{2}$, so that the balanced upload/download time for EP codes is $\approx \frac{J\left(2 m^{3} / \eta+2 m / \eta-1\right) \lambda^{2} T_{c}}{m^{2}}$. Given the latency constraint which forces $2 m^{3} / \eta \geq J K$, we find that the optimal balanced upload/download time for EP codes is achieved with $m \approx\left(\frac{\eta J K}{2}\right)^{1 / 3}$. On the other hand, now consider GCSA codes, which need total download time of $\frac{R_{G C S A} \lambda^{2} T_{c}}{m^{\prime \prime} n^{\prime \prime}}=\frac{\left(p^{\prime \prime} m^{\prime \prime} n^{\prime \prime}(2 J-1)+p^{\prime \prime}-1\right) \lambda^{2} T_{c}}{m^{\prime \prime} n^{\prime \prime}}$, and total upload time of $\frac{S^{\prime \prime} \lambda^{2} T_{c}}{p^{\prime \prime} m^{\prime \prime}}+\frac{S^{\prime \prime} \lambda^{2} T_{c}}{p^{\prime \prime} n^{\prime \prime}}$. For similar straggler robustness, let $R_{G C S A} / S^{\prime \prime}=\eta$ be the same as for EP codes. For balanced costs, similarly set $m^{\prime \prime}=n^{\prime \prime}$ and $\eta p^{\prime \prime} m^{\prime \prime} / 2 \approx m^{\prime \prime 2}$. Thus GCSA codes achieve balanced upload/download time of $\approx \frac{\left(\left(2 m^{\prime \prime 3} / \eta\right)(2 J-1)+2 m^{\prime \prime} / \eta-1\right) \lambda^{2} T_{c}}{m^{\prime \prime 2}}$, respectively. Combined with the latency constraint which forces $2 m^{\prime \prime 3} / \eta \geq K$, we find that the optimal balanced upload/download time for this particular construction of GCSA codes is achieved with $m^{\prime \prime} \approx\left(\frac{\eta K}{2}\right)^{1 / 3}$. For a quick comparison of approximately optimal balanced upload/download time, note that for EP codes it is lower bounded by $\frac{2 J m \lambda^{2} T_{c}}{\eta}$, and for GCSA codes it is upper bounded by $\frac{8 J m^{\prime \prime} \lambda^{2} T_{c}}{\eta}$, so EP codes need more balanced communication time by a factor of at least $\frac{m}{4 m^{\prime \prime}} \approx \frac{J^{1 / 3}}{4}$ which can be significantly larger than 1 for large job sizes $J$. To complement the approximate analysis, Figure 6.3 explicitly compares the balanced upload/download time (the maximum of upload and download times) versus the job latency constraint parameter $K$. The values shown for EP codes are precisely lowerbounds, i.e., EP codes cannot do any better, while those for GCSA codes are strictly achievable. Thus, GCSA codes can achieve more than what can be achieved by CSA, LCC or EP codes.
3. The finite horizon, i.e., fixed job size and fixed latency constraint for each job is important in the previous discussion. If instead of the absolute value of server latency for a fixed job size, we only insisted on normalized server latency per job, where each job is still comprised of $J$ matrix multiplications, then we could jointly process $K$ jobs


Figure 6.3: Balanced upload/download time vs the value of the latency constraint parameter $K$ for EP codes, CSA/LCC codes and GCSA codes (normalized by $\lambda^{3} T_{c}$ ). CSA/LCC codes are not feasible for $K>1$. The values for EP codes are lower bounds while those for GCSA codes are upper bounds, showing that GCSA codes strictly outperform both batch processing (CSA/LCC) and matrix-partitioning (EP) codes.
codes with an absolute latency of $\lambda^{3} T_{c}$ which allows LCC and CSA codes, while still achieving the latency per job of $\lambda^{3} / K$. Since batch processing approaches like LCC codes and CSA codes have already been shown to achieve better communication costs than any matrix partitioning approach, neither EP codes nor GCSA codes would be needed in that case. On the other hand, it is also worth noting that if we go to the other extreme and require a fixed server latency of less than $\lambda^{3} T_{c} / K$ for each matrix multiplication, i.e., set $J=1$, then it can be seen that batch processing cannot help, i.e., matrix partitioning alone is enough. In other words, if latency constraints are imposed on each matrix multiplication $(J=1)$, then EP codes suffice, and neither LCC codes, nor CSA or GCSA codes are needed.
4. Figure 6.3 shows the advantage of GCSA codes in terms of communication cost over exclusively batch processing (LCC) and matrix-partitioning (EP) codes under absolute server latency constraints, even when GCSA codes are restricted to the choice $\ell=1$. However, the advantage of GCSA codes over LCC and EP codes can be seen even without absolute latency constraints. This is illustrated in Figure 6.4 which only
constrains the recovery threshold $R$ and the number of servers $S$. The figure shows lower convex hulls of achievable (balanced upload cost, download cost) pairs of GCSA codes for various bounds on the matrix partitioning parameters $p m n$, given that the number of servers $S=300$ and the overall recovery threshold $R \leq 250$. Each value of ( $S, R, p m n$ ) produces an achievable region in the $(U, D)$ plane (including all possible choices of parameters $\left.m, n, p, \ell, K_{c}\right)$. What is shown in the figure is the union of these regions. The larger the value of $p m n$, the more the GCSA code construction shifts toward EP codes, generally with the benefit of reduced latency of computation at each server that comes with matrix partitioning. On the other hand, the smaller the value of $p m n$, the more the GCSA code construction shifts toward CSA codes, with the benefit of improved communication costs that come with batch processing. As noted previously, when no matrix partitioning is allowed, LCC codes can be recovered as a special case of GCSA codes by setting $\ell=1$. The figure also shows how GCSA codes are capable of improving upon LCC codes in terms of download cost by choosing $\ell>1$.


Figure 6.4: Lower convex hulls of achievable (balanced upload cost, download cost) pairs $(U, D)$ of GCSA codes for various bounds on $p m n$, given that $S=300$ and the overall recovery threshold $R \leq 250$. Note that EP codes and LCC codes are also special cases of GCSA codes, obtained by setting $\ell=K_{c}=1$, and $\ell=m=n=p=1$, respectively. CSA codes are obtained by setting $m=n=p=1$.
5. While in this chapter we do not explore improvements that are possible by using more efficient matrix multiplication algorithms, it is worthwhile to note that stronger
constructions can indeed be built upon more efficient matrix multiplication algorithms, e.g., Strassen's algorithm. For example, it is recently shown in [137] that the recovery threshold of $2 L R(p, m, n)-1$ is achievable where $R(p, m, n)$ is the bilinear complexity for multiplying two matrices of sizes $m \times p$ and $p \times n$. Note that $R(p, m, n)<p m n$. On the other hand, since GCSA codes are built upon straightforward matrix multiplication algorithms, there is a leading factor of $p m n$ in the expression of the recovery threshold of GCSA codes. As a result, the recovery threshold achieved in [137] is order-wise better than GCSA codes for large batch size $L$. It is notable that for smaller batch sizes, GCSA codes based on straightforward matrix multiplication can still outperform those in [137] that are based on more sophisticated matrix multiplication algorithms. For example, it is known that $R(2,2,2)=7$. Thus if we set $\ell=1$, we have $2 L R(2,2,2)-1 \geq 8(2 L-1)+1$ when $L=1,2,3$.

### 6.5.3 Proof of Theorem 6.2

Let us recall the standard result for Confluent Cauchy-Vandermonde matrices [37], reproduced here for the sake of completeness.

LEMMA 6.1. If $f_{1,1}, f_{1,2}, \cdots, f_{\ell, K_{c}}, \alpha_{1}, \alpha_{2}, \cdots, \alpha_{R}$ are $R+L$ distinct elements of $\mathbb{F}$, with $|\mathbb{F}| \geq$ $R+L$ and $L=\ell K_{c}$, then the following $R \times R$ Confluent Cauchy-Vandermonde matrix is invertible over $\mathbb{F}$.

Before presenting the generalized CSA codes construction let us start with an illustrative
example.
$\ell=1, K_{c}=2, L=2, p=2, m=n=1$

Let $f_{1,1}, f_{1,2}, \alpha_{1}, \alpha_{2}, \ldots, \alpha_{S}$ represent $(S+2)$ distinct elements from $\mathbb{F}$. For all $s \in[S]$, define,

$$
\begin{equation*}
\Delta_{s}^{1,2}=\left(f_{1,1}-\alpha_{s}\right)^{2}\left(f_{1,2}-\alpha_{s}\right)^{2} . \tag{6.108}
\end{equation*}
$$

We set $\mathbf{A}_{1,1}=\mathbf{A}_{1}, \quad \mathbf{A}_{1,2}=\mathbf{A}_{2}, \quad \mathbf{B}_{1,1}=\mathbf{B}_{1}$ and $\mathbf{B}_{1,2}=\mathbf{B}_{2}$. Besides, we partition each of the matrices $\mathbf{A}_{1,1}$ and $\mathbf{A}_{1,2}$ into $1 \times 2$ blocks, denoted as $\mathbf{A}_{1,1}^{1,1}, \mathbf{A}_{1,1}^{1,2}$ and $\mathbf{A}_{1,2}^{1,1}, \mathbf{A}_{1,2}^{1,2}$ respectively. Similarly, we partition each of the matrices $\mathbf{B}_{1,1}$ and $\mathbf{B}_{1,2}$ into $2 \times 1$ blocks, denoted as $\mathbf{B}_{1,1}^{1,1}$, $\mathbf{B}_{1,1}^{2,1}$ and $\mathbf{B}_{1,2}^{1,1}, \mathbf{B}_{1,2}^{2,1}$ respectively. Note that the desired products $\mathbf{A}_{1,1} \mathbf{B}_{1,1}, \mathbf{A}_{1,2} \mathbf{B}_{1,2}$ can be written as follows.

$$
\begin{align*}
& \mathbf{A}_{1,1} \mathbf{B}_{1,1}=\mathbf{A}_{1,1}^{1,1} \mathbf{B}_{1,1}^{1,1}+\mathbf{A}_{1,1}^{1,2} \mathbf{B}_{1,1}^{2,1}  \tag{6.109}\\
& \mathbf{A}_{1,2} \mathbf{B}_{1,2}=\mathbf{A}_{1,2}^{1,1} \mathbf{B}_{1,2}^{1,1}+\mathbf{A}_{1,2}^{1,2} \mathbf{B}_{1,2}^{2,1} \tag{6.110}
\end{align*}
$$

Shares of matrices A are constructed as follows.

$$
\begin{align*}
\widetilde{A}^{s} & =\Delta_{s}^{1,2}\left(\frac{1}{\left(f_{1,1}-\alpha_{s}\right)^{2}}\left(\mathbf{A}_{1,1}^{1,1}+\left(f_{1,1}-\alpha_{s}\right) \mathbf{A}_{1,1}^{1,2}\right)+\frac{1}{\left(f_{1,2}-\alpha_{s}\right)^{2}}\left(\mathbf{A}_{1,2}^{1,1}+\left(f_{1,2}-\alpha_{s}\right) \mathbf{A}_{1,2}^{1,2}\right)\right) \\
& =\left(f_{1,2}-\alpha_{s}\right)^{2} \underbrace{\left(\mathbf{A}_{1,1}^{1,1}+\left(f_{1,1}-\alpha_{s}\right) \mathbf{A}_{1,1}^{1,2}\right)}_{P_{s}^{1,1}}+\left(f_{1,1}-\alpha_{s}\right)^{2} \underbrace{\left(\mathbf{A}_{1,2}^{1,1}+\left(f_{1,2}-\alpha_{s}\right) \mathbf{A}_{1,2}^{1,2}\right)}_{P_{s}^{1,2}} . \tag{6.112}
\end{align*}
$$

Note that now the term $P_{s}^{1,1}$ follows the construction of Entangled Polynomial codes of parameter $m=n=1, p=2$, and it is a polynomial of $\left(f_{1,1}-\alpha_{s}\right)$. Similarly, the term $P_{s}^{1,2}$ follows the construction of Entangled Polynomial codes, and it is a polynomial of $\left(f_{1,2}-\alpha_{s}\right)$.

Shares of matrices B are constructed as follows.

$$
\begin{equation*}
\widetilde{B}^{s}=\frac{1}{\left(f_{1,1}-\alpha_{s}\right)^{2}} \underbrace{\left(\left(f_{1,1}-\alpha_{s}\right) \mathbf{B}_{1,1}^{1,1}+\mathbf{B}_{1,1}^{2,1}\right)}_{Q_{s}^{1,1}}+\frac{1}{\left(f_{1,2}-\alpha_{s}\right)^{2}} \underbrace{\left(\left(f_{1,2}-\alpha_{s}\right) \mathbf{B}_{1,2}^{1,1}+\mathbf{B}_{1,2}^{2,1}\right)}_{Q_{s}^{1,2}} \tag{6.113}
\end{equation*}
$$

The terms $Q_{s}^{1,1}$ and $Q_{s}^{1,2}$ also follow the construction of EP codes for the given parameter values $p, m, n$, and they are polynomials of $\left(f_{1,1}-\alpha_{s}\right)$ and $\left(f_{1,2}-\alpha_{s}\right)$ respectively.

The answer from the $s^{\text {th }}$ server, $Y_{s}$ is constructed as $Y_{s}=\widetilde{A} \widetilde{B}^{s}$. To see why it is possible to recover the desired products from the answers of any $R=7$ servers, let us rewrite $Y_{s}$ as follows.

$$
\begin{align*}
Y_{s}= & \widetilde{A}^{s} \widetilde{B}^{s}  \tag{6.114}\\
= & \frac{\left(f_{1,2}-\alpha_{s}\right)^{2}}{\left(f_{1,1}-\alpha_{s}\right)^{2}} P_{s}^{1,1} Q_{s}^{1,1}+\frac{\left(f_{1,1}-\alpha_{s}\right)^{2}}{\left(f_{1,2}-\alpha_{s}\right)^{2}} P_{s}^{1,2} Q_{s}^{1,2}+\left(P_{s}^{1,1} Q_{s}^{1,2}+P_{s}^{1,2} Q_{s}^{1,1}\right)  \tag{6.115}\\
= & \frac{\left(\left(f_{1,1}-\alpha_{s}\right)+\left(f_{1,2}-f_{1,1}\right)\right)^{2}}{\left(f_{1,1}-\alpha_{s}\right)^{2}} P_{s}^{1,1} Q_{s}^{1,1}+\frac{\left(\left(f_{1,2}-\alpha_{s}\right)+\left(f_{1,1}-f_{1,2}\right)\right)^{2}}{\left(f_{1,2}-\alpha_{s}\right)^{2}} P_{s}^{1,2} Q_{s}^{1,2} \\
& \quad+\left(P_{s}^{1,1} Q_{s}^{1,2}+P_{s}^{1,2} Q_{s}^{1,1}\right)  \tag{6.116}\\
= & \left(\frac{c_{1,1,0}}{\left(f_{1,1}-\alpha_{s}\right)^{2}}+\frac{c_{1,1,1}}{f_{1,1}-\alpha_{s}}\right) P_{s}^{1,1} Q_{s}^{1,1}+\left(\frac{c_{1,2,0}}{\left(f_{1,2}-\alpha_{s}\right)^{2}}+\frac{c_{1,2,1}}{f_{1,2}-\alpha_{s}}\right) P_{s}^{1,2} Q_{s}^{1,2} \\
& \quad+\left(P_{s}^{1,1} Q_{s}^{1,1}+P_{s}^{1,2} Q_{s}^{1,2}+P_{s}^{1,1} Q_{s}^{1,2}+P_{s}^{1,2} Q_{s}^{1,1}\right) \tag{6.117}
\end{align*}
$$

where in the last step, we perform binomial expansion for numerator polynomials. According to the Binomial Theorem, $\left(c_{1, k, i}\right)_{k \in[2], i \in\{0,1\}}$ are non-zero. Note that

$$
\begin{align*}
& P_{s}^{1,1} Q_{s}^{1,1}=\mathbf{A}_{1,1}^{1,1} \mathbf{B}_{1,1}^{2,1}+\left(f_{1,1}-\alpha_{s}\right)\left(\mathbf{A}_{1,1}^{1,1} \mathbf{B}_{1,1}^{1,1}+\mathbf{A}_{1,1}^{1,2} \mathbf{B}_{1,1}^{2,1}\right)+\left(f_{1,1}-\alpha_{s}\right)^{2} \mathbf{A}_{1,1}^{1,2} \mathbf{B}_{1,1}^{1,1}  \tag{6.118}\\
& P_{s}^{1,2} Q_{s}^{1,2}=\mathbf{A}_{1,2}^{1,1} \mathbf{B}_{1,2}^{2,1}+\left(f_{1,2}-\alpha_{s}\right)\left(\mathbf{A}_{1,2}^{1,1} \mathbf{B}_{1,2}^{1,1}+\mathbf{A}_{1,2}^{1,2} \mathbf{B}_{1,2}^{2,1}\right)+\left(f_{1,2}-\alpha_{s}\right)^{2} \mathbf{A}_{1,2}^{1,2} \mathbf{B}_{1,2}^{1,1} . \tag{6.119}
\end{align*}
$$

Therefore, we can further rewrite the first term in (6.117) as follows.

$$
\frac{c_{1,1,0} \mathbf{A}_{1,1}^{1,1} \mathbf{B}_{1,1}^{2,1}}{\left(f_{1,1}-\alpha_{s}\right)^{2}}+\frac{c_{1,1,1} \mathbf{A}_{1,1}^{1,1} \mathbf{B}_{1,1}^{2,1}+c_{1,1,0}\left(\mathbf{A}_{1,1}^{1,1} \mathbf{B}_{1,1}^{1,1}+\mathbf{A}_{1,1}^{1,2} \mathbf{B}_{1,1}^{2,1}\right)}{f_{1,1}-\alpha_{s}}
$$

$$
\begin{align*}
& +\left(c_{1,1,0} \mathbf{A}_{1,1}^{1,2} \mathbf{B}_{1,1}^{1,1}+c_{1,1,1}\left(\mathbf{A}_{1,1}^{1,1} \mathbf{B}_{1,1}^{1,1}+\mathbf{A}_{1,1}^{1,2} \mathbf{B}_{1,1}^{2,1}\right)\right) \\
& +\left(f_{1,1}-\alpha_{s}\right)\left(c_{1,1,1} \mathbf{A}_{1,1}^{1,2} \mathbf{B}_{1,1}^{1,1}\right) \tag{6.120}
\end{align*}
$$

The second term in (6.117) can be similarly rewritten. Note that the third term in (6.117) and the last two terms in (6.120) can be expanded into weighted sums of the terms $1, \alpha_{s}, \alpha_{s}^{2}$, so in the matrix form, answers from any 7 servers, whose indices are denoted as $s_{1}, s_{2}, \cdots, s_{7}$, can be written as follows.

$$
\begin{align*}
& {\left[\begin{array}{c}
Y_{s_{1}} \\
Y_{s_{2}} \\
\vdots \\
Y_{s_{7}}
\end{array}\right]=\underbrace{\left[\begin{array}{cccc|ccc}
\frac{1}{\left(f_{1,1}-\alpha_{s_{1}}\right)^{2}} & \frac{1}{f_{1,1}-\alpha_{s_{1}}} & \frac{1}{\left(f_{1,2}-\alpha_{s_{1}}\right)^{2}} & \frac{1}{f_{1,2}-\alpha_{s_{1}}} & 1 & \alpha_{s_{1}} & \alpha_{s_{1}}^{2} \\
\frac{1}{\left(f_{1,1}-\alpha_{s_{2}}\right)^{2}} & \frac{1}{f_{1,1}-\alpha_{s_{2}}} & \frac{1}{\left(f_{1,2}-\alpha_{s_{2}}\right)^{2}} & \frac{1}{f_{1,2}-\alpha_{s_{2}}} & 1 & \alpha_{s_{2}} & \alpha_{s_{2}}^{2} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{1}{\left(f_{1,1}-\alpha_{s_{7}}\right)^{2}} & \frac{1}{f_{1,1}-\alpha_{s_{7}}} & \frac{1}{\left(f_{1,2}-\alpha_{\left.s_{7}\right)^{2}}\right.} & \frac{1}{f_{1,2}-\alpha_{s_{7}}} & 1 & \alpha_{s_{7}} & \alpha_{s_{7}}^{2}
\end{array}\right]}_{\hat{\mathbf{V}}_{1,2,2,7}}} \\
& \underbrace{\left[\begin{array}{l|l|l}
\mathbf{T}\left(c_{1,1,0}, c_{1,1,1}\right) & & \\
\hline & \mathbf{T}\left(c_{1,2,0}, c_{1,2,1}\right) & \\
\hline & & \mathbf{I}_{3}
\end{array}\right]}_{\hat{\mathbf{V}}_{1,2,2,7}^{\prime}} \otimes \mathbf{I}_{\lambda / m}\left[\begin{array}{c}
\mathbf{A}_{1,1}^{1,1} \mathbf{B}_{1,1}^{2,1} \\
\left.\begin{array}{c}
\mathbf{A}_{1,1}^{1,1} \mathbf{B}_{1,1}^{1,1}+\mathbf{A}_{1,1}^{1,2} \mathbf{B}_{1,1}^{2,1} \\
\mathbf{A}_{1,2}^{1,1} \mathbf{B}_{1,2}^{2,1} \\
\mathbf{A}_{1,2}^{1,1} \mathbf{B}_{1,2}^{1,1}+\mathbf{A}_{1,2}^{1,2} \mathbf{B}_{1,2}^{2,1} \\
* \\
* \\
*
\end{array}\right], ~
\end{array}\right. \tag{6.121}
\end{align*}
$$

where we have used $*$ to represent various combinations of interference symbols that can be found explicity by exapnding (6.117), whose exact forms are irrelevant. Note that the matrix $\hat{\mathbf{V}}_{1,2,2,7}^{\prime}$ is a block diagonal matrix composed with two lower triangular toeplitz matrices and an identity matrix, thus is invertible, and the matrix $\hat{\mathbf{V}}_{1,2,2,7} \hat{\mathbf{V}}_{1,2,2,7}^{\prime} \otimes \mathbf{I}_{\lambda / m}$ is then invertible from Lemma 6.1 and the fact that the Kronecker product of invertible matrices is invertible. Therefore, the user is able to recover desired products, i.e., $\left(\mathbf{A}_{1,1}^{1,1} \mathbf{B}_{1,1}^{1,1}+\mathbf{A}_{1,1}^{1,2} \mathbf{B}_{1,1}^{2,1}\right)$ and $\left(\mathbf{A}_{1,2}^{1,1} \mathbf{B}_{1,2}^{1,1}+\mathbf{A}_{1,2}^{1,2} \mathbf{B}_{1,2}^{2,1}\right)$, from the answers of any 7 servers by inverting the matrix. This
completes the proof of recovery threshold $R=7$. Finally, it is straightforward to verify that the upload cost is $U_{A}=S / 4=S /\left(K_{c} p m\right), U_{B}=S / 4=S /\left(K_{c} p n\right)$, and the download cost is $D=7 / 2$, which matches Theorem 6.2.

Arbitrary $\left(\ell, K_{c}, p, m, n\right)$ and $L=\ell K_{c}$

Define $R^{\prime}=p m n$. Let $f_{1,1}, f_{1,2}, \cdots, f_{\ell, K_{c}}, \alpha_{1}, \alpha_{2}, \cdots, \alpha_{S}$ be $(S+L)$ distinct elements from the field $\mathbb{F}$. For all $l \in[\ell], k \in\left[K_{c}\right]$, we define $c_{l, k, i}, i \in\left\{0,1, \cdots, R^{\prime}\left(K_{c}-1\right)\right\}$ to be the coefficients satisfying

$$
\begin{equation*}
\Psi_{l, k}(\alpha)=\prod_{k^{\prime} \in\left\lfloor K_{c} \backslash \backslash\{k\}\right.}\left(\alpha+\left(f_{l, k^{\prime}}-f_{l, k}\right)\right)^{R^{\prime}}=\sum_{i=0}^{R^{\prime}\left(K_{c}-1\right)} c_{l, k, i} \alpha^{i}, \tag{6.122}
\end{equation*}
$$

i.e., they are the coefficients of the polynomial $\Psi_{l, k}(\alpha)=\prod_{k^{\prime} \in\left[K_{c}\right]\{k\}}\left(\alpha+\left(f_{l, k^{\prime}}-f_{l, k}\right)\right)^{R^{\prime}}$, which is defined here by its roots. Now for all $l \in[\ell], s \in[S]$, let us define

$$
\begin{equation*}
\Delta_{s}^{, K_{c}}=\prod_{k \in\left[K_{c}\right]}\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}} . \tag{6.123}
\end{equation*}
$$

Let us also split the $L=\ell K_{c}$ instances of $\mathbf{A}$ and $\mathbf{B}$ matrices into $\ell$ groups, i.e.,

$$
\begin{align*}
& \mathbf{A}_{l, k}=\mathbf{A}_{K_{c}(l-1)+k},  \tag{6.124}\\
& \mathbf{B}_{l, k}=\mathbf{B}_{K_{c}(l-1)+k} \tag{6.125}
\end{align*}
$$

for all $l \in[\ell], k \in\left[K_{c}\right]$. Further, for each matrix $\mathbf{A}_{l, k}$, we partition it into $m \times p$ blocks, denoted as $\mathbf{A}_{l, k}^{1,1}, \mathbf{A}_{l, k}^{1,2}, \cdots, \mathbf{A}_{l, k}^{m, p}$. Similarly, for each matrix $\mathbf{B}_{l, k}$, we partition it into $p \times n$ blocks, denoted as $\mathbf{B}_{l, k}^{1,1}, \mathbf{B}_{l, k}^{1,2}, \cdots, \mathbf{B}_{l, k}^{p, n}$. Now, for all $l \in[\ell], k \in\left[K_{c}\right]$, let us define

$$
\begin{equation*}
P_{s}^{l, k}=\sum_{m^{\prime} \in[m]} \sum_{p^{\prime} \in[p]} \mathbf{A}_{l, k}^{m^{\prime}, p^{\prime}}\left(f_{l, k}-\alpha_{s}\right)^{p^{\prime}-1+p\left(m^{\prime}-1\right)}, \tag{6.126}
\end{equation*}
$$

$$
\begin{equation*}
Q_{s}^{l, k}=\sum_{p^{\prime} \in[p]} \sum_{n^{\prime} \in[n]} \mathbf{B}_{l, k}^{p^{\prime}, n^{\prime}}\left(f_{l, k}-\alpha_{s}\right)^{p-p^{\prime}+p m\left(n^{\prime}-1\right)} \tag{6.127}
\end{equation*}
$$

i.e., we apply EP codes for each $\mathbf{A}_{l, k}$ and $\mathbf{B}_{l, k}$. Note that the original EP codes can be regarded as polynomials of $\alpha_{s}$, and here for each $(l, k)$, we construct the EP codes as polynomials of $\left(f_{l, k}-\alpha_{s}\right)$. Now recall that by the construction of EP codes, the product $P_{s}^{l, k} Q_{s}^{l, k}$ can be written as weighted sums of the terms $1,\left(f_{l, k}-\alpha_{s}\right), \cdots,\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}+p-2}$, i.e.,

$$
\begin{equation*}
P_{s}^{l, k} Q_{s}^{l, k}=\sum_{i=0}^{R^{\prime}+p-2} \mathbf{C}_{l, k}^{(i+1)}\left(f_{l, k}-\alpha_{s}\right)^{i} \tag{6.128}
\end{equation*}
$$

where $\mathbf{C}_{l, k}^{(1)}, \mathbf{C}_{l, k}^{(2)}, \cdots, \mathbf{C}_{l, k}^{\left(R^{\prime}+p-1\right)}$ are various linear combinations of products of blocks of $\mathbf{A}_{l, k}$ and blocks of $\mathbf{B}_{l, k}$. In particular, the desired product $\mathbf{A}_{l, k} \mathbf{B}_{l, k}$ can be obtained from $\mathbf{C}_{l, k}^{(1)}, \cdots, \mathbf{C}_{l, k}^{\left(R^{\prime}\right)}$. Now we are ready to formally present the construction of generalized CSA codes. For all $s \in[S]$, let us construct shares of matrices $\mathbf{A}$ and $\mathbf{B}$ at the $s^{t h}$ server as follows.

$$
\begin{align*}
& \widetilde{A}^{s}=\left(\widetilde{A}_{1}^{s}, \widetilde{A}_{2}^{s}, \ldots, \widetilde{A}_{\ell}^{s}\right),  \tag{6.129}\\
& \widetilde{B}^{s}=\left(\widetilde{B}_{1}^{s}, \widetilde{B}_{2}^{s}, \ldots, \widetilde{B}_{\ell}^{s}\right), \tag{6.130}
\end{align*}
$$

where for $l \in[\ell]$, let us set

$$
\begin{align*}
& \widetilde{A}_{l}^{s}=\Delta_{s}^{l, K_{c}} \sum_{k \in\left[K_{c}\right]} \frac{1}{\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}}}{ }_{s}^{l, k},  \tag{6.131}\\
& \widetilde{B}_{l}^{s}=\sum_{k \in\left[K_{c}\right]} \frac{1}{\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}}} Q_{s}^{l, k} . \tag{6.132}
\end{align*}
$$

The answer returned by the $s^{\text {th }}$ server to the user is constructed as follows.

$$
\begin{equation*}
Y_{s}=\sum_{l \in[l]} \widetilde{A}_{l}^{s} \widetilde{B}_{l}^{s} \tag{6.133}
\end{equation*}
$$

Now let us prove that the generalized CSA codes are $R=p m n\left((\ell+1) K_{c}-1\right)+p-1$ recoverable. Let us rewrite $Y_{s}$ as follows.

$$
\begin{align*}
Y_{s}= & \widetilde{A}_{1}^{s} \widetilde{B}_{1}^{s}+\widetilde{A}_{2}^{s} \widetilde{B}_{2}^{s}+\cdots+\widetilde{A}_{\ell}^{s} \widetilde{B}_{\ell}^{s}  \tag{6.134}\\
= & \sum_{l \in[\ell]} \Delta_{s}^{l, K_{c}}\left(\sum_{k \in\left[K_{c}\right]} \frac{1}{\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}}} P_{s}^{l, k}\right)\left(\sum_{k \in\left[K_{c}\right]} \frac{1}{\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}}} Q_{s}^{l, k}\right)  \tag{6.135}\\
= & \sum_{l \in[\ell]} \sum_{k \in\left[K_{c}\right]} \frac{\prod_{k^{\prime} \in\left[K_{c}\right] \backslash\{k\}}\left(f_{l, k^{\prime}}-\alpha_{s}\right)^{R^{\prime}}}{\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}}} P_{s}^{l, k} Q_{s}^{l, k} \\
& +\sum_{l \in[\ell]} \sum_{\substack{, k^{\prime} \in\left[K_{c}\right] \\
k \neq k^{\prime}}}\left(\prod_{\substack{k^{\prime \prime} \in\left[K_{c}\right] \backslash\left\{k, k^{\prime}\right\}}}\left(f_{l, k^{\prime \prime}}-\alpha_{s}\right)^{R^{\prime}}\right) P_{s}^{l, k} Q_{s}^{l, k^{\prime}} . \tag{6.136}
\end{align*}
$$

Note that in the last step, we split the summation into two parts depending on whether or not $k=k^{\prime}$.

Let us consider the first term in (6.136). For each $l \in[\ell], k \in\left[K_{c}\right]$, we have

$$
\begin{align*}
& \frac{\prod_{k^{\prime} \in\left[K_{c}\right] \backslash\{k\}}\left(f_{l, k^{\prime}}-\alpha_{s}\right)^{R^{\prime}}}{\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}}} P_{s}^{l, k} Q_{s}^{l, k}  \tag{6.137}\\
= & \frac{\prod_{k^{\prime} \in\left[K_{c}\right] \backslash\{k\}}\left(\left(f_{l, k}-\alpha_{s}\right)+\left(f_{l, k^{\prime}}-f_{l, k}\right)\right)^{R^{\prime}}}{\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}}} P_{s}^{l, k} Q_{s}^{l, k}  \tag{6.138}\\
= & \frac{\Psi_{l, k}\left(f_{l, k}-\alpha_{s}\right)}{\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}}} P_{s}^{l, k} Q_{s}^{l, k}  \tag{6.139}\\
= & \left(\frac{c_{l, k, 0}}{\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}}}+\frac{c_{l, k, 1}}{\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}-1}}+\cdots+\frac{c_{l, k, R^{\prime}-1}}{f_{l, k}-\alpha_{s}}\right) P_{s}^{l, k} Q_{s}^{l, k} \\
& \quad+\left(\sum_{i=R^{\prime}}^{R^{\prime}\left(K_{c}-1\right)} c_{l, k, i}\left(f_{l, k}-\alpha_{s}\right)^{i-R^{\prime}}\right) P_{s}^{l, k} Q_{s}^{l, k}, \tag{6.140}
\end{align*}
$$

where in (6.139), we used the definition of $\Psi_{l, k}(\cdot)$, and in the next step, we rewrite the polynomial $\Psi_{l, k}\left(f_{l, k}-\alpha_{s}\right)$ in terms of its coefficients. Let us consider the first term in (6.140).

$$
\begin{equation*}
\left(\frac{c_{l, k, 0}}{\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}}}+\frac{c_{l, k, 1}}{\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}-1}}+\cdots+\frac{c_{l, k, R^{\prime}-1}}{f_{l, k}-\alpha_{s}}\right) P_{s}^{l, k} Q_{s}^{l, k} \tag{6.141}
\end{equation*}
$$

$$
\begin{align*}
& =\left(\frac{c_{l, k, 0}}{\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}}}+\frac{c_{l, k, 1}}{\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}-1}}+\cdots+\frac{c_{l, k, R^{\prime}-1}}{f_{l, k}-\alpha_{s}}\right)^{R^{\prime}+p-2} \sum_{i=0}^{(i+1)} \mathbf{C}_{l, k}\left(f_{l, k}-\alpha_{s}\right)^{i}  \tag{6.142}\\
& =\sum_{i=0}^{R^{\prime}-1} \frac{\sum_{i^{\prime}=0}^{i} c_{l, k, i-i-i^{\prime}} \mathbf{C}_{l, k}^{\left(i^{\prime}+1\right)}}{\left(f_{l, k}-\alpha_{s}\right)^{R^{\prime}-i}}+\sum_{i=0}^{p-2}\left(f_{l, k}-\alpha_{s}\right)^{i}\left(\sum_{i^{\prime}=i+1}^{R^{\prime}+i} c_{l, k, R^{\prime}-i^{\prime}+i} \mathbf{C}_{l, k}^{\left(i^{\prime}+1\right)}\right) \\
& \quad+\sum_{i=p-1}^{R^{\prime}+p-3}\left(f_{l, k}-\alpha_{s}\right)^{i}\left(\sum_{i^{\prime}=i+1}^{R^{\prime}+p-2} c_{l, k, R^{\prime}-i^{\prime}+i} \mathbf{C}_{l, k}^{\left(i^{\prime}+1\right)}\right) . \tag{6.143}
\end{align*}
$$

We further note that when $K_{c}=1$, for all $i \neq 0, c_{l, k, i}=0$, thus the second term in (6.136), the second term in (6.140) and the third term in (6.143) equal zero. The second term in (6.143) can be expanded ${ }^{13}$ into weighted sums of the terms $1, \alpha_{s}, \cdots, \alpha_{s}^{p-2}$. Since $K_{c}=1$, we can equivalently write these terms as $1, \alpha_{s}, \cdots, \alpha_{s}^{R^{\prime}\left(K_{c}-1\right)+p-2}$. On the other hand, when $K_{c}>1$, the second term in (6.136), the second term in (6.140), the second and the third terms in (6.143) can also be expanded into weighted sums of the terms $1, \alpha_{s}, \cdots, \alpha_{s}^{R^{\prime}\left(K_{c}-1\right)+p-2}$. Because $R^{\prime}\left(K_{c}-1\right)+p-2=R-R^{\prime} L-1$, in the matrix form, answers from any $R=p m n\left((\ell+1) K_{c}-\right.$ 1) $+p-1$ servers, whose indices are denoted as $s_{1}, s_{2}, \cdots, s_{R}$, can be written as follows.

$$
\left[\begin{array}{c}
Y_{s_{1}} \\
Y_{s_{2}} \\
\vdots \\
Y_{s_{R}}
\end{array}\right]=\underbrace{\left[\begin{array}{ccc|ccc|cc}
\frac{1}{\left(f_{1,1}-\alpha_{s_{1}}\right)^{R}} & \cdots & \frac{1}{f_{1,1}-\alpha_{s_{1}}} & \cdots & \frac{1}{\left(f_{\left.\ell, K_{c}-\alpha_{s_{1}}\right)^{R^{\prime}}}\right.} & \cdots & \frac{1}{f_{\ell, K_{c}}-\alpha_{s_{1}}} & 1 \\
\frac{1}{\left(f_{1,1}-\alpha_{s_{2}}\right)^{R}} & \cdots & \frac{1}{f_{1,1}-\alpha_{s_{2}}} & \cdots & \alpha_{s_{1}}^{R-R^{\prime} L-1} \\
\vdots & \vdots & \vdots & \vdots & \frac{1}{\left(f_{\ell, K_{c}}-\alpha_{s_{2}}\right)^{R^{\prime}}} & \cdots & \frac{1}{f_{\ell, K_{c}}-\alpha_{s_{2}}} & 1 \\
\vdots & \cdots & \alpha_{s_{2}}^{R-R^{\prime} L-1} \\
\frac{1}{\left(f_{1,1}-\alpha_{s_{R}}\right)^{R^{\prime}}} & \cdots & \frac{1}{f_{1,1}-\alpha_{s_{R}}} & \cdots & \vdots & \vdots & \vdots \\
\frac{1}{\left(f_{\left.\ell, K_{c}-\alpha_{s_{R}}\right)^{R^{\prime}}}\right.} & \cdots & \frac{1}{f_{\ell, K_{c}-\alpha_{s_{R}}}} & 1 & \cdots & \alpha_{s_{R}}^{R-R^{\prime} L-1}
\end{array}\right]}_{\hat{\mathbf{v}}_{\ell, K_{c}, R^{\prime}, R}}
$$

[^34]

We have used $*$ to represent various combinations of interference symbols that can be found explicitly by expanding (6.136), whose exact forms are irrelevant. Now since $f_{1,1}, f_{1,2}, \cdots, f_{\ell, K_{c}}$ are distinct, for all $l \in[\ell], k \in\left[K_{c}\right]$, we must have

$$
\begin{equation*}
c_{l, k, 0}=\prod_{k^{\prime} \in\left[K_{c}\right] \backslash\{k\}}\left(f_{l, k^{\prime}}-f_{l, k}\right)^{R^{\prime}} \tag{6.145}
\end{equation*}
$$

are non-zero. Hence, the lower triangular toeplitz matrices $\mathbf{T}\left(c_{1,1,0}, c_{1,1,1}, \cdots, c_{1,1, R^{\prime}-1}\right), \cdots$, $\mathbf{T}\left(c_{\ell, K_{c}, 0}, c_{\ell, K_{c}, 1}, \cdots, c_{\ell, K_{c}, R^{\prime}-1}\right)$ are non-singular, and the block diagonal matrix $\hat{\mathbf{V}}_{\ell, K_{c}, R^{\prime}, R}^{\prime}$ is invertible. Guaranteed by Lemma 6.1 and the fact that the Kronecker product of nonsingular matrices is non-singular, the matrix $\left(\hat{\mathbf{V}}_{\ell, K_{c}, R^{\prime}, R} \hat{\mathbf{V}}_{\ell, K_{c}, R^{\prime}, R}^{\prime}\right) \otimes \mathbf{I}_{\lambda / m}$ is invertible. Therefore, the user is able to recover $\left(\mathbf{C}_{l, k}^{(i)}\right)_{l \in[\ell], k \in\left[K_{c}\right], i \in\left[R^{\prime}\right]}$ by inverting the matrix. And the desired products $\left(\mathbf{A}_{l} \mathbf{B}_{l}\right)_{l \in[L]}$ are recoverable from $\left(\mathbf{C}_{l, k}^{(i)}\right)_{l \in[\ell], k \in\left[K_{c}\right], i \in\left[R^{\prime}\right]}$, guaranteed by the construction of Entangled Polynomial codes. This completes the proof of recovery threshold $R=p m n\left((\ell+1) K_{c}-1\right)+p-1$. It is also easy to see that the upload cost $U_{A}=S /\left(K_{c} p m\right)$ and $U_{B}=S /\left(K_{c} p n\right)$. Note that we are able to recover Lmn desired symbols from $R$ down-
loaded answers, so the download cost is $D=\frac{R}{L m n}=\frac{p m n\left((\ell+1) K_{c}-1\right)+p-1}{m n \ell K_{c}}$. Thus the desired costs are achievable. Note that the encoding procedure can be considered as products of Confluent Cauchy matrices by vectors. By fast algorithms [83], the encoding complexity of $\left(\mathcal{C}_{e A}, \mathcal{C}_{e B}\right)=\left(\widetilde{\mathcal{O}}\left(\frac{\lambda \kappa S \log ^{2} S}{K_{c} p m}\right), \widetilde{\mathcal{O}}\left(\frac{\kappa \mu S \log ^{2} S}{K_{c} p n}\right)\right)$ is achievable. Now let us consider the decoding complexity. Note that the decoding procedure involves matrix-vector multiplications of inverse of Toeplitz matrix and inverse of confluent Cauchy-Vandermonde matrix. From the inverse formula of confluent Cauchy-Vandermonde matrix presented in [132], the matrix-vector multiplication of the inverse of confluent Cauchy-Vandermonde matrix $\hat{\mathbf{V}}_{\ell, K_{c}, R^{\prime}, R}$ can be decomposed into a series of structured matrix-vector multiplications including confluent Cauchy matrix, transpose of Vandermonde matrix, Hankel matrix and Toeplitz matrix. By fast algorithms [83, 41], the complexity of decoding is at most $\widetilde{\mathcal{O}}\left(\lambda \mu p \log ^{2} R\right)$. With straightforward matrix multiplication algorithms, the server computation complexity is $\mathcal{C}_{s}=(\lambda \kappa \mu) /\left(K_{c} p m n\right)$. This completes the proof of Theorem 6.2.

## 6.6 $N$-CSA Codes for $N$-linear Coded Distributed Batch Computation ( $N$-CDBC)

### 6.6.1 $N$-CSA Codes: Main Result

In this section, let us generalize CSA codes for $N$-CDBC. The generalization, called $N$-CSA codes, is presented in the following theorem.

Theorem 6.3. For $N-C D B C$ over a field $\mathbb{F}$ with $S$ servers, and positive integers $\ell, K_{c}$ such that $L=\ell K_{c} \leq|\mathbb{F}|-S$, the $N$-CSA codes introduced in this section achieve

$$
\begin{array}{rlrl}
\text { Recovery Threshold: } & R & =K_{c}(N+\ell-1)-N+1, \\
\text { Upload Cost for } \widetilde{X^{(n)}} & {[S]}  \tag{6.147}\\
, n \in[N]: & & U_{X^{(n)}} & =\frac{S}{K_{c}}
\end{array}
$$

$$
\begin{array}{rlrl}
\text { Download Cost: } & D & =\frac{K_{c}(N+\ell-1)-N+1}{\ell K_{c}}, \\
\text { Server Computation Complexity: } & \mathcal{C}_{s} & =\mathcal{O}\left(\omega / K_{c}\right), \\
\text { Encoding complexity for } \widetilde{X^{(n)}} \\
& {[S]}  \tag{6.151}\\
\text { Decoding complexity: } & & \mathcal{C}_{d} & =\widetilde{\mathcal{O}}\left(\frac{\ell+N]:}{\ell}\right. \\
\mathcal{C}_{e X^{(n)}} & =\widetilde{\mathcal{O}}\left(\frac{\operatorname{dim}\left(V_{n}\right) S \log ^{2} S}{K_{c}}\right),
\end{array}
$$

where $\omega$ is the number of arithmetic operations required to compute the $N$-linear map $\Omega(\cdot)$.

### 6.6.2 Proof of Theorem 6.3

Now let us present the construction of $N$-CSA codes for $N$-CDBC. Let $f_{1,1}, f_{1,2}, \cdots, f_{\ell, K_{c}}$, $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{S}$ represent $(S+L)$ distinct elements from $\mathbb{F}$. For all $l \in[\ell], s \in[S]$, let us define

$$
\begin{equation*}
\Delta_{s}^{, K_{c}}=\prod_{k \in\left[K_{c}\right]}\left(f_{l, k}-\alpha_{s}\right) . \tag{6.152}
\end{equation*}
$$

For all $n \in[N], l \in[\ell], k \in\left[K_{c}\right]$, we define

$$
\begin{equation*}
x_{l, k}^{(n)}=x_{K_{c}(l-1)+k}^{(n)} . \tag{6.153}
\end{equation*}
$$

For all $s \in[S], n \in[N]$, we construct ${\widetilde{X^{(n)}}}^{s}$ as follows.

$$
\begin{equation*}
\widetilde{X^{(n)}}{ }^{s}=\left(\widetilde{X^{(n)}}{ }_{1}^{s}, \widetilde{X^{(n)}}{ }_{2}^{s}, \cdots, \widetilde{X^{(n)}}{ }_{\ell}^{s}\right), \tag{6.154}
\end{equation*}
$$

where for $l \in[\ell]$, let us set

$$
\begin{equation*}
\widetilde{X^{(n)}}{ }_{l}^{s}=\Delta_{s}^{, K_{c}} \sum_{k \in\left[K_{c}\right]} \frac{1}{f_{l, k}-\alpha_{s}} x_{l, k}^{(n)} . \tag{6.155}
\end{equation*}
$$

The answer returned by the $s^{\text {th }}$ server is constructed as follows.

$$
\begin{equation*}
Y_{s}=\sum_{l \in[\ell]} \frac{1}{\Delta_{s}^{K_{c}}} \Omega\left({\widetilde{X^{(1)}}}_{l}{ }_{l},{\widetilde{X^{(2)}}}_{l}{ }_{l}, \cdots,{\widetilde{X^{(N)}}}_{l}{ }_{l}\right) . \tag{6.156}
\end{equation*}
$$

To prove that the code is $R$-recoverable, let us rewrite $Y_{s}$ as follows.

$$
\begin{align*}
Y_{s}= & \sum_{l \in[\ell]} \frac{1}{\Delta_{s}^{, K_{c}}} \Omega\left(\widetilde{X^{(1)}}{ }_{l}, \widetilde{X^{(2)}}{ }_{l}^{s}, \cdots, \widetilde{X^{(N)}}{ }_{l}\right)  \tag{6.157}\\
= & \sum_{l \in[\ell]} \frac{1}{\Delta_{s}^{, K_{c}}} \Omega\left(\Delta_{s}^{, K_{c}} \sum_{k \in\left[K_{c}\right]} \frac{1}{f_{l, k}-\alpha_{s}} x_{l, k}^{(1)}, \cdots, \Delta_{s}^{, K_{c}} \sum_{k \in\left[K_{c}\right]} \frac{1}{f_{l, k}-\alpha_{s}} x_{l, k}^{(N)}\right)  \tag{6.158}\\
= & \sum_{l \in[\ell]}\left(\Delta_{s}^{, K_{c}}\right)^{N-1}\left(\sum_{k_{1} \in\left[K_{c}\right]} \frac{1}{f_{l, k_{1}}-\alpha_{s}} \cdots \sum_{k_{N} \in\left[K_{c}\right]} \frac{1}{f_{l, k_{N}}-\alpha_{s}}\left(\Omega\left(x_{l, k_{1}}^{(1)}, \cdots, x_{l, k_{N}}^{(N)}\right)\right)\right)  \tag{6.159}\\
= & \sum_{l \in[\ell]} \sum_{k \in\left[K_{c}\right]} \frac{\prod_{k^{\prime} \in\left[K_{c}\right] \backslash\{k\}}\left(f_{l, k^{\prime}}-\alpha_{s}\right)^{N-1}}{\left(f_{l, k}-\alpha_{s}\right)} \Omega\left(x_{l, k}^{(1)}, \cdots, x_{l, k}^{(N)}\right) \\
& +\sum_{l \in[\ell]} \sum_{\substack{k_{1}, \cdots, k_{N} \in\left[K_{c}\right], \neg\left(k_{1}=\cdots=k_{N}\right)}}\left(\frac{\left(\Delta_{s}^{, K_{c}}\right)^{N-1}}{\left(f_{l, k_{1}}-\alpha_{s}\right) \cdots\left(f_{l, k_{N}}-\alpha_{s}\right)} \Omega\left(x_{l, k_{1}}^{(1)}, \cdots, x_{l, k_{N}}^{(N)}\right)\right), \tag{6.160}
\end{align*}
$$

where in (6.160), we split the summation depending on whether or not $k_{1}=k_{2}=\cdots=k_{N}$. Following the same argument presented in Section 6.4.3, by performing long division of polynomials for the first term in (6.160), and noting that the second term in (6.160) can be expanded to weighted sums of the terms $1, \alpha_{s}, \alpha_{s}^{2}, \cdots, \alpha_{s}^{K_{c}(N-1)-N}$, the presented code is
( $\left.R=K_{c}(N+\ell-1)-N+1\right)$-recoverable as long as the following matrix is non-singular.
where for all $l \in[\ell], k \in\left[K_{c}\right], c_{l, k}=\prod_{k^{\prime} \in\left[K_{c}\right] \backslash\{k\}}\left(f_{l, k^{\prime}}-f_{l, k}\right)^{N-1}$. The indices of any $R$ responsive servers are denoted as $s_{1}, s_{2}, \cdots, s_{R}$. Since $f_{1,1}, f_{1,2}, \cdots, f_{l, k}$ are distinct elements from $\mathbb{F}$, $\left(c_{l, k}\right)_{l \in[\ell], k \in\left[K_{c}\right]}$ are non-zero, and $R-L-1=K_{c}(N-1)-N$, the matrix $\mathbf{V}_{\ell, K_{c}, R} \mathbf{V}_{\ell, K_{c}, R}^{\prime}$ is invertible guaranteed by Lemma 2.5. This completes the proof of recovery threshold. The upload cost for $\widetilde{X^{(n)}}{ }^{[S]}, n \in[N]$ is readily verified to be $S / K_{c}$, and the download cost is $D=R / L=\frac{K_{c}(N+\ell-1)-N+1}{\ell K_{c}}$. By fast algorithms discussed in Section 6.4.3, we can achieve the encoding/decoding complexity as presented in Theorem 6.3. The computational complexity at each server is $\mathcal{O}(\ell \omega / L)=\mathcal{O}\left(\omega / K_{c}\right)$, where $\omega$ is the number of arithmetic operations required to compute $\Omega(\cdot)$. This completes the proof of Theorem 6.3.

REMARK 6.1. Let us regard a multivariate polynomial of total degree $N$ as a linear combination of various restricted evaluations of $N$-linear maps. ${ }^{14}$ Note that the construction for $\widetilde{X^{(n)}}$ is symmetric across all $n \in[N] . N-C S A$ codes can also be transformed to evaluate $a$ multivariate polynomial at $L$ points as follows. For each server $s \in[S]$, the answer is computed for each $N$-linear map according to N-CSA codes, and each server returns the user

[^35]with the linear combination of the answers. It is easy to see that the user is able to recover the evaluation of the multivariate polynomial of total degree $N$ at the given $L$ points from the answers of any $R=K_{c}(N+\ell-1)-N+1$ servers. The LCC codes in [138], which achieve the recovery threshold $R=K_{c} N-N+1$, are a special case of this construction, where $\ell=1$.

Remark 6.2. The systematic construction presented in Section 6.4.4 can be also applied directly to $N-C S A$ codes for $N-C D B C$, i.e., for all $s \in[L]$, uncoded variables $\left(x_{s}^{(n)}\right)_{n \in[N]}$ are uploaded to the $s^{\text {th }}$ server, and coded shares are uploaded to the remaining $S-L$ servers, according to the same coding scheme. Similarly, the recovery threshold is not affected by the systematic construction.

Remark 6.3. The Lagrange codes presented in [138] for $N-C D B C$ and can be considered as a special case of $N-C S A$ codes obtained by setting the parameter $\ell=1$. Note that the download cost can be written as $D=1+\left(\frac{N-1}{\ell}\right)\left(\frac{K_{c}-1}{K_{c}}\right)$. The parameter $\ell$ plays an important role in improving the download cost, which may be of interest when $N$ is large and the down-link is costly. For example, let us assume that $R / S$ is held constant, then the order of the download cost achieved is $\mathcal{O}(1+(N-1) / \ell)$ and the order of the upload cost for $\widetilde{X^{(n)}}{ }^{[S]}, n \in[N]$ achieved is $\mathcal{O}(\ell+(N-1))$, which offers flexible trade-off between the upload cost and download cost.

### 6.7 Discussion

The main contribution of this chapter is a class of codes, based on the idea of Cross Subspace Alignment (CSA) that originated in private information retrieval (PIR) literature. These codes are shown to unify, generalize and improve upon existing algorithms for coded distributed batch matrix multiplication, $N$-linear batch computation, and multivariate batch polynomial evaluation, such as Polynomial, MatDot and PolyDot codes, Generalized PolyDot and Entangled Polynomial (EP) codes, and Lagrange Coded Computing (LCC). CSA codes for coded distributed batch matrix multiplication, which include LCC codes as a special
case, improve significantly upon state of art matrix-partitioning approaches (EP codes) in terms of communication cost, and upon LCC codes in download-constrained settings. Generalized CSA (GCSA) codes bridge the extremes of matrix partitioning based approaches (EP codes) and batch processing approaches (CSA codes, LCC codes), and allow a tradeoff between server computation complexity, which is improved by emphasizing the matrix partitioning aspect, and communication costs, which are improved by emphasizing the batch processing aspect. $N$-CSA codes for $N$-linear batch computations and multivariate polynomial evaluations similarly generalize LCC codes, offering advantages especially in download constrained settings. As a final observation, note that LCC codes in [138] also allow settings with $X$-secure data and $B$-byzantine servers. Given that cross-subspace alignment schemes originated in PIR with $X$-security constraints in Chapter 2 and have also been applied to $B$-byzantine settings in Chapter 4, extensions of CSA codes, GCSA codes and $N$-CSA codes to $X$-secure and $B$-byzantine settings are relatively straightforward, as shown in Appendix D.1.

## Chapter 7

## $X$-Secure $T$-Private Federated Submodel Learning with Elastic Dropout Resilience

Motivated by recent interest in federated submodel learning, this chapter explores the fundamental problem of privately reading from and writing to a database comprised of $K$ files (submodels) that are stored across $N$ distributed servers according to an $X$-secure threshold secret sharing scheme. One after another, various users wish to retrieve their desired file, locally process the information and then update the file in the distributed database while keeping the identity of their desired file private from any set of up to $T$ colluding servers. The availability of servers changes over time, so elastic dropout resilience is required. The main contribution of this chapter is an adaptive scheme, called ACSA-RW, that takes advantage of all currently available servers to reduce its communication costs, fully updates the database after each write operation even though the database is only partially accessible due to server dropouts, and ensures a memoryless operation of the network in the sense that the storage structure is preserved and future users may remain oblivious of the past history of server dropouts. The ACSA-RW construction builds upon cross-subspace alignment (CSA) codes that were originally introduced for $X$-secure $T$-private information retrieval and have
been shown to be natural solutions for secure distributed matrix multiplication problems. ACSA-RW achieves the desired private read and write functionality with elastic dropout resilience, matches the best results for private-read from PIR literature, improves significantly upon available baselines for private-write, reveals a striking symmetry between upload and download costs, and exploits redundant storage dimensions to accommodate arbitrary read and write dropout servers up to certain threshold values. It also answers in the affirmative an open question by Kairouz et al. by exploiting synergistic gains from the joint design of private read and write operations.

### 7.1 Introduction

The rise of machine learning is marked by fundamental tradeoffs between competing concerns. Central to this chapter are 1) the need for abundant training data, 2) the need for privacy, and 3) the need for low communication cost. Federated learning [78, 80, 73, 131] is a distributed machine learning paradigm that addresses the first two concerns by allowing distributed users/clients (e.g., mobile phones) to collaboratively train a shared model that is stored in a cluster of databases/servers (cloud) while keeping their training data private. The users retrieve the current model, train the model locally with their own training data, and then aggregate the modifications as focused updates. Thus, federated learning allows utilization of abundant training data while preserving its privacy. However, this incurs higher communication cost as each update involves communication of all model parameters.

Communicating the full model may be unnecessary for large scale machine learning tasks where each user's local data is primarily relevant to a small part of the overall model. Federated Submodel Learning (FSL) [82] builds on this observation by partitioning the model into multiple submodels and allowing users to selectively train and update the submodels that are most relevant to their local view. This is the case, for example, in the binary
relevance method for multi-label classification[90, 76], which independently trains a series of binary classifiers (viewed as submodels), one for each label. Given a sample to be predicted, the compound model predicts all labels for which the respective classifiers yield a positive result.

What makes federated submodel learning challenging is the privacy constraint. The identity of the submodel that is being retrieved and updated by a user must remain private. Prior works $[82,79,1,34,5]$ that assume centralized storage of all submodels are generally able to provide relatively weaker privacy guarantees such as plausible deniability through differential privacy mechanisms that perturb the data and rely on secure inter-user peer-to-peer communication for secure aggregation. On the other hand, it is noted recently by Kim and Lee in [64] that if the servers that store the submodels are distributed, then stronger information theoretic guarantees such ${ }^{1}$ as "perfect privacy" may be attainable, without the need for user-to-user communication. Indeed, in this chapter we focus on this setting of distributed servers and perfect privacy. The challenge of federated submodel learning in this setting centers around three key questions.

Q1 Private Read: How can a user efficiently retrieve the desired submodel from the distributed servers without revealing which submodel is being retrieved?

Q2 Private Write: How can a user efficiently update the desired submodel to the distributed servers without revealing which submodel is being updated?

Q3 Synergy of Private Read-Write: Are there synergistic gains in the joint design of retrieval and update operations, and if so, then how to exploit these synergies?

The significance of these fundamental questions goes well beyond federated submodel learning. As recognized by [82] the private read question (Q1) by itself is equivalent to the problem

[^36]of Private Information Retrieval (PIR) [23, 24], which has recently been studied extensively from an information theoretic perspective $[102,106,103,120,117,12,109,119,111,116,36$, $105,54,143,130,57,7,128,4,127,112,71,126,22,104,134,9,97,123,115,107,81,21$, $53,75]$. Much less is known about Q2 and Q3, i.e., the fundamental limits of private-write, and joint read-write solutions from the information theoretic perspective. Notably, Q3 has also been highlighted previously as an open problem by Kairouz et al in [80].

The problem of privately reading and writing data from a distributed memory falls under the larger umbrella of Distributed Oblivious RAM (DORAM)[74] primitives in theoretical computer science and cryptography. With a few limited exceptions (e.g., a specialized 4 -server construction in [66] that allows information theoretic privacy), prior studies of DORAM generally take a cryptographic perspective, e.g., privacy is guaranteed subject to computational hardness assumptions, and the number of memory blocks is assumed to be much larger than the size of each block. In contrast, the focus of this chapter is on Q2 and Q3 under the stronger notion of information theoretic privacy. Furthermore, because our motivation comes from federated submodel learning, the size of a submodel is assumed to be significantly larger than the number of submodels (see motivating examples in [82] and Section 7.3.1). Indeed, this is a pervasive assumption in the growing body of literature on information theoretic PIR[102, 106, 103, 120, 117, 12, 109, 119, 111, 116, 36, 105, 54, 143, 130, 57, 7, 128, $4,127,112,71,126,22,104,134,9,97,123,115,107,81,21,53,75]$. In a broad sense, our problem formulation in this chapter is motivated by applications of (information theoretic) PIR that also require private writes. There is no shortage of such applications, e.g., a distributed database of medical records that not only allows a physician to privately download the desired record (private read) but also to update the record with new information (private write), or a banking service that would similarly allow private reads and writes of financial records from authorized entities. Essentially, while FSL serves as our nominal application of interest based on prior works that motivated this effort, our problem formulation is broad enough to capture various distributed file systems that enable the users to read and write
files without revealing the identity of the target file. The files are viewed as submodels, and the assumption that the size of the file is significantly larger than the number of the files captures the nature of file systems that are most relevant to this chapter.

Overview: We consider the federated submodel learning setting where the global model is partitioned into $K$ submodels, and stored among $N$ distributed servers according to an $X$ secure threshold secret sharing scheme, i.e., any set of up to $X$ colluding servers can learn nothing about the stored models, while the full model can be recovered from the data stored by any $X+K_{c}$ servers. One at a time, users update the submodel most relevant to their local training data. The updates must be $T$-private, i.e., any set of up to $T$ colluding servers must not learn anything about which submodel is being updated. The contents of the updates must be $X_{\Delta}$-secure, i.e., any set of up to $X_{\Delta}$ colluding servers must learn nothing about the contents of the submodel updates. The size of a submodel is significantly larger than the number of submodels, which is significantly larger than 1 , i.e., $L \gg K \gg 1$ where $L$ is the size of a submodel and $K$ is the number of submodels. Due to uncertainties of the servers' I/O states, link states, etc., an important concern in distributed systems is to allow resilience against servers that may temporarily drop out [59, 68, 114, 19, 98]. To this end, we assume that at each time $t, t \in \mathbb{N}$, a subset of servers may be unavailable. These unavailable servers are referred to as read-dropout servers or write-dropout servers depending on whether the user intends to perform the private read or the private write operation. Since the set of dropout servers changes over time, and is assumed to be known to the user, the private read and write schemes must adapt to the set of currently available servers. Note that this is different from the problem of stragglers in massive distributed computing applications where the set of responsive servers is not known in advance, because servers may become unavailable during the lengthy time interval required for their local computations. Since our focus is not on massive computing applications, the server side processing needed for private read and write is not as time-consuming. So the availabilities, which are determined in advance by the user before initiating the read or write operation, e.g., by pinging the
servers, are not expected to change during the read or write operation. We do allow the server availabilities to change between the read and write operations due to the delay introduced by the intermediate processing that is needed at the user to generate his updated submodel. A somewhat surprising aspect of private write with unavailable servers is that even though the data at the unavailable servers cannot be updated, the collective storage at all servers (including the unavailable ones) must represent the updated models. The redundancy in coded storage and the $X$-security constraints which require that the stored information at any $X$ servers is independent of the data, are essential in this regard.

Since the private-read problem (Q1) is essentially a form of PIR, our starting point is the $X$-secure $T$-private information retrieval scheme (XSTPIR) of Chapter 2. In particular, we build on the idea of cross-subspace alignment (CSA), and introduce a new private readwrite scheme, called Adaptive CSA-RW (ACSA-RW) as an answer to Q1 and Q2. To our knowledge ACSA-RW is the first communication-efficient private federated submodel learning scheme that achieves information-theoretically perfect privacy. ACSA-RW also answers Q3 in the affirmative as it exploits query structure from the private-read operation to reduce the communication cost for the private-write operation. The evidence of synergistic gain in ACSA-RW from a joint design of submodel retrieval and submodel aggregation addresses the corresponding open problem highlighted in Section 4.4.4 of [80]. The observation that the ACSA-RW scheme takes advantage of storage redundancy for private read and private write is indicative of fundamental tradeoffs between download cost, upload cost, data security level, and storage redundancy for security and recoverability. In particular, the storage redundancy for $X$-security is exploited by private write, while the storage redundancy for robust recoverability is used for private read (see Theorem 7.1 and Section 7.3.1 for details). It is also remarkable that the ACSA-RW scheme requires absolutely no user-user communication, even though the server states change over time and the read-write operations are adaptive. In other words, a user is not required to be aware of the history of previous updates and the previous availability states of the servers (see Section 7.3.1 for details). The down-
load cost and the upload cost achieved by each user is an increasing function of the number of unavailable servers at the time. When more servers are available, the download cost and the upload costs are reduced, which provides elastic dropout resilience (see Theorem 7.1). To this end, the ACSA-RW scheme uses adaptive MDS-coded answer strings. This idea originates from CSA code constructions for the problem of coded distributed batch computation in Chapter 6 (also see [55]). In terms of comparisons against available baselines, we note (see Section 7.3.1) that ACSA-RW improves significantly in both the communication efficiency and the level of privacy compared to [64]. In fact, ACSA-RW achieves asymptotically optimal download cost when $X \geq X_{\Delta}+T$, and is order-wise optimal in terms of the upload cost. Compared with the 4 server construction of information theoretic DORAM in [66], (where $X=1, T=1, X_{\Delta}=0, N=4$ ) ACSA-RW has better communication efficiency (the assumption of $L \gg K$ is important in this regard). For example, as the ratio $L / K$ approaches infinity, ACSA-RW achieves total communication cost (i.e., the summation of the download cost and the upload cost, normalized by the submodel size) of 6 , versus the communication cost of 8 achieved by the construction in [66].

### 7.2 Problem Statement: Robust XSTPFSL

Consider $K$ initial submodels $\left(\mathbf{W}_{1}^{(0)}, \mathbf{W}_{2}^{(0)}, \cdots, \mathbf{W}_{K}^{(0)}\right)$, each of which consists of $L$ uniformly i.i.d. ${ }^{2}$ random symbols from a finite field ${ }^{3} \mathbb{F}_{q}$. In particular, we have

$$
\begin{equation*}
H\left(\mathbf{W}_{1}^{(0)}, \mathbf{W}_{2}^{(0)}, \cdots, \mathbf{W}_{K}^{(0)}\right)=K L \tag{7.1}
\end{equation*}
$$

[^37]
(a) The private-read phase of robust XSTPFSL. The $i^{t h}$ server is unavailable, $i \in \mathcal{S}_{r}^{(t)}$.

(b) The private-write phase of robust XSTPFSL. The $j^{\text {th }}$ server is unavailable, $j \in \mathcal{S}_{w}^{(t)}$. Note that Server $i$ and Server $j$ may be different servers.

Figure 7.1: The two phases of robust $X$-Secure $T$-Private Federated Submodel Learning (XSTPFSL) with arbitrary realizations of unavailable servers.
in $q$-ary units. Time slots are associated with users and their corresponding submodel updates, i.e., at time slot $t, t \in \mathbb{N}$, User $t$ wishes to perform the $t^{t h}$ submodel update. At time $t, t \in \mathbb{Z}^{*}$, the $K$ submodels are denoted as $\left(\mathbf{W}_{1}^{(t)}, \mathbf{W}_{2}^{(t)}, \cdots, \mathbf{W}_{K}^{(t)}\right)$. The submodels are represented as vectors, i.e., for all $t \in \mathbb{Z}^{*}, k \in[K]$,

$$
\begin{equation*}
\mathbf{W}_{k}^{(t)}=\left[W_{k}^{(t)}(1), W_{k}^{(t)}(2), \cdots, W_{k}^{(t)}(L)\right]^{\top} . \tag{7.2}
\end{equation*}
$$

The $K$ submodels are distributively stored among the $N$ servers. The storage at server $n, n \in[N]$ at time $t, t \in \mathbb{Z}^{*}$ is denoted as $\mathbf{S}_{n}^{(t)}$. Note that $\mathbf{S}_{n}^{(0)}$ represents the initial storage.

A full cycle of robust XSTPFSL is comprised of two phases - the read phase and the write phase. At the beginning of the cycle, User $t$ privately generates the desired index $\theta_{t}$, uniformly from $[K]$, and the user-side randomness $\mathcal{Z}_{U}^{(t)}$, which is intended to protect the user's privacy and security. In the read phase, User $t$ wishes to retrieve the submodel $\mathbf{W}_{\theta_{t}}^{(t-1)}$. At all times, nothing must be revealed about any (current or past) desired indices $\left(\theta_{1}, \theta_{2}, \cdots, \theta_{t}\right)$ to any set of up to $T$ colluding servers. To this end, User $t$ generates the read-queries $\left(Q_{1}^{\left(t, \theta_{t}\right)}, Q_{2}^{\left(t, \theta_{t}\right)}, \cdots, Q_{N}^{\left(t, \theta_{t}\right)}\right)$, where $Q_{n}^{\left(t, \theta_{t}\right)}$ is intended for the $n^{t h}$ server, such that,

$$
\begin{equation*}
H\left(Q_{n}^{\left(t, \theta_{t}\right)} \mid \theta_{t}, \mathcal{Z}_{U}^{(t)}\right)=0, \quad \forall n \in[N] \tag{7.3}
\end{equation*}
$$

Each of the currently available servers $n, n \in[N] \backslash \mathcal{S}_{r}^{(t)}$ is sent the query $Q_{n}^{\left(t, \theta_{t}\right)}$ by the user, and responds to the user with an answer $A_{n}^{\left(t, \theta_{t}\right)}$, such that,

$$
\begin{equation*}
H\left(A_{n}^{\left(t, \theta_{t}\right)} \mid \mathbf{S}_{n}^{(t-1)}, Q_{n}^{\left(t, \theta_{t}\right)}\right)=0, \quad \forall n \in[N] \backslash \mathcal{S}_{r}^{(t)} \tag{7.4}
\end{equation*}
$$

From the answers returned by the servers $n, n \in[N] \backslash \mathcal{S}_{r}^{(t)}$, the user must be able to reconstruct
the desired submodel $\mathbf{W}_{\theta_{t}}^{(t-1)}$.

$$
\text { [Correctness] } H\left(\mathbf{W}_{\theta_{t}}^{(t-1)} \mid\left(A_{n}^{\left(t, \theta_{t}\right)}\right)_{n \in[N] \backslash \mathcal{S}_{r}^{(t)}},\left(Q_{n}^{\left(t, \theta_{t}\right)}\right)_{n \in[N]}, \theta_{t}\right)=0 .
$$

This is the end of the read phase.

Upon finishing the local submodel training, User $t$ privately generates an increment ${ }^{4}$ for the $\theta_{t}^{t h}$ submodel. The increment is represented as a vector, $\Delta_{t}=\left[\Delta_{1}^{(t)}, \Delta_{2}^{(t)}, \cdots, \Delta_{L}^{(t)}\right]^{\top}$, which consists of $L$ i.i.d. uniformly distributed symbols from the finite field $\mathbb{F}_{q}$, i.e., $H\left(\boldsymbol{\Delta}_{t}\right)=L$ in $q$-ary units. The increment $\boldsymbol{\Delta}_{t}$ is intended to update the $\theta_{t}^{t h}$ submodel $\mathbf{W}_{\theta_{t}}^{(t-1)}$, such that the next user who wishes to make an update, User $t+1$, is able to retrieve the submodel $\mathbf{W}_{\theta_{t}}^{(t)}=\mathbf{W}_{\theta_{t}}^{(t-1)}+\boldsymbol{\Delta}_{t}$ if $\theta_{t+1}=\theta_{t}$, and the submodel $\mathbf{W}_{\theta_{t}^{\prime}}^{(t)}=\mathbf{W}_{\theta_{t}^{\prime}}^{(t-1)}$ if $\theta_{t+1}=\theta_{t}^{\prime} \neq \theta_{t}$. In other words, for all $t \in \mathbb{N}, k \in[K]$, the submodel $\mathbf{W}_{k}^{(t)}$ is defined recursively as follows.

$$
\mathbf{W}_{k}^{(t)}=\left\{\begin{array}{cc}
\mathbf{W}_{k}^{(t-1)}+\boldsymbol{\Delta}_{t} & k=\theta_{t}  \tag{7.5}\\
\mathbf{W}_{k}^{(t-1)} & k \neq \theta_{t}
\end{array}\right.
$$

User $t$ initializes the write phase by generating the write-queries $\left(P_{1}^{\left(t, \theta_{t}\right)}, P_{2}^{\left(t, \theta_{t}\right)}, \cdots, P_{N}^{\left(t, \theta_{t}\right)}\right)$. For ease of notation, let the write-queries be nulls for the write-dropout servers, i.e., $P_{n}^{\left(t, \theta_{t}\right)}=$ for $n \in \mathcal{S}_{w}^{(t)}$. For all $n \in[N]$,

$$
\begin{equation*}
H\left(P_{n}^{\left(t, \theta_{t}\right)} \mid \theta_{t}, \mathcal{Z}_{U}^{(t)},\left(A_{n}^{\left(t, \theta_{t}\right)}\right)_{n \in[N]}, \boldsymbol{\Delta}_{t}\right)=0 . \tag{7.6}
\end{equation*}
$$

The user sends the write-query $P_{n}^{\left(t, \theta_{t}\right)}$ to the $n^{t h}$ server, $n \in[N] \backslash \mathcal{S}_{w}^{(t)}$, if the server was available in the read-phase and therefore already received the read-query. Otherwise, if the

[^38]server was not available during the read phase, then the user sends ${ }^{5}$ both read and write queries $\left(Q_{n}^{\left(t, \theta_{t}\right)}, P_{n}^{\left(t, \theta_{t}\right)}\right)$. Still, any set of up to $T$ colluding servers must learn nothing about the desired indices $\left(\theta_{1}, \theta_{2}, \cdots, \theta_{t}\right)$.

Upon receiving the write-queries, each of the servers $n, n \in[N] \backslash \mathcal{S}_{w}^{(t)}$ updates its storage based on the existing storage $\mathbf{S}_{n}^{(t-1)}$ and the queries for the two phases $\left(P_{n}^{\left(t, \theta_{t}\right)}, Q_{n}^{\left(t, \theta_{t}\right)}\right)$, i.e.,

$$
H\left(\begin{array}{l|l}
\mathbf{S}_{n}^{(t)} & \left.\mathbf{S}_{n}^{(t-1)}, P_{n}^{\left(t, \theta_{t}\right)}, Q_{n}^{\left(t, \theta_{t}\right)}\right)=0 . \tag{7.7}
\end{array}\right.
$$

On the other hand, the write-dropout servers are unable to perform any storage update.

$$
\begin{equation*}
\mathbf{S}_{n}^{(t)}=\mathbf{S}_{n}^{(t-1)}, \quad \forall n \in \mathcal{S}_{w}^{(t)} \tag{7.8}
\end{equation*}
$$

Next, let us formalize the security and privacy constraints. $T$-privacy guarantees that at any time, any set of up to $T$ colluding servers learn nothing about the indices $\left(\theta_{1}, \theta_{2}, \cdots, \theta_{t}\right)$ from all the read and write queries and storage states.

$$
\begin{align*}
& {[T \text {-Privacy }] I\left(\left(\theta_{\tau}\right)_{\tau \in[t]} ;\left(P_{n}^{\left(t, \theta_{t}\right)}, Q_{n}^{\left(t, \theta_{t}\right)}\right)_{n \in \mathcal{T}} \mid\left(\mathbf{S}_{n}^{(\tau-1)}, P_{n}^{\left(\tau-1, \theta_{\tau-1}\right)}, Q_{n}^{\left(\tau-1, \theta_{\tau-1}\right)}\right)_{\tau \in[t], n \in \mathcal{T}}\right)=0} \\
& \forall \mathcal{T} \in[N],|\mathcal{T}|=T, t \in \mathbb{N} \tag{7.9}
\end{align*}
$$

where for all $n \in[N]$, we define $P_{n}^{\left(0, \theta_{0}\right)}=Q_{n}^{\left(0, \theta_{0}\right)}=$.

Similarly, any set of up to $X_{\Delta}$ colluding servers must learn nothing about the increments $\left(\Delta_{1}, \Delta_{2}, \cdots, \Delta_{t}\right)$.

$$
\left[X_{\Delta} \text {-Security }\right] \quad I\left(\left(\boldsymbol{\Delta}_{\tau}\right)_{\tau \in[t]} ;\left(P_{n}^{\left(t, \theta_{t}\right)}\right)_{n \in \mathcal{X}} \mid \quad\left(\mathbf{S}_{n}^{(\tau-1)}, P_{n}^{\left(\tau-1, \theta_{\tau-1}\right)}, Q_{n}^{\left(\tau, \theta_{\tau}\right)}\right)_{\tau \in[t], n \in \mathcal{X}}\right)=0
$$

[^39]\[

$$
\begin{equation*}
\forall \mathcal{X} \subset[N],|\mathcal{X}|=X_{\Delta}, t \in \mathbb{N} \tag{7.10}
\end{equation*}
$$

\]

The storage at the $N$ servers is formalized according to a threshold secret sharing scheme. Specifically, the storage at any set of up to $X$ colluding servers must reveal nothing about the submodels. Formally,

$$
\begin{array}{cc}
H\left(\mathbf{S}_{n}^{(0)} \mid\left(\mathbf{W}_{k}^{(0)}\right)_{k \in[K]}, \mathcal{Z}_{S}\right)=0, \forall n \in[N], \\
{[X \text {-Security }]} & I\left(\left(\mathbf{W}_{k}^{(t)}\right)_{k \in[K]} ;\left(\mathbf{S}_{n}^{(t)}\right)_{n \in \mathcal{X}}\right)=0, \forall \mathcal{X} \subset[N],|\mathcal{X}|=X, t \in \mathbb{Z}^{*}, \tag{7.12}
\end{array}
$$

where for all $n \in[N]$, we define $\mathbf{S}_{n}^{-1}=$. Note that $\mathcal{Z}_{S}$ is the private randomness used by the secret sharing scheme that implements $X$-secure storage across the $N$ servers.

There is a subtle difference in the security constraint that we impose on the storage, and the previously specified security and privacy constraints on updates and queries. To appreciate this difference let us make a distinction between the notions of an internal adversary and an external adversary. We say that a set of colluding servers forms an internal adversary if those colluding servers have access to not only their current storage, but also their entire history of previous stored values and queries. Essentially the internal adversary setting represents a greater security threat because the servers themselves are dishonest and surreptitiously keep records of all their history in an attempt to learn from it. In contrast, we say that a set of colluding servers forms an external adversary if those colluding servers have access to only their current storage, but not to other historical information. Essentially, this represents an external adversary who is able to steal the current information from honest servers who do not keep records of their historical information. Clearly, an external adversary is weaker than an internal adversary. Now let us note that while the $T$-private queries and the $X_{\Delta}$-secure updates are protected against internal adversaries, the $X$-secure storage is only protected against external adversaries. This is mainly because we will generally assume
$X>\max \left(X_{\Delta}, T\right)$, i.e., a higher security threshold for storage, than for updates and queries. Note that once the number of compromised servers exceeds $\max \left(X_{\Delta}, T\right)$, the security of updates and the privacy of queries is no longer guaranteed. In such settings the security of storage is still guaranteed, albeit in a weaker sense (against external adversaries). On the other hand if the number of compromised servers is small enough, then indeed secure storage may be guaranteed in a stronger sense, even against internal adversaries. We refer the reader to Remark 7.5 for further insight into this aspect.

The independence among various quantities of interest is specified for all $t \in \mathbb{N}$ as follows.

$$
\begin{align*}
& H\left(\left(\mathbf{W}_{k}^{(0)}\right)_{k \in[K]},\left(\boldsymbol{\Delta}_{\tau}\right)_{\tau \in[t]},\left(\theta_{\tau}\right)_{\tau \in[t]},\left(\mathcal{Z}_{U}^{(\tau)}\right)_{\tau \in[t]}, \mathcal{Z}_{S}\right) \\
& =H\left(\left(\mathbf{W}_{k}^{(0)}\right)_{k \in[K]}\right)+H\left(\left(\boldsymbol{\Delta}_{\tau}\right)_{\tau \in[t]}\right)+H\left(\left(\theta_{\tau}\right)_{\tau \in[t]}\right)+H\left(\left(\mathcal{Z}_{U}^{(\tau)}\right)_{\tau \in[t]}\right)+H\left(\mathcal{Z}_{S}\right) . \tag{7.13}
\end{align*}
$$

To evaluate the performance of a robust XSTPFSL scheme, we consider the following metrics. The first two metrics focus on communication cost. For $t \in \mathbb{N}$, the download cost $D_{t}$ is the expected (over all realizations of queries) number of $q$-ary symbols downloaded by User $t$, normalized by $L$. The upload cost $U_{t}$ is the expected number of $q$-ary symbols uploaded by User $t$, also normalized by $L$. The next metric focuses on storage efficiency. For $t \in \mathbb{Z}^{*}$, the storage efficiency is defined as the ratio of the total data content to the total storage resources consumed by a scheme, i.e., $\eta^{(t)}=\frac{K L}{\sum_{n \in[N]} H\left(S_{n}^{(t)}\right)}$. If $\eta^{(t)}$ takes the same value for all $t \in \mathbb{Z}^{*}$, we use the compact notation $\eta$ instead.

### 7.3 Main Result: The ACSA-RW Scheme for Private Read/Write

The main contribution of this chapter is the ACSA-RW scheme, which allows private read and private write from $N$ distributed servers according to the problem statement provided in Section 7.2. The scheme achieves storage efficiency $K_{c} / N$, i.e., it uses a total storage of $\left(K L N / K_{c}\right) \log _{2} q$ bits across $N$ servers in order to store the $K L \log _{2} q$ bits of actual data, where $K_{c} \in \mathbb{N}$, and allows arbitrary read-dropouts and write-dropouts as long as the number of dropout servers is less than the corresponding threshold values. The thresholds are defined below and their relationship to redundant storage dimensions is explained in Section 7.3.1.

$$
\begin{array}{ll}
\text { Read-dropout threshold: } & S_{r}^{\text {thresh }} \triangleq N-\left(K_{c}+X+T-1\right) . \\
\text { Write-dropout threshold: } & S_{w}^{\text {thresh }} \triangleq X-\left(X_{\Delta}+T-1\right) . \tag{7.15}
\end{array}
$$

It is worth emphasizing that the ACSA-RW scheme does not just tolerate dropout servers, it adapts (hence the elastic resilience) to the number of available servers so as to reduce its communication cost. The elasticity would be straightforward if the only concern was the private-read operation because known PIR schemes can be adapted to the number of available servers. What makes the elasticity requirement non-trivial is that the scheme must accommodate both private read and private write. The private-write requirements are particularly intriguing, almost paradoxical in that the coded storage across all $N$ servers needs to be updated to be consistent with the new submodels, even though some of those servers (the write-dropout servers) are unavailable, so their stored information cannot be changed. Furthermore, as server states continue to change over time, future updates need no knowledge of prior dropout histories. Also of interest are the tradeoffs between storage redundancy and the resources needed for private-read and private-write functionalities. Because many of these aspects become more intuitively transparent when $L \gg K \gg 1$, the asymptotic setting
is used to present the main result in Theorem 7.1. In particular, by suppressing minor terms (which can be found in the full description of the scheme), the asymptotic setting reveals an elegant symmetry between the upload and download costs. The remainder of this section is devoted to stating and then understanding the implications of Theorem 7.1. The scheme itself is presented in the form of the proof of Theorem 7.1 in Section 7.4.

Theorem 7.1. In the limit $L / K \rightarrow \infty$, for all $t \in \mathbb{N}$ the $A C S A-R W$ scheme achieves the following download, upload cost pair $\left(D_{t}, U_{t}\right)$ and storage efficiency $\eta$ :

$$
\begin{equation*}
\left(D_{t}, U_{t}\right)=\left(\frac{N-\left|\mathcal{S}_{r}^{(t)}\right|}{S_{r}^{\text {thresh }}-\left|\mathcal{S}_{r}^{(t)}\right|}, \frac{N-\left|\mathcal{S}_{w}^{(t)}\right|}{S_{w}^{\text {thresh }}-\left|\mathcal{S}_{w}^{(t)}\right|}\right), \quad \eta=\frac{K_{c}}{N} \tag{7.16}
\end{equation*}
$$

for any $K_{c} \in \mathbb{N}$ such that $\left|\mathcal{S}_{r}^{(t)}\right|<S_{r}^{\text {thresh }}, \quad\left|\mathcal{S}_{w}^{(t)}\right|<S_{w}^{\text {thresh }}$, and the field size $q \geq N+$ $\max \left\{S_{r}^{\text {thresh }}, S_{w}^{\text {thresh }}, K_{c}\right\}$.

### 7.3.1 Observations

## Storage Redundancy and Private Read/Write Thresholds

The relationship between redundant storage dimensions and the private read/write thresholds is conceptually illustrated in Figure 7.2.


Figure 7.2: Conceptual partitioning of total server storage space ( $N$ dimensions) into data content ( $K_{c}$ dimensions), storage redundancy that is exploited by private-write ( $X$ dimensions), and storage redundancy that is exploited by private-read ( $N-K_{c}-X$ dimensions).

The total storage utilized by the ACSA-RW scheme across $N$ servers is represented as the
overall $N$ dimensional space in Figure 7.2. Out of this, the actual data occupies only $K_{c}$ dimensions, which is why the storage efficiency of ACSA-RW is $K_{c} / N$. Because the storage must be $X$-secure, i.e., any set of up to $X$ colluding servers cannot learn anything about the data, it follows that out of the $N$ dimensions of storage space, $X$ dimensions are occupied by information that is independent of the actual data. The storage redundancy represented by these $X$ dimensions will be essential to enable the private-write functionality. But first let us consider the private-read operation for which we have a number of prior results on PIR as baselines for validating our intuition. From Figure 7.2 we note that outside the $X$ dimensions of redundancy that was introduced due to data-security, the $T$-privacy constraint adds a storage redundancy of another $T-1$ dimensions that is shown in red. To understand this, compare the asymptotic (large $K$ ) capacity of MDS-PIR [11]: $C_{\text {MDS-PIR }}=1-K_{c} / N$ with the (conjectured) asymptotic capacity of MDS-TPIR [36, 105]: $C_{\text {MDS-TPIR }}=1-\left(K_{c}+T-1\right) / N$. To achieve a non-zero value of the asymptotic capacity, the former requires $N>K_{c}$, but the latter requires $N>K_{c}+T-1$. Equivalently, the former allows a read-dropout threshold of $N-K_{c}$ while the latter allows a read-dropout threshold of $N-\left(K_{c}+T-1\right)$. In fact, going further to the (conjectured) asymptotic capacity of MDS-XSTPIR [54], which also includes the $X$-security constraint, we note that a non-zero value of capacity requires $N>$ $K_{c}+X+T-1$. Intuitively, we may interpret this as: the $X$-security constraint increases the demands on storage redundancy by $X$ dimensions and the $T$-privacy constraint increases the demands on storage redundancy by another $T-1$ dimensions. This is what is represented in Figure 7.2. Aside from the $K_{c}$ dimensions occupied by data, the $X$ dimensions of redundancy added by the security constraint, and the $T-1$ dimensions of redundancy added by the $T$ privacy constraint, the remaining dimensions at the right end of the figure are used to accommodate read-dropouts. Indeed, this is what determines the read-dropout threshold, as we note from Figure 7.2 that $N-\left(X+K_{c}+(T-1)\right)=S_{r}^{\text {thresh. }}$. Now consider the privatewrite operation which is novel and thus lacks comparative baselines. What is remarkable is the synergistic aspect of private-write, that it does not add further redundancy beyond the
$X$ dimensions of storage redundancy already added by the $X$-security constraint. Instead, it operates within these $X$ dimensions to create further sub-partitions. Within these $X$ dimensions, a total of $X_{\Delta}+T-1$ dimensions are used to achieve $X_{\Delta}$-secure updates that also preserve $T$-privacy, and the remaining dimensions are used to accommodate write-dropout servers, giving us the write-dropout threshold as $X-\left(X_{\Delta}+T-1\right)=S_{w}^{\text {thresh }}$. Remarkably in Figure 7.2, the ( $K_{c}, X_{\Delta}, T-1, S_{w}^{\text {thresh }}$ ) partition structure for private-write replicates at a finer level the original ( $K_{c}, X, T-1, S_{r}^{\text {thresh }}$ ) partition structure of private-read. Also remarkable is a new constraint introduced by the private-write operation that is not encountered in prior works on PIR - the feasibility of ACSA-RW requires $X \geq T$. Whether or not this constraint is fundamental in the asymptotic setting of large $K$ is an open problem for future work.

## Optimality

Asymptotic (large $K$ ) optimality of ACSA-RW remains an open question in general. Any attempt to resolve this question runs into other prominent open problems in the informationtheoretic PIR literature, such as the asymptotic capacity of MDS-TPIR [36, 105] and MDSXSTPIR in Chapter 4 that also remain open. Nevertheless, it is worth noting that Theorem 7.1 matches or improves upon the best known results in all cases where such results are available. In particular, the private-read phase of ACSA-RW scheme recovers a universally robust $X$-secure $T$-private information retrieval scheme (see [16] and Chapter 2). When $K_{c}=$ $1, X \geq X_{\Delta}+T$, it achieves the asymptotic capacity; and when $K_{c}>1, X \geq X_{\Delta}+T$, it achieves the conjectured asymptotic capacity in Chapter 4. While much less is known about optimal private-write schemes, it is clear that ACSA-RW significantly improves upon previous work as explained in Section 7.3.1. Notably, both upload and download costs are $O(1)$ in $K$, i.e., they do not scale with $K$. Thus, at the very least the costs are orderwise optimal. Another interesting point of reference is the best case scenario, where we have no dropout servers, $\left|\mathcal{S}_{r}^{(t)}\right|=0,\left|\mathcal{S}_{w}^{(t)}\right|=0$. The total communication cost of ACSA-RW in this case, i.e., the sum of
upload and download costs, is $D_{t}+U_{t}=N\left(\frac{1}{S_{r}^{\text {thresh }}}+\frac{1}{S_{w}^{\text {thresh }}}\right)$, which is minimized when $K_{c}=1$, $S_{r}^{\text {thresh }}=S_{w}^{\text {thresh }}$, and $X=\left(N+X_{\Delta}-1\right) / 2$. For large $N$, we have $D_{t}+U_{t} \approx 2+2=4$, thus in the best case scenario, ACSA-RW is optimal within a factor of 2 . Finally, on a speculative note, perhaps the most striking aspect of Theorem 7.1 is the symmetry between upload and download costs, which (if not coincidental) bodes well for their fundamental significance and information theoretic optimality.

## The Choice of Parameter $K_{c}$

The choice of the parameter $K_{c}$ in ACSA-RW determines the storage efficiency of the scheme, $\eta=K_{c} / N$. At one extreme, we have the smallest possible value of $K_{c}$, i.e., $K_{c}=1$, which is the least efficient storage setting, indeed the storage efficiency is analogous to replicated storage, each server uses as much storage space as the size of all data ( $K L \log _{2} q$ bits). This setting yields the best (smallest) download costs. The other extreme corresponds to the maximum possible value of $K_{c}$, which is obtained as $K_{c}=N-(X+T)$ because the dropout thresholds cannot be smaller than 1. At this extreme, storage is the most efficient, but there is no storage redundancy left to accommodate any read dropouts, and the download cost of ACSA-RW takes its maximal value, equal to $N$. Remarkably, the upload cost of the private-write operation does not depend on $K_{c}$. However, $K_{c}$ is significant for another reason; it determines the access complexity (see Remark 7.6) of both private read and write operations, i.e., the number of bits that are read from or written to by each available server. In particular, the access complexity of each available server in the private read or write phases is at most $\left(K L / K_{c}\right) \log _{2} q$, so for example, increasing $K_{c}$ from 1 to 2 can reduce the access complexity in half, while simultaneously doubling the storage efficiency.

## Tradeoff between Upload and Download Costs

The trade-off between the upload cost and the download cost of the ACSA-RW scheme is illustrated via two examples in Figure 7.3, where we have $N=10, X_{\Delta}=T=1$ for the blue solid curve, and $N=10, X_{\Delta}=1, T=2$ for the red solid curve. For both examples, we set $K_{c}=1$ and assume that there are no dropout servers. The trade-off is achieved with various choices of $X$. For the example shown in the blue solid curve, we set $X=(2,3,4,5,6,7,8)$. For the example in the red solid curve, we set $X=(3,4,5,6,7)$. Note that the most balanced trade-off point is achieved when $X=N / 2$.


Figure 7.3: Upload, download costs pairs $\left(U_{t}, D_{t}\right)$ of the ACSA-RW scheme in the asymptotic setting $L \gg K \gg 1$, for $N=10, X_{\Delta}=T=1$ (the blue curve) and $N=10, X_{\Delta}=1, T=2$ (the red curve), with various choices of $X$. Both examples assume that $K_{c}=1$ and there are no dropout servers.

## Synergistic Gains from Joint Design of Private Read and Write

A notable aspect of the ACSA-RW scheme, which answers in the affirmative an open question raised in Section 4.4.4 of [80], is the synergistic gain from the joint design of the read phase and the write phase. While the details of the scheme are non-trivial and can be found in

Section 7.4, let us provide an intuitive explanation here by ignoring some of the details. As a simplification, let us ignore security constraints and consider the database represented by a vector $\mathbf{W}=\left[W_{1}, W_{2}, \cdots, W_{K}\right]^{\top}$ that consists of symbols from the $K$ submodels. Suppose the user is interested in $W_{\theta_{t}}$ for some index $\theta_{t} \in[K]$ that must be kept private. Note that $W_{\theta_{t}}=$ $\mathbf{W}^{\top} \mathbf{e}_{K}\left(\theta_{t}\right)$, where $\mathbf{e}_{K}\left(\theta_{t}\right)$ is the standard basis vector, i.e., the desired symbol is obtained as an inner product of the database vector and the basis vector $\mathbf{e}_{K}\left(\theta_{t}\right)$. To do this privately, the basis vector is treated by the user as a secret and a linear threshold secret-sharing scheme is used to generate shares that are sent to the servers. The servers return the inner products of the stored data and the secret-shared basis vector, which effectively form the secret shares of the desired inner product. Once the user collects sufficiently many secret shares, (s)he is able to retrieve the desired inner product, and therefore the desired symbol $W_{\theta_{t}}$. This is the key to the private read-operation. Now during the write phase, the user wishes to update the database to the new state: $\mathbf{W}^{\prime}=\left[W_{1}, \cdots, W_{\theta_{t}-1}, W_{\theta_{t}}+\Delta_{t}, W_{\theta_{t}+1} \cdots, W_{K}\right]$, which can be expressed as $\mathbf{W}^{\prime}=\mathbf{W}+\Delta_{t} \mathbf{e}_{K}\left(\theta_{t}\right)$. This can be accomplished by sending the secret-shares of $\Delta_{t} \mathbf{e}_{K}\left(\theta_{t}\right)$ to the $N$ servers. The key observation here is the following: since the servers (those that were available during the read phase) have already received secret shares of $\mathbf{e}_{K}\left(\theta_{t}\right)$, the cost of sending the secret-shares of $\Delta_{t} \mathbf{e}_{K}\left(\theta_{t}\right)$ is significantly reduced. Essentially, it suffices to send secret shares of $\Delta_{t}$ which can be multiplied with the secret shares of $\mathbf{e}_{K}\left(\theta_{t}\right)$ to generate secret shares of $\Delta_{t} \mathbf{e}_{K}\left(\theta_{t}\right)$ at the servers. This is much more efficient because $\Delta_{t} \mathbf{e}_{K}\left(\theta_{t}\right)$ is a $K \times 1$ vector, while the dimension of $\Delta_{t}$ is 1 (scalar), and $K \gg 1$. This is the intuition behind the synergistic gains from the joint design of private read and write operations that are exploited by ACSA-RW. Note that the servers operate directly on secret shares, as in homomorphic encryption [27], and that these operations (inner products) are special cases of secure distributed matrix multiplications. Since CSA codes have been shown to be natural solutions for secure distributed matrix multiplications (see Chapter 6 and [55]), it is intuitively to be expected that CSA schemes should lead to communication-efficient solutions for the private read-write implementation as described
above.

## How to Fully Update a Distributed Database that is only Partially Accessible

A seemingly paradoxical aspect of the write phase of ACSA-RW is that it is able to force the distributed database across all $N$ servers to be fully consistent with the updated data, even though the database is only partially accessible due to write-dropout servers. Let us explain the intuition behind this with a toy example ${ }^{6}$ where we have $N=2$ servers and $X=1$ security level is required. For simplicity we have only one file/submodel, i.e., $K=1$, so there are no privacy concerns. The storage at the two servers is $S_{1}=W+Z, S_{2}=Z$, where $W$ is the data (submodel) symbol, and $Z$ is the random noise symbol used to guarantee the $X=1$ security level, i.e., the storage at each server individually reveals nothing about the data $W$. The storage can be expressed in the following form.

$$
\left[\begin{array}{l}
S_{1}  \tag{7.17}\\
S_{2}
\end{array}\right]=\underbrace{\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right]}_{\mathbf{G}}\left[\begin{array}{l}
W \\
Z
\end{array}\right] .
$$

so that $\mathbf{G}$ is the coding function, and the data can be recovered as $S_{1}-S_{2}=W$.

Now suppose the data $W$ needs to be updated to the new value $W^{\prime}=W+\Delta$. The updated storage $S_{1}^{\prime}, S_{2}^{\prime}$ should be such that the coding function is unchanged (still the same $\mathbf{G}$ matrix) and the updated data can similarly be recovered as $S_{1}^{\prime}-S_{2}^{\prime}=W^{\prime}$. Remarkably this can be done even if one of the two servers drops out and is therefore inaccessible. For example, if Server 1 drops out, then we can update the storage only at Server 2 to end up with $S_{1}^{\prime}=S_{1}=W+Z$, and $S_{2}^{\prime}=Z-\Delta$, such that indeed $S_{1}^{\prime}-S_{2}^{\prime}=W^{\prime}$ and the coding function is

[^40]unchanged.
\[

\left[$$
\begin{array}{l}
S_{1}^{\prime}  \tag{7.18}\\
S_{2}^{\prime}
\end{array}
$$\right]=\left[$$
\begin{array}{l}
S_{1} \\
S_{2}^{\prime}
\end{array}
$$\right]=\left[$$
\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}
$$\right]\left[$$
\begin{array}{l}
W+\Delta \\
Z-\Delta
\end{array}
$$\right]=\left[$$
\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}
$$\right]\left[$$
\begin{array}{c}
W^{\prime} \\
Z^{\prime}
\end{array}
$$\right]
\]

Similarly, if Server 2 drops out, then we can update the storage only at Server 1 to end up with $S_{1}^{\prime}=W+\Delta+Z$, and $S_{2}^{\prime}=S_{2}=Z$, such that we still have $S_{1}^{\prime}-S_{2}^{\prime}=W^{\prime}$ and the coding function is unchanged.

$$
\left[\begin{array}{l}
S_{1}^{\prime}  \tag{7.19}\\
S_{2}^{\prime}
\end{array}\right]=\left[\begin{array}{l}
S_{1}^{\prime} \\
S_{2}
\end{array}\right]=\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
W+\Delta \\
Z
\end{array}\right]=\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
W^{\prime} \\
Z
\end{array}\right] .
$$

This, intuitively, is how the paradox is resolved, and a distributed database is fully updated even when it is only partially accessible. Note that the realization of the "noise" symbol is different for various realizations of the dropout servers, $Z^{\prime} \neq Z$.

While the toy example conveys a key idea, the generalization of this idea to the ACSA-RW scheme is rather non-trivial. Let us shed some light on this generalization, which is made possible by the construction of an "ACSA null-shaper", see Definition 7.8. Specifically, by carefully placing nulls of the CSA code polynomial in the update equation, the storage of the write-dropout servers in $\mathcal{S}_{w}^{(t)}$ is left unmodified. It is important to point out that the storage structure (i.e., ACSA storage, see Definition 7.3) is preserved, just as the coding function is left unchanged in the toy example above. Let us demonstrate the idea with a minimal example where $X=2, T=1, X_{\Delta}=0, N=4$. Let us define the following functions.

$$
\begin{align*}
& \mathbf{S}(\alpha)=\mathbf{W}+\alpha \mathbf{Z}_{1}+\alpha^{2} \mathbf{Z}_{2},  \tag{7.20}\\
& \mathbf{Q}(\alpha)=\mathbf{e}_{K}\left(\theta_{t}\right)+\alpha \mathbf{Z}^{\prime} \tag{7.21}
\end{align*}
$$

where $\mathbf{W}=\left[W_{1}, W_{2}, \cdots, W_{K}\right]$ is a $K \times 1$ vector of the $K$ data (submodel) symbols, $\mathbf{Z}_{1}, \mathbf{Z}_{2}, \mathbf{Z}^{\prime}$
are uniformly and independently distributed noise vectors that are used to protect data security and the user's privacy, respectively. Let $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}$ be 4 distinct non-zero elements from a finite field $\mathbb{F}_{q}$. The storage at the 4 servers is $\mathbf{S}\left(\alpha_{1}\right), \mathbf{S}\left(\alpha_{2}\right), \mathbf{S}\left(\alpha_{3}\right), \mathbf{S}\left(\alpha_{4}\right)$, respectively. Similarly, the read-queries for the 4 servers are $\mathbf{Q}\left(\alpha_{1}\right), \mathbf{Q}\left(\alpha_{2}\right), \mathbf{Q}\left(\alpha_{3}\right), \mathbf{Q}\left(\alpha_{4}\right)$, respectively. We note that the storage vectors and the query vectors can be viewed as secret sharings of W and $\mathbf{e}_{K}\left(\theta_{t}\right)$ vectors with threshold of $X=2$ and $T=1$, respectively. Now let us assume that $\mathcal{S}_{w}^{(t)}=\{1\}$ for some $t \in \mathbb{N}$, i.e., Server 1 drops out. Let us define the function $\Omega(\alpha)=$ $\left(\alpha_{1}-\alpha\right) / \alpha_{1}$, which is referred to as ACSA null-shaper, and consider the following update equation.

$$
\begin{equation*}
\mathbf{S}^{\prime}(\alpha)=\mathbf{S}(\alpha)+\Omega(\alpha) \Delta_{t} \mathbf{Q}(\alpha) \tag{7.22}
\end{equation*}
$$

Inspecting the second term on the RHS, we note that

$$
\begin{align*}
\Omega(\alpha) \Delta_{t} \mathbf{Q}(\alpha) & =\frac{1}{\alpha_{1}}\left(\alpha_{1}-\alpha\right) \Delta_{t}\left(\mathbf{e}_{K}\left(\theta_{t}\right)+\alpha \mathbf{Z}^{\prime}\right)  \tag{7.23}\\
& =\frac{1}{\alpha_{1}} \Delta_{t}\left(\alpha_{1} \mathbf{e}_{K}\left(\theta_{t}\right)+\alpha\left(\alpha_{1} \mathbf{Z}^{\prime}-\mathbf{e}_{K}\left(\theta_{t}\right)\right)-\alpha^{2} \mathbf{Z}^{\prime}\right)  \tag{7.24}\\
& =\Delta_{t}\left(\mathbf{e}_{K}\left(\theta_{t}\right)+\alpha\left(\mathbf{Z}^{\prime}-\alpha_{1}^{-1} \mathbf{e}_{K}\left(\theta_{t}\right)\right)-\alpha^{2} \alpha_{1}^{-1} \mathbf{Z}^{\prime}\right),  \tag{7.25}\\
& =\Delta_{t}\left(\mathbf{e}_{K}\left(\theta_{t}\right)+\alpha \dot{\mathbf{I}}_{1}-\alpha^{2} \dot{\mathbf{I}}_{2}\right), \tag{7.26}
\end{align*}
$$

where $\dot{\mathbf{I}}_{1}=\mathbf{Z}^{\prime}-\alpha_{1}^{-1} \mathbf{e}_{K}\left(\theta_{t}\right)$ and $\dot{\mathbf{I}_{2}}=\alpha_{1}^{-1} \mathbf{Z}^{\prime}$. Evidently, by the update equation, the user is able to update the symbol of the $\theta_{t}^{t h}$ message with the increment $\Delta_{t}$, while maintaining the storage as a secret sharing of threshold 2, i.e.,

$$
\begin{equation*}
\mathbf{S}^{\prime}(\alpha)=\left(\mathbf{W}+\Delta_{t} \mathbf{e}_{k}\left(\theta_{t}\right)\right)+\alpha\left(\mathbf{Z}_{1}+\Delta_{t} \dot{\mathbf{I}}_{1}\right)+\alpha^{2}\left(\mathbf{Z}_{2}+\Delta_{t} \dot{\mathbf{I}}_{2}\right) \tag{7.27}
\end{equation*}
$$

However, by the definition of ACSA null-shaper, we have $\Omega\left(\alpha_{1}\right)=0$. Thus $\mathbf{S}^{\prime}\left(\alpha_{1}\right)=\mathbf{S}\left(\alpha_{1}\right)$, and we do not have to update the storage at the Server 1. In other words, $\dot{\mathbf{I}}_{1}$ and $\dot{\mathbf{I}}_{2}$ are
artificially correlated interference symbols such that the codeword $\Omega\left(\alpha_{1}\right) \mathbf{Q}\left(\alpha_{1}\right)$ is zero, and accordingly, the storage of Server 1 is left unmodified. Note that ACSA null-shaper does not affect the storage structure because $X=2>T=1$. The idea illustrated in this minimal example indeed generalizes to the full ACSA-RW scheme, see Section 7.4 for details.

## Comparison with [64]

Let us compare our ACSA-RW solution with that in [64]. The setting in [64] corresponds to $X=0, T=1, X_{\Delta}=0$, and $\left|\mathcal{S}_{w}^{(t)}\right|=\left|\mathcal{S}_{r}^{(t)}\right|=0$ for all $t \in \mathbb{N}$. Note that our ACSA-RW scheme for $X=1, T=1, X_{\Delta}=0$ and $K_{c}=1$ applies to the setting of $[64]$ ( $X=1$ security automatically satisfies $X=0$ security). To make the comparison more transparent, let us briefly review the construction in [64], where at any time $t, t \in \mathbb{Z}^{*}$, each of the $N$ servers stores the $K$ submodels in the following coded form.

$$
\begin{equation*}
\mathbf{W}_{k}^{(t-1)}+z_{k}^{(t)} \boldsymbol{\Delta}_{t}, \forall k \in[K] . \tag{7.28}
\end{equation*}
$$

For all $t \in \mathbb{N},\left(z_{k}^{(t)}\right)_{k \in[K]}$ are distinct random scalars generated by User $t$ and we set $z_{\theta_{t}}^{(t)}=$ 1. For completeness we define $\boldsymbol{\Delta}_{0}=\mathbf{0}, z_{k}^{(0)}=0, \mathbf{W}_{k}^{(-1)}=\mathbf{W}_{k}^{(0)}, \forall k \in[K]$. In addition, the $N$ servers store the random scalars $\left(z_{k}^{(t)}\right)_{k \in[K]}$, as well as the increment $\boldsymbol{\Delta}_{t}$ according to a secret sharing scheme of threshold 1. In the retrieval phase, User $t$ retrieves the coded desired submodel $\mathbf{W}_{\theta_{t}}^{(t-2)}+z_{\theta_{t}}^{(t-1)} \boldsymbol{\Delta}_{t-1}$ privately according to a capacity-achieving replicated storage based PIR scheme, e.g., [24]. Besides, User $t$ also downloads the secret shared random scalars $\left(z_{k}^{(t-1)}\right)_{k \in[K]}$ and the increment $\boldsymbol{\Delta}_{t-1}$ to correctly recover the desired submodel $\mathbf{W}_{\theta_{t}}^{(t-1)}$. In the update phase, User $t$ uploads to each of the $N$ servers the following update vectors $\mathbf{P}_{k}^{(t)}$ for all $k \in[K]$.

$$
\mathbf{P}_{k}^{(t)}=\left\{\begin{array}{lr}
z_{k}^{(t)} \boldsymbol{\Delta}_{t}-z_{k}^{(t-1)} \boldsymbol{\Delta}_{t-1}, & k \neq \theta_{t-1},  \tag{7.29}\\
z_{k}^{(t)} \boldsymbol{\Delta}_{t}, & k=\theta_{t-1}
\end{array}\right.
$$

Also, User $t$ uploads the secret shared random scalars $\left(z_{k}^{(t)}\right)_{k \in[K]}$ and the increment $\boldsymbol{\Delta}_{t}$ to the $N$ servers. To perform an update, each of the $N$ servers updates all of the submodels $k \in[K]$ according to the following equation.

$$
\begin{equation*}
\left(\mathbf{W}_{k}^{(t-2)}+z_{k}^{(t-1)} \boldsymbol{\Delta}_{t-1}\right)+\mathbf{P}_{k}^{(t)}=\mathbf{W}_{k}^{(t-1)}+z_{k}^{(t)} \boldsymbol{\Delta}_{t} \tag{7.30}
\end{equation*}
$$

Perhaps the most significant difference between our ACSA-RW scheme and the construction in [64] is that the latter does not guarantee the privacy of successive updates, i.e., by monitoring the storage at multiple time slots, the servers are eventually able to learn about the submodel indices from past updates ${ }^{7}$. On the other hand, our construction guarantees information theoretic privacy for an unlimited number of updates, without extra storage overhead. Furthermore, we note that the normalized download cost achieved by the construction in [64] cannot be less than 2, whereas ACSA-RW achieves download cost of less than 2 with large enough $N$. For the asymptotic setting $L / K \rightarrow \infty$, the upload cost ${ }^{8}$ achieved by [64] is at least $2 N+1$, while ACSA-RW achieves the upload cost of at most $N$. The lower bound of upload cost of XSTPFSL is characterized in [64] as $N K$. However, our construction of ACSA-RW shows that it is possible to do better. ${ }^{9}$ In particular, for the asymptotic setting $K \rightarrow \infty, L / K \rightarrow \infty$, the upload cost of less than $N$ is achievable by the ACSA-RW scheme.
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## Comparison with [66]

Let us also briefly review the 4 -server information-theoretic DORAM construction in [66] to see how our ACSA-RW scheme improves upon it. Note that the setting considered in [66] is a special case of our problem where $X=1, T=1, X_{\Delta}=0, K_{c}=1$ and $\left|\mathcal{S}_{w}^{(t)}\right|=\left|\mathcal{S}_{r}^{(t)}\right|=0$ for all $t \in \mathbb{N}$. First, we note that in the asymptotic setting $L / K \rightarrow \infty$, the upload cost achieved by the ACSA-RW is the same as that in [66]. Therefore, for this comparison we focus on the read phase and the download cost. Specifically, the information-theoretic DORAM construction in [66] partitions the four servers into two groups, each of which consists of 2 servers. For the retrieval phase, the first group emulates a 2-server PIR, storing the $K$ submodels secured with additive random noise, i.e., $\mathbf{W}+\mathbf{Z}$. The second group emulates another 2-server PIR storing the random noise $\mathbf{Z}$. To retrieve the desired submodel privately, the user exploits a PIR scheme to retrieve the desired secured submodel, as well as the corresponding random noise. Therefore, with capacity-achieving PIR schemes, the download cost is 4 (for large $K)$. On the other hand, our ACSA-RW scheme avoids the partitioning of the servers and improves the download cost by jointly exploiting all 4 servers. Remarkably, with the idea of cross-subspace alignment, out of the 4 downloaded symbols, the interference symbols align within 2 dimensions, leaving 2 dimensions interference-free for the desired symbols, and consequently, the asymptotically optimal download cost of 2 is achievable. Lastly, the ACSA-RW scheme also generalizes efficiently to arbitrary numbers of servers.

## On the Assumption $L \gg K \gg 1$ for FSL

Finally, let us briefly explore the practical relevance of the asymptotic limits $K \rightarrow \infty, L / K \rightarrow$ $\infty$, with an example. Suppose we have $N=6$ distributed servers, we require security and privacy levels of $X_{\Delta}=T=1, X=3$. Let us set $K_{c}=1$, and we operate over $\mathbb{F}_{8}$. Consider an e-commerce recommendation application similar to what is studied in [82], where a global
model with a total of $3,500,000$ symbols (from $\mathbb{F}_{8}$ ) is partitioned into $K=50$ submodels. Each of the submodels is comprised of $L=70,000$ symbols. Note that $L \gg K \gg 1$. Let us assume that there are no dropout servers for some $t \in \mathbb{N}$. Now according to Lemma 7.2, the normalized upload cost achieved by the ACSA-RW scheme is $U_{t}=\frac{6 \times 35000+6 \times 2 \times 50}{70,000} \approx 3.00857$. On the other hand, the normalized download cost achieved is $D_{t}=6 / 2=3$. Evidently, the asymptotic limits $K \rightarrow \infty, L / K \rightarrow \infty$ are fairly accurate for this non-asymptotic setting. For this particular example, the upload cost is increased by only $0.29 \%$ compared to the asymptotic limit. On the other hand, the download cost is increased by only $1.4 \times 10^{-22} \%$ compared to the lower bound (evaluated for $K=50$ ) from Theorem 2.1.

### 7.4 Proof of Theorem 7.1

For all $t \in \mathbb{N}$, we require that the number of read and write dropout servers is less than the corresponding threshold values, $0 \leq\left|\mathcal{S}_{r}^{(t)}\right|<S_{r}^{\text {thresh }}$ and $0 \leq\left|\mathcal{S}_{w}^{(t)}\right|<S_{w}^{\text {thresh. }}$. Since the read and write dropout thresholds cannot be less than 1 , we require that $X \geq X_{\Delta}+T$, and $N \geq$ $K_{c}+X+T$ for a positive integer $K_{c}$. Let us define $J=\xi \cdot \operatorname{lcm}\left(\left[S_{r}^{\text {thresh }}\right] \cup\left[S_{w}^{\text {thresh }}\right]\right)$ and we set $L=J K_{c}$, where $\xi$ is a positive ${ }^{10}$ integer. In other words, $i \mid J$ for all $i \in\left[S_{r}^{\text {thresh }}\right] \cup\left[S_{w}^{\text {thresh }}\right]$. For ease of reference, let us define $R_{r}^{(t)} \triangleq S_{r}^{\text {thresh }}-\left|\mathcal{S}_{r}^{(t)}\right|, \#_{r}^{(t)} \triangleq J / R_{r}^{(t)}, R_{w}^{(t)} \triangleq S_{w}^{\text {thresh }}-\left|\mathcal{S}_{w}^{(t)}\right|$ and $\# w{ }_{w}^{(t)} \triangleq J / R_{w}^{(t)}$ for all $t \in \mathbb{N}$. Note that it is guaranteed by the choice of $J$ that $\#_{r}^{(t)}, \#_{w}^{(t)}$ are positive integers for all $t \in \mathbb{N}$. Indeed in the ACSA-RW scheme, private read and write operations can be viewed as operations that consist of $K_{c} \#_{r}^{(t)}$ and $K_{c} \#_{w}^{(t)}$ sub-operations, and in each sub-operation, $R_{r}^{(t)}$ and $R_{w}^{(t)}$ symbols of the desired submodel are retrieved and updated, respectively. The choice of $J$ guarantees that the number of sub-operations is always an integer, regardless of $\left|\mathcal{S}_{r}^{(t)}\right|$ and $\left|\mathcal{S}_{w}^{(t)}\right|$. The parameter $\xi$ guarantees that $L$ is still a free parameter so that $L / K \rightarrow \infty$ is well-defined. In other words, $L$ can be any

[^42]multiple of $K_{c} \cdot \operatorname{lcm}\left(\left[S_{r}^{\text {thresh }}\right] \cup\left[S_{w}^{\text {thresh }}\right]\right)$. Let us define $\mu \triangleq \max \left(S_{r}^{\text {thresh }}, S_{w}^{\text {thresh }}\right)$. We will need a total of $N+\max \left(\mu, K_{c}\right)$ distinct elements from the finite field $\mathbb{F}_{q}, q \geq N+\max \left(\mu, K_{c}\right)$, denoted as $\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{N}\right),\left(\tilde{f}_{1}, \tilde{f}_{2}, \cdots, \tilde{f}_{\max \left(\mu, K_{c}\right)}\right)$. Let us define the set $\overline{\mathcal{S}}_{w}^{(t)}=[N] \backslash \mathcal{S}_{w}^{(t)}$, and the set $\overline{\mathcal{S}}_{r}^{(t)}=[N] \backslash \mathcal{S}_{r}^{(t)}$. For all $t \in \mathbb{Z}^{*}, j \in[J], k \in[K], i \in\left[K_{c}\right]$, let us define
\[

$$
\begin{equation*}
W_{k}^{(t)}(j, i)=W_{k}^{(t)}\left(i+K_{c}(j-1)\right), \tag{7.31}
\end{equation*}
$$

\]

i.e., the $L=J K_{c}$ symbols of each of the $K$ messages are reshaped into a $J \times K_{c}$ matrix. Similarly, for all $t \in \mathbb{N}, j \in[J], i \in\left[K_{c}\right]$, we define

$$
\begin{equation*}
\Delta_{j, i}^{(t)}=\Delta_{t}\left(i+K_{c}(j-1)\right) \tag{7.32}
\end{equation*}
$$

For all $t \in \mathbb{Z}^{*}, j \in[J], i \in\left[K_{c}\right]$, let us define the following vectors.

$$
\begin{equation*}
\dot{\mathbf{W}}_{j, i}^{(t)}=\left[W_{1}^{(t)}(j, i), W_{2}^{(t)}(j, i), \cdots, W_{K}^{(t)}(j, i)\right]^{\top} . \tag{7.33}
\end{equation*}
$$

Further, let us set $\mathcal{Z}_{s}=\left\{\dot{\mathbf{Z}}_{j, x}^{(0)}\right\}_{j \in[J], x \in[X]}$, where $\dot{\mathbf{Z}}_{j, x}^{(0)}$ are i.i.d. uniform column vectors from $\mathbb{F}_{q}^{K}, \forall j \in[J], x \in[X]$. For all $t \in \mathbb{N}, j \in[J], x \in[X]$, let $\dot{\mathbf{Z}}_{j, x}^{(t)}$ be $K \times 1$ column vectors from the finite field $\mathbb{F}_{q}$. For all $t \in \mathbb{N}, u \in[\mu], i \in\left[K_{c}\right], s \in[T]$, let $\widetilde{\mathbf{Z}}_{u, i, s}^{(t)}$ be i.i.d. uniform column vectors from $\mathbb{F}_{q}^{K}$, and let us set $\mathcal{Z}_{U}^{(t)}=\left\{\widetilde{\mathbf{Z}}_{u, i, s}^{(t)}\right\}_{u \in[\mu], i \in\left[K_{c}\right], s \in[T]} \cup\left\{\dddot{Z}_{\ell, i, x}^{(t)}\right\}_{\ell \in\left[\#_{w}^{(t)}\right], i \in\left[K_{c}\right], x \in\left[X_{\Delta}\right]}$, where for all $t \in \mathbb{N}, \ell \in\left[\#_{w}^{(t)}\right], i \in\left[K_{c}\right], x \in\left[X_{\Delta}\right], \dddot{Z}_{\ell, i, x}^{(t)}$ are i.i.d. uniform scalars from the finite field $\mathbb{F}_{q}$.

The ACSA-RW scheme (Definition 7.9) is built upon the elements introduced in Definitions 7.1-7.8.

Definition 7.1. (Pole Assignment) If $\mu \geq K_{c}$, let us define the $\mu \times K_{c}$ matrix $\mathbf{F}$ to be
the first $K_{c}$ columns of the following $\mu \times \mu$ matrix.

$$
\left[\begin{array}{ccccc}
\widetilde{f}_{1} & \widetilde{f}_{\mu} & \ldots & \widetilde{f}_{3} & \widetilde{f}_{2}  \tag{7.34}\\
\widetilde{f}_{2} & \widetilde{f}_{1} & \widetilde{f}_{\mu} & & \widetilde{f}_{3} \\
\vdots & \widetilde{f}_{2} & \widetilde{f}_{1} & \ddots & \vdots \\
\widetilde{f}_{\mu-1} & & \ddots & \ddots & \widetilde{f}_{\mu} \\
\widetilde{f}_{\mu} & \widetilde{f}_{\mu-1} & \ldots & \widetilde{f}_{2} & \widetilde{f}_{1}
\end{array}\right] .
$$

On the other hand, if $\mu<K_{c}$, let us define the $\mu \times K_{c}$ matrix $\mathbf{F}$ to be the first $\mu$ rows of the following $K_{c} \times K_{c}$ matrix.

$$
\left[\begin{array}{ccccc}
\widetilde{f}_{1} & \widetilde{f}_{2} & \ldots & \tilde{f}_{K_{c}-1} & \widetilde{f}_{K_{c}}  \tag{7.35}\\
\widetilde{f}_{K_{c}} & \widetilde{f}_{1} & \widetilde{f}_{2} & & \tilde{f}_{K_{c}-1} \\
\vdots & \widetilde{f}_{K_{c}} & \widetilde{f}_{1} & \ddots & \vdots \\
\widetilde{f}_{3} & & \ddots & \ddots & \widetilde{f}_{2} \\
\widetilde{f}_{2} & \widetilde{f}_{3} & \ldots & \widetilde{f}_{K_{c}} & \widetilde{f}_{1}
\end{array}\right] .
$$

Let $\left(f_{j, i}\right)_{j \in[J], i \in\left[K_{c}\right]}$ be a total of $J K_{c}$ elements from the finite field $\mathbb{F}_{q}$, which are defined as follows.

$$
\left[\begin{array}{cccc}
f_{1,1} & f_{1,2} & \cdots & f_{1, K_{c}}  \tag{7.36}\\
f_{2,1} & f_{2,2} & \cdots & f_{2, K_{c}} \\
\vdots & \vdots & \vdots & \vdots \\
f_{J, 1} & f_{J, 2} & \cdots & f_{J, K_{c}}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{F} \\
\mathbf{F} \\
\vdots \\
\mathbf{F}
\end{array}\right] .
$$

According to the definition, we have the following two propositions immediately.
Proposition 7.1. For all $i \in\left[K_{c}\right], m, n \in[J]$ such that $m \leq n,|[m: n]| \leq \mu$, the constants $\left(f_{j, i}\right)_{j \in[m: n]}$ are distinct.

Proposition 7.2. For all $j \in[J]$, the constants $\left(f_{j, i}\right)_{i \in\left[K_{c}\right]}$ are distinct.

Definition 7.2. (Noise Assignment) For all $t \in \mathbb{N}, i \in\left[K_{c}\right], s \in[T]$, let us define

$$
\begin{align*}
& \left(\ddot{\mathbf{Z}}_{1, i, s}^{(t)}, \ddot{\mathbf{Z}}_{2, i, s}^{(t)}, \cdots, \ddot{\mathbf{Z}}_{J, i, s}^{(t)}\right) \\
& =\left(\widetilde{\mathbf{Z}}_{1, i, s}^{(t)}, \widetilde{\mathbf{Z}}_{2, i, s}^{(t)} \cdots, \widetilde{\mathbf{Z}}_{\mu, i, s}^{(t)} \widetilde{\mathbf{Z}}_{1, i, s}^{(t)}, \widetilde{\mathbf{Z}}_{2, i, s}^{(t)}, \cdots, \widetilde{\mathbf{Z}}_{\mu, i, s}^{(t)}, \cdots, \widetilde{\mathbf{Z}}_{1, i, s}^{(t)}, \widetilde{\mathbf{Z}}_{2, i, s}^{(t)}, \cdots, \widetilde{\mathbf{Z}}_{\mu, i, s}^{(t)}\right) \tag{7.37}
\end{align*}
$$

i.e., $\left(\widetilde{\mathbf{Z}}_{1, i, s}^{(t)}, \widetilde{\mathbf{Z}}_{2, i, s}^{(t)}, \cdots, \widetilde{\mathbf{Z}}_{\mu, i, s}^{(t)}\right)$ are assigned in cyclic order to $\left(\ddot{\mathbf{Z}}_{1, i, s}^{(t)} \ddot{\mathbf{Z}}_{2, i, s}^{(t)}, \cdots, \ddot{\mathbf{Z}}_{J, i, s}^{(t)}\right)$.

Definition 7.3. (ACSA Storage) For any $t \in \mathbb{Z}^{*}$, the storage at the $N$ servers is said to form an ACSA storage if for all $n \in[N], \mathbf{S}_{n}^{(t)}$ has the following form.

$$
\mathbf{S}_{n}^{(t)}=\left[\begin{array}{c}
\sum_{i \in\left[K_{c}\right]} \frac{1}{\alpha_{n}-f_{1, i}} \dot{\mathbf{W}}_{1, i}^{(t)}+\sum_{x \in[X]} \alpha_{n}^{x-1} \dot{\mathbf{Z}}_{1, x}^{(t)}  \tag{7.38}\\
\sum_{i \in\left[K_{c}\right]} \frac{1}{\alpha_{n}-f_{2, i}} \dot{\mathbf{W}}_{2, i}^{(t)}+\sum_{x \in[X]} \alpha_{n}^{x-1} \dot{\mathbf{Z}}_{2, x}^{(t)} \\
\vdots \\
\sum_{i \in\left[K_{c}\right]} \frac{1}{\alpha_{n}-f_{J, i}} \dot{\mathbf{W}}_{J, i}^{(t)}+\sum_{x \in[X]} \alpha_{n}^{x-1} \dot{\mathbf{Z}}_{J, x}^{(t)}
\end{array}\right] .
$$

Note that $X$ i.i.d. uniform random noise terms are $M D S$ coded to guarantee the $X$-security.
Definition 7.4. (ACSA Query) For any $t \in \mathbb{N}$, the read-queries $\left(Q_{n}^{\left(t, \theta_{t}\right)}\right)_{n \in[N]}$ by User $t$ for the $N$ servers are said to form an ACSA query if for all $n \in[N]$, we have

$$
\begin{equation*}
Q_{n}^{\left(t, \theta_{t}\right)}=\left(\mathbf{Q}_{n, 1}^{\left(t, \theta_{t}\right)}, \mathbf{Q}_{n, 2}^{\left(t, \theta_{t}\right)}, \cdots, \mathbf{Q}_{n, K_{c}}^{\left(t, \theta_{t}\right)}\right) \tag{7.39}
\end{equation*}
$$

where for all $i \in\left[K_{c}\right]$

$$
\mathbf{Q}_{n, i}^{\left(t, \theta_{t}\right)}=\left[\begin{array}{c}
\mathbf{e}_{K}\left(\theta_{t}\right)+\left(\alpha_{n}-f_{1, i}\right) \sum_{s \in[T]} \alpha_{n}^{s-1} \ddot{\mathbf{Z}}_{1, i, s}^{(t)}  \tag{7.40}\\
\mathbf{e}_{K}\left(\theta_{t}\right)+\left(\alpha_{n}-f_{2, i}\right) \sum_{s \in[T]} \alpha_{n}^{s-1} \ddot{\mathbf{Z}}_{2, i, s}^{(t)} \\
\vdots \\
\mathbf{e}_{K}\left(\theta_{t}\right)+\left(\alpha_{n}-f_{J, i}\right) \sum_{s \in[T]} \alpha_{n}^{s-1} \ddot{\mathbf{Z}}_{J, i, s}^{(t)}
\end{array}\right] .
$$

Note that for all $t \in \mathbb{N}, n \in[N], H\left(Q_{n}^{\left(t, \theta_{t}\right)}\right)=\mu K_{c} K$ in $q$-ary units, because according to Definition 7.1 and Definition 7.2, for all $i \in\left[K_{c}\right], \mathbf{Q}_{n, i}^{\left(t, \theta_{t}\right)}$ is uniquely determined by its first $\mu K$
entries (the rest are replicas). Also note that $T$ i.i.d. uniform random noise terms are MDS coded to guarantee the T-privacy.

REMARK 7.1. Indeed, the fact that $\mathbf{Q}_{n, i}^{\left(t, \theta_{t}\right)}$ is uniquely determined by its first $\mu K$ entries is jointly guaranteed by the cyclic structures of pole assignment and noise assignment, i.e., Definition 7.1 and Definition 7.2. These cyclic structures are important in terms of minimizing the entropy of ACSA queries, so that it does not scale with the number of symbols $L$.

Definition 7.5. (ACSA Increment) For any $t \in \mathbb{N}$, the write-queries $\left(P_{n}^{\left(t, \theta_{t}\right)}\right)_{n \in[N]}$ by User $t$ for the $N$ servers are said to form an ACSA increment if for all $n \in[N]$, we have

$$
\begin{equation*}
P_{n}^{\left(t, \theta_{t}\right)}=\left(\mathbf{P}_{n, 1}^{\left(t, \theta_{t}\right)}, \mathbf{P}_{n, 2}^{\left(t, \theta_{t}\right)}, \cdots, \mathbf{P}_{n, K_{c}}^{\left(t, \theta_{t}\right)}\right), \tag{7.41}
\end{equation*}
$$

where for all $i \in\left[K_{c}\right]$,

$$
\begin{equation*}
\mathbf{P}_{n, i}^{\left(t, \theta_{t}\right)}=\operatorname{diag}\left(\widetilde{\Delta}_{1, i}^{(t)} \mathbf{I}_{K R_{w}^{(t)}}, \widetilde{\Delta}_{2, i}^{(t)} \mathbf{I}_{K R_{w}^{(t)}}, \cdots, \widetilde{\Delta}_{\# w, i}^{(t)} \mathbf{I}_{K R_{w}^{(t)}}\right), \tag{7.42}
\end{equation*}
$$

and for all $\ell \in\left[\#_{w}^{(t)}\right]$,

$$
\begin{equation*}
\widetilde{\Delta}_{\ell, i}^{(t)}=\sum_{j \in\left[(\ell-1) R_{w}^{(t)}+1: \ell R_{w}^{(t)}\right]} \frac{1}{\alpha_{n}-f_{j, i}} \Delta_{j, i}^{(t)}+\sum_{x \in\left[X_{\Delta}\right]} \alpha_{n}^{x-1} \dddot{Z}_{\ell, i, x}^{(t)} . \tag{7.43}
\end{equation*}
$$

Note that for all $t \in \mathbb{N}, n \in[N], H\left(P_{n}^{\left(t, \theta_{t}\right)}\right)=\#_{w}^{(t)} K_{c}$ in q-ary units. This is because for all $i \in\left[K_{c}\right], \mathbf{P}_{n, i}^{\left(t, \theta_{t}\right)}$ is uniquely determined by $\left(\widetilde{\Delta}_{\ell, i}^{(t)}\right)_{\ell \in\left[\#_{w}^{(t)}\right]}$. Also note that $X_{\Delta}$ MDS coded i.i.d. uniform noise terms are used to guarantee the $X_{\Delta}$-security.

Definition 7.6. (ACSA Packer) For all $t \in \mathbb{N}, n \in[N]$, the ACSA Packer is defined as follows.

$$
\begin{equation*}
\Xi_{n}^{(t)}=\left(\mathbf{\Xi}_{n, \ell, i}^{(t)}\right)_{\ell \in\left[\#_{r}^{(t)}\right], i \in\left[K_{c}\right]}, \tag{7.44}
\end{equation*}
$$

where for all $\ell \in\left[\#_{r}^{(t)}\right], i \in\left[K_{c}\right]$,

$$
\begin{align*}
\mathbf{\Xi}_{n, \ell, i}^{(t)}= & \operatorname{diag}\left(\frac{\prod_{i^{\prime} \in\left[K_{c}\right] \backslash\{i\}}\left(\alpha_{n}-f_{1, i^{\prime}}\right)}{\prod_{i^{\prime} \in\left[K_{c}\right] \backslash\{i\}}\left(f_{1, i}-f_{1, i^{\prime}}\right)} \mathbf{I}_{K}, \cdots, \frac{\prod_{i^{\prime} \in\left[K_{c}\right] \backslash\{i\}}\left(\alpha_{n}-f_{J, i^{\prime}}\right)}{\prod_{\left.i^{\prime} \in\left[K_{c}\right] \backslash i\right\}}\left(f_{J, i}-f_{J, i^{\prime}}\right)} \mathbf{I}_{K}\right) \\
& \times \operatorname{diag}(\underbrace{0 \mathbf{I}_{K}, \cdots, 0 \mathbf{I}_{K}}_{R_{r}^{(t)}(\ell-1) 0 \mathbf{I}_{K} \text { 's }}, \underbrace{1 \mathbf{I}_{K}, \cdots, 1 \mathbf{I}_{K}}_{R_{r}^{(t)} \mathbf{1 I}_{K^{\prime}} \text { 's }}, \underbrace{0 \mathbf{I}_{K}, \cdots, 0 \mathbf{I}_{K}}_{\left(J-\ell R_{r}^{(t)}\right) 0 \mathbf{I}_{K}{ }^{\prime} s}) . \tag{7.45}
\end{align*}
$$

Note that the ACSA packer is a constant since $\left|\mathcal{S}_{r}^{(t)}\right|$ is globally known.

Definition 7.7. (ACSA Unpacker) For all $t \in \mathbb{N}, n \in[N]$, the ACSA Unpacker is defined as follows.

$$
\begin{equation*}
\Upsilon_{n}^{(t)}=\left(\mathbf{\Upsilon}_{n, 1}^{(t)}, \mathbf{\Upsilon}_{n, 2}^{(t)}, \cdots, \mathbf{\Upsilon}_{n, K_{c}}^{(t)}\right) \tag{7.46}
\end{equation*}
$$

where for all $i \in\left[K_{c}\right]$,

$$
\begin{equation*}
\mathbf{\Upsilon}_{n, i}^{(t)}=\operatorname{diag}\left(\left(\frac{\prod_{j \in \mathcal{F}_{1}^{(t)}}\left(\alpha_{n}-f_{j, i}\right)}{\prod_{j \in \mathcal{F}_{1}^{(t)}}\left(f_{1, i}-f_{j, i}\right)}\right) \mathbf{I}_{K}, \cdots,\left(\frac{\prod_{j \in \mathcal{F}_{J}^{(t)}}\left(\alpha_{n}-f_{j, i}\right)}{\prod_{j \in \mathcal{F}_{J}^{(t)}}\left(f_{J, i}-f_{j, i}\right)}\right) \mathbf{I}_{K}\right), \tag{7.47}
\end{equation*}
$$

where for all $j \in[J]$, we define $\mathcal{F}_{j}=\left[\left(\left[j / R_{w}^{(t)}\right\rceil-1\right) R_{w}^{(t)}+1:\left[j / R_{w}^{(t)}\right] R_{w}^{(t)}\right] \backslash\{j\}$. Note that the ACSA unpacker is a constant since $\left|\mathcal{S}_{w}^{(t)}\right|$ is globally known.

REMARK 7.2. As noted at the beginning of the proof, private read and write operations consists of $K_{c} \#_{r}^{(t)}$ and $K_{c} \#_{w}^{(t)}$ sub-operations, and for each sub-operation, $R_{r}^{(t)}$ and $R_{w}^{(t)}$ symbols of the desired submodel are retrieved and updated respectively. This is respectively made possible by the constructions of ACSA Packer and Unpacker. For private read, by ACSA Packer, in each sub-operation $R_{r}^{(t)}$ symbols of the desired submodel are "packed" into a CauchyVandermonde structured answer string for best download efficiency, where Cauchy terms carry desired symbols and interference symbols are aligned along Vandermonde terms. Recoverability of the desired symbols is guaranteed by the invertibility of Cauchy-Vandermonde matrices (see, e.g., [37]). On the other hand, ACSA Increment (Definition 7.5) can be viewed
as a bunch of Cauchy-Vandermonde structured codewords, and in each codeword, a total of $R_{w}^{(t)}$ symbols are "packed" together for best upload efficiency. To correctly perform private write, each of the codewords is "unpacked" by the ACSA Unpacker to produce $R_{w}^{(t)}$ codewords that individually carry different increment symbols to preserve the ACSA Storage structure (Definition 7.3).

Definition 7.8. (ACSA Null-shaper) For all $t \in \mathbb{N}, n \in[N]$, the ACSA null-shaper is defined as follows.

$$
\begin{equation*}
\Omega^{(t)}=\left(\boldsymbol{\Omega}_{n, 1}^{(t)}, \boldsymbol{\Omega}_{n, 2}^{(t)}, \cdots, \boldsymbol{\Omega}_{n, K_{c}}^{(t)}\right), \tag{7.48}
\end{equation*}
$$

where for all $i \in\left[K_{c}\right]$,

$$
\begin{equation*}
\boldsymbol{\Omega}_{n, i}^{(t)}=\operatorname{diag}\left(\left(\frac{\prod_{m \in \mathcal{S}_{w}^{(t)}}\left(\alpha_{n}-\alpha_{m}\right)}{\prod_{m \in \mathcal{S}_{w}^{(t)}}\left(f_{1, i}-\alpha_{m}\right)}\right) \mathbf{I}_{K}, \cdots,\left(\frac{\prod_{m \in \mathcal{S}_{w}^{(t)}}\left(\alpha_{n}-\alpha_{m}\right)}{\prod_{m \in \mathcal{S}_{w}^{(t)}}\left(f_{J, i}-\alpha_{m}\right)}\right) \mathbf{I}_{K}\right) \tag{7.49}
\end{equation*}
$$

Note that for all $n \in \mathcal{S}_{w}^{(t)}$, we have $\boldsymbol{\Omega}_{n}=\mathbf{0}$. Besides, the ACSA null-shaper is a constant since $\mathcal{S}_{w}^{(t)}$ is globally known.

Definition 7.9. (ACSA-RW Scheme) The initial storage at the $N$ servers is the ACSA storage at time 0, i.e., $\left(\mathbf{S}_{n}^{(0)}\right)_{n \in[N]}$. At time $t, t \in \mathbb{N}$, in the read phase, the user uploads the ACSA query for the $N$ servers and retrieves the desired submodel $\mathbf{W}_{\theta_{t}}^{(t-1)}$ from the answers returned by the servers $n, n \in \overline{\mathcal{S}}_{r}^{(t)}$, which are constructed as follows.

$$
\begin{equation*}
A_{n}^{\left(t, \theta_{t}\right)}=\left(\left(\mathbf{S}_{n}^{(t-1)}\right)^{\top} \mathbf{\Xi}_{n, \ell, i}^{(t)} \mathbf{Q}_{n, i}^{\left(t, \theta_{t}\right)}\right)_{\ell \in\left[\#_{r}^{(t)}\right],, i \in\left[K_{c}\right]} n \in \overline{\mathcal{S}}_{r}^{(t)} \tag{7.50}
\end{equation*}
$$

In the update phase, the user uploads the ACSA increment for the servers $n, n \in \overline{\mathcal{S}}_{w}^{(t)}$, and each of the servers updates its storage according to the following equation.

$$
\begin{equation*}
\mathbf{S}_{n}^{(t)}=\mathbf{S}_{n}^{(t-1)}+\sum_{i \in\left[K_{c}\right]} \boldsymbol{\Omega}_{n, i}^{(t)} \mathbf{\Upsilon}_{n, i}^{(t)} \mathbf{P}_{n, i}^{\left(t, \theta_{t}\right)} \mathbf{Q}_{n, i}^{\left(t, \theta_{t}\right)}, n \in \overline{\mathcal{S}}_{w}^{(t)} \tag{7.51}
\end{equation*}
$$

Now let us prove the correctness, privacy and security of the ACSA-RW scheme. To proceed, we need the following lemmas.

Lemma 7.1. At any time $t, t \in \mathbb{N}$, User $t$ retrieves the desired submodel $\mathbf{W}_{\theta_{t}}^{(t-1)}$ from the answers returned by the servers $n, n \in \overline{\mathcal{S}}_{r}^{(t)}$ according to the ACSA-RW scheme while guaranteeing T-privacy.

Proof. Let us consider the answers returned by the servers $n, n \in \overline{\mathcal{S}}_{r}^{(t)}$ in (7.50). Note that for all $\ell \in\left[\#_{r}^{(t)}\right], i \in\left[K_{c}\right]$, we have

$$
\begin{aligned}
&\left(\mathbf{S}_{n}^{(t-1)}\right)^{\top} \mathbf{\Xi}_{n, \ell, i}^{(t)} \mathbf{Q}_{n, i}^{\left(t, \theta_{t}\right)} \\
&= \sum_{j \in\left[(\ell-1) R_{r}^{(t)}+1: \ell R_{r}^{(t)}\right]}\left(\sum_{i^{\prime} \in\left[K_{c}\right]} \frac{1}{\alpha_{n}-f_{j, i^{\prime}}} \dot{\mathbf{W}}_{j, i^{\prime}}^{(t-1)}+\sum_{x \in[X]} \alpha_{n}^{x-1} \dot{\mathbf{Z}}_{j, x}^{(t-1)}\right)^{\top} \\
&\left(\frac{\prod_{i^{\prime} \in\left[K_{c}\right] \backslash\{i\}}\left(\alpha_{n}-f_{j, i^{\prime}}\right)}{\prod_{\left.i^{\prime} \in\left[K_{c}\right] \backslash i\right\}}\left(f_{j, i}-f_{j, i^{\prime}}\right)}\right)\left(\mathbf{e}_{K}\left(\theta_{t}\right)+\left(\alpha_{n}-f_{j, i}\right) \sum_{s \in[T]} \alpha_{n}^{s-1} \ddot{\mathbf{Z}}_{j, i, s}^{(t)}\right)
\end{aligned}
$$

$$
\begin{equation*}
=\sum_{j \in\left[(\ell-1) R_{r}^{(t)}+1: \ell R_{r}^{(t)}\right]}\left(\sum_{i^{\prime} \in\left[K_{c}\right]} \frac{1}{\alpha_{n}-f_{j, i^{\prime}}} \dot{\mathbf{W}}_{j, i^{\prime}}^{(t-1)}+\sum_{x \in[X]} \alpha_{n}^{x-1} \dot{\mathbf{Z}}_{j, x}^{(t-1)}\right)^{\top} \tag{7.52}
\end{equation*}
$$

$$
\begin{equation*}
\left(\left(\frac{\prod_{i^{\prime} \in\left[K_{c}\right] \backslash\{i\}}\left(\alpha_{n}-f_{j, i^{\prime}}\right)}{\prod_{i^{\prime} \in\left[K_{c}\right] \backslash\{i\}}\left(f_{j, i}-f_{j, i^{\prime}}\right)}\right) \mathbf{e}_{K}\left(\theta_{t}\right)+\frac{\prod_{i^{\prime} \in\left[K_{c}\right]}\left(\alpha_{n}-f_{j, i}\right)}{\prod_{i^{\prime} \in\left[K_{c}\right] \backslash\{i\}}\left(f_{j, i}-f_{j, i^{\prime}}\right)} \sum_{s \in[T]} \alpha_{n}^{s-1} \ddot{\mathbf{Z}}_{j, i, s}^{(t)}\right) \tag{7.53}
\end{equation*}
$$

$$
\begin{equation*}
=\sum_{j \in\left[(\ell-1) R_{r}^{(t)}+1: \ell R_{r}^{(t)}\right]}\left(\frac{1}{\alpha_{n}-f_{j, i}} \dot{\mathbf{W}}_{j, i}^{(t-1)} \mathbf{e}_{K}\left(\theta_{t}\right)+\sum_{m \in\left[X+T+K_{c}-1\right]} \alpha_{n}^{m-1} \dot{I}_{j, i, m}^{(t)}\right) \tag{7.54}
\end{equation*}
$$

$$
\begin{equation*}
=\sum_{j \in\left[(\ell-1) R_{r}^{(t)}+1: \ell R_{r}^{(t)}\right]} \frac{1}{\alpha_{n}-f_{j, i}} W_{\theta_{t}}^{(t-1)}(j, i)+\sum_{m \in\left[X+T+K_{c}-1\right]} \alpha_{n}^{m-1} \ddot{I}_{r, i, m}^{(t)} \tag{7.55}
\end{equation*}
$$

For all $j \in[J], m \in\left[X+T+K_{c}-1\right], \dot{I}_{j, i, m}^{(t)}$ are various linear combinations of inner products of $\left(\dot{\mathbf{W}}_{j, i}^{(t-1)}\right)_{i \in\left[K_{c}\right]}, \mathbf{e}_{K}\left(\theta_{t}\right),\left(\dot{\mathbf{Z}}_{j, x}^{(t-1)}\right)_{x \in[X]}$ and $\left(\ddot{\mathbf{Z}}_{j, i, s}^{(t)}\right)_{i \in\left[K_{c}\right], s \in[T]}$, whose exact forms are irrelevant. Besides, $\ddot{I}_{\ell, i, m}^{(t)}=\sum_{j \in\left[(\ell-1) R_{r}^{(t)}+1: \ell R_{r}^{(t)}\right]} \dot{I}_{j, i, m}^{(t)}, \forall \ell \in\left[\#_{r}^{(t)}\right], i \in\left[K_{c}\right]$. Note that for all
$j \in[J], i \in\left[K_{c}\right], \quad \prod_{i^{\prime} \in\left[K_{c}\right] \backslash\{i\}}\left(f_{j, i}-f_{j, i^{\prime}}\right)$ is the remainder of the polynomial division (with respect to $\left.\alpha_{n}\right)\left(\prod_{i^{\prime} \in\left[K_{c}\right] \backslash\{i\}}\left(\alpha_{n}-f_{j, i^{\prime}}\right)\right) /\left(\alpha_{n}-f_{j, i}\right)$, which is for normalization. The existence of multiplicative inverse of $\prod_{i^{\prime} \in\left[K_{c} \backslash \backslash\{i\}\right.}\left(f_{j, i}-f_{j, i^{\prime}}\right)$ is guaranteed by Proposition 7.2, i.e., $\prod_{i^{\prime} \in\left[K_{c}\right] \backslash\{i\}}\left(f_{j, i}-f_{j, i^{\prime}}\right) \neq 0$. Therefore, due to the fact that the desired symbols are carried by the Cauchy terms (i.e., the first term in (7.56)) and the interference symbols (i.e., the undesired symbols, second term in (7.56)) are aligned along the Vandermonde terms, the desired symbols $\left(W_{\theta_{t}}^{(t-1)}(j, i)\right)_{j \in\left[(\ell-1) R_{r}^{(t)}+1: \ell R_{r}^{(t)}\right]}$ of the submodel $\mathbf{W}_{\theta_{t}}^{(t-1)}$ are resolvable by inverting the following Cauchy-Vandermonde matrix.

$$
\mathbf{C}=\left[\begin{array}{ccccc}
\frac{1}{f_{(\ell-1) R_{r}^{(t)}+1, i}-\alpha_{\overline{\mathcal{S}}_{r}^{(t)}(1)}} & \cdots & \frac{1}{f_{\ell R_{r}^{(t), i}}-\alpha_{\overline{\mathcal{S}}_{r}^{(t)}(1)}} & 1 \cdots & \alpha_{\overline{\mathcal{S}}_{r}^{(t)}(1)}^{X+T-1}  \tag{7.57}\\
\frac{1}{f_{(\ell-1) R_{r}^{(t)}+1, i}-\alpha_{\overline{\mathcal{S}}_{r}^{(t)}(2)}} & \cdots & \frac{1}{f_{\ell R_{r}^{(t), i}}-\alpha_{\overline{\mathcal{S}}_{r}^{(t)}(2)}} & 1 \cdots & \alpha_{\overline{\mathcal{S}}_{r}^{(t)}(2)}^{X+T-1} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{1}{f_{(\ell-1) R_{r}^{(t)}+1, i}-\alpha_{\overline{\mathcal{S}}_{r}^{(t)}\left(\overline{\mathcal{S}}_{r}^{(t)} \mid\right)}} \cdots & \cdots & \frac{1}{f_{\ell R_{r}^{(t), i}}-\alpha_{\overline{\mathcal{S}}_{r}^{(t)}\left(\left|\overline{\mathcal{S}}_{r}^{(t)}\right|\right)}} & \cdots & \alpha_{\overline{\mathcal{S}}_{r}^{(t)}\left(\mid \overline{\mathcal{S}}_{r}^{(t)}\right)}^{X+T-1}
\end{array}\right] .
$$

It is remarkable that the non-singularity of the matrix $\mathbf{C}$ follows from Lemma 2.5, as well as the determinant of Cauchy-Vandermonde matrix (see, e.g., [37]) and the fact that according to Proposition 7.1, the constants $\left(\left(f_{j, i}\right)_{j \in\left[(\ell-1) R_{r}^{(t)}+1: \ell R_{r}^{(t)}\right]},\left(\alpha_{n}\right)_{n \in \overline{\mathcal{S}}_{r}^{(t)}}\right)$ are distinct for all $\ell \in\left[\#_{r}^{(t)}\right]$, regardless of the realizations of $\overline{\mathcal{S}}_{r}^{(t)}$ and $\overline{\mathcal{S}}_{w}^{(t)}$. Recall that $\overline{\mathcal{S}}_{r}^{(t)}(1)$, $\overline{\mathcal{S}}_{r}^{(t)}(2)$, etc., refer to distinct elements of $\overline{\mathcal{S}}_{r}^{(t)}$ (arranged in ascending order). Therefore, the user is able to reconstruct the desired submodel due to the fact that $\mathbf{W}_{\theta_{t}}^{(t-1)}=$ $\left(\left(W_{\theta_{t}}^{(t-1)}(j, i)\right)_{j \in\left[(\ell-1) R_{r}^{(t)}+1: \ell R_{r}^{(t)}\right]}\right)_{\ell \in\left[\#_{r}^{(t)}\right], i \in\left[K_{c}\right]}$. To see why the $T$-privacy holds, we note that by the construction of the query $\left(Q_{n}^{\left(t, \theta_{t}\right)}\right)_{n \in[N]}$, the vector $\mathbf{e}_{K}\left(\theta_{t}\right)$, which carries the information of desired index $\theta_{t}$, is protected by the $\operatorname{MDS}(N, T)$ coded uniform i.i.d. random noise vectors. Thus the queries for the $N$ servers form a secret sharing of threshold $T$, and are independent of the queries and the increments of all prior users $\tau, \tau \in[t-1]$. Thus $T$-privacy is guaranteed. To calculate the download cost, we note that a total of $L=J K_{c}$ symbols of the desired submodel are retrieved out of the $K_{c} \#_{r}^{(t)}\left|\overline{\mathcal{S}}_{r}^{(t)}\right|$ downloaded symbols.

Therefore we have $D_{t}=\left(K_{c} \#_{r}^{(t)}\left|\overline{\mathcal{S}}_{r}^{(t)}\right|\right) /\left(J K_{c}\right)=\left(\#_{r}^{(t)}\left(N-\left|\mathcal{S}_{r}^{(t)}\right|\right)\right) / J=\left(N-\left|\mathcal{S}_{r}^{(t)}\right|\right) / R_{r}^{(t)}=$ $\left(N-\left|\mathcal{S}_{r}^{(t)}\right|\right) /\left(S_{r}^{\text {thresh }}-\left|\mathcal{S}_{r}^{(t)}\right|\right)$. This completes the proof of Lemma 7.1.

Lemma 7.2. At any time $t, t \in \mathbb{N}$, User $t$ correctly updates the desired submodel $\mathbf{W}_{\theta_{t}}^{(t-1)}$ and achieves ACSA storage by uploading the ACSA increments to the servers $n, n \in \overline{\mathcal{S}}_{w}^{(t)}$ and exploiting the update equation (7.51) according to the ACSA-RW scheme while guaranteeing T-privacy and $X_{\Delta}$-security.

Proof. Let us first inspect the second term on the RHS of (7.51). Note that for any $t \in \mathbb{N}$, for all $n \in[N], i \in\left[K_{c}\right]$, we can write

$$
\begin{align*}
& \boldsymbol{\Omega}_{n, i}^{(t)} \mathbf{\Upsilon}_{n, i}^{(t)} \mathbf{P}_{n, i}^{\left(t, \theta_{t}\right)} \mathbf{Q}_{n, i}^{\left(t, \theta_{t}\right)} \\
& =\left[\left(\boldsymbol{\Gamma}_{n, 1, i}^{(t)}\right)^{\top},\left(\boldsymbol{\Gamma}_{n, 2, i}^{(t)}\right)^{\top}, \cdots,\left(\boldsymbol{\Gamma}_{n, \neq w, i}^{(t)}\right)^{(t)}\right]^{\top}, \tag{7.58}
\end{align*}
$$

where for all $\ell \in\left[\#_{w}^{(t)}\right]$, we define $\phi_{\ell}=(\ell-1) R_{w}^{(t)}$, and

$$
\begin{aligned}
& \boldsymbol{\Gamma}_{n, \ell, i}^{(t)} \\
& {\left[\left(\frac{\prod_{j \in \mathcal{F}_{\phi_{\ell}+1}^{(t)}}\left(\alpha_{n}-f_{j, i}\right)}{\prod_{j \in \mathcal{F}_{\phi_{\ell}+1}^{(t)}}\left(f_{\phi_{\ell}+1, i}-f_{j, i}\right)}\right)\left(\sum_{j \in\left[\phi_{\ell}+1: \phi_{\ell}+R_{w}^{(t)}\right]} \frac{1}{\alpha_{n}-f_{j, i}} \Delta_{j, i}^{(t)}+\sum_{x \in\left[X_{\Delta}\right]} \alpha_{n}^{x-1} \dddot{Z}_{\ell, i, x}^{(t)}\right)\right.} \\
& \left(\frac{\Pi_{m \in \mathcal{S}^{(t)}}\left(\alpha_{n}-\alpha_{m}\right)}{\prod_{m \in \mathcal{S}_{w}^{(t)}}\left(f_{\phi_{\ell}+1, i}-\alpha_{m}\right)}\right)\left(\mathbf{e}_{K}\left(\theta_{t}\right)+\left(\alpha_{n}-f_{\phi_{\ell}+1, i}\right) \sum_{s \in[T]} \alpha_{n}^{s-1} \ddot{\mathbf{Z}}_{\phi_{\ell}+1, i, s}^{(t)}\right) \\
& \left(\frac{\prod_{j \in \mathcal{F}_{\ell,+2}^{(t)}\left(\alpha_{n}-f_{j, i}\right)}}{\left.\prod_{j \in \mathcal{F}_{\phi \ell \ell}^{(t)}\left(f_{\phi_{\ell}+2, i}-f_{j, i}\right)}\right)\left(\sum_{j \in\left[\phi_{\ell}+1: \phi_{\ell}+R_{w}^{(t)}\right]} \frac{1}{\alpha_{n}-f_{j, i}} \Delta_{j, i}^{(t)}+\sum_{x \in\left[X_{\Delta}\right]} \alpha_{n}^{x-1} \dddot{Z}_{\ell, i, x}^{(t)}\right)}\right. \\
& =\left(\begin{array}{l}
\left(\frac{\Pi_{m \in \mathcal{S}_{t}^{(t)}}\left(\alpha_{n}-\alpha_{m}\right)}{\prod_{m \in \mathcal{S}_{w}(t)}\left(f_{\phi_{\ell}+2, i}-\alpha_{m}\right)}\right)\left(\mathbf{e}_{K}\left(\theta_{t}\right)+\left(\alpha_{n}-f_{\phi_{\ell}+2, i}\right) \sum_{s \in[T]} \alpha_{n}^{s-1} \ddot{\mathbf{Z}}_{\phi_{\ell}+2, i, s}^{(t)}\right)
\end{array}\right.
\end{aligned}
$$

$$
=\left[\begin{array}{c}
\left(\frac{1}{\alpha_{n}-f_{\phi_{\ell}+1, i}} \Delta_{\phi_{\ell}+1, i}^{(t)}+\sum_{m \in\left[X_{\Delta}+R_{w}^{(t)}+\left|\mathcal{S}_{w}^{(t)}\right|-1\right]} \alpha_{n}^{m-1} \dddot{I}_{\phi_{\ell}+1, i, m}^{(t)}\right)  \tag{7.61}\\
\frac{\left(\mathbf{e}_{K}\left(\theta_{t}\right)+\left(\alpha_{n}-f_{\phi_{\ell}+1, i}\right) \sum_{s \in[T]} \alpha_{n}^{s-1} \ddot{\mathbf{Z}}_{\phi_{\ell}+1, i, s}^{(t)}\right)}{\left(\frac{1}{\alpha_{n}-f_{\phi_{\ell}+2, i}} \Delta_{\phi_{\ell}+2, i}^{(t)}+\sum_{m \in\left[X_{\Delta}+R_{w}^{(t)}+\left|\mathcal{S}_{w}^{(t)}\right|-1\right]} \alpha_{n}^{m-1} \dddot{I}_{\phi_{\ell}}^{(t)}{ }_{\phi+2, i, m}\right)} \\
\frac{\left(\mathbf{e}_{K}\left(\theta_{t}\right)+\left(\alpha_{n}-f_{\phi_{\ell}+2, i}\right) \sum_{s \in[T]} \alpha_{n}^{s-1} \ddot{\mathbf{Z}}_{\phi_{\ell}+2, i, s}^{(t)}\right)}{\vdots} \\
\left.\frac{1}{\left(\frac{1}{\alpha_{n}-f} \Delta_{\phi_{\ell}+R_{w}^{(t), i}}^{(t)}\right.} \Delta_{\phi_{\ell}+R_{w}^{(t), i}}^{(t)}+\sum_{m \in\left[X_{\Delta}+R_{w}^{(t)}+\left|\mathcal{S}_{w}^{(t)}\right|-1\right]} \alpha_{n}^{m-1} \dddot{I}_{\phi_{\ell}(t)}^{(t)} R_{w, i, m}^{(t)}\right) \\
\left(\mathbf{e}_{K}\left(\theta_{t}\right)+\left(\alpha_{n}-f_{\phi_{\ell}+R_{w}^{(t), i}}\right) \sum_{s \in[T]} \alpha_{n}^{s-1} \ddot{\mathbf{Z}}_{\phi_{\ell}+R_{w}^{(t)}, i, s}^{(t)}\right)
\end{array}\right]
$$

$$
\begin{equation*}
=\left[\frac{\frac{\left(\frac{1}{\alpha_{n}-f_{\phi_{\ell}+1, i}} \Delta_{\phi_{\ell}+1, i}^{(t)} \mathbf{e}_{K}\left(\theta_{t}\right)+\sum_{m \in\left[X_{\Delta}+R_{w}^{(t)}+\left|\mathcal{S}_{w}^{(t)}\right|+T-1\right]} \alpha_{n}^{m-1} \dot{\mathbf{I}}_{\phi_{\ell}+1, i, m}^{(t)}\right)}{\left(\frac{1}{\alpha_{n}-f_{\phi_{\ell}+2, i}} \Delta_{\phi_{\ell}+2, i}^{(t)} \mathbf{e}_{K}\left(\theta_{t}\right)+\sum_{m \in\left[X_{\Delta}+R_{w}^{(t)}+\left|\mathcal{S}_{w}^{(t)}\right|+T-1\right]} \alpha_{n}^{m-1} \dot{\mathbf{I}}_{\phi_{\ell}+2, i, m}^{(t)}\right)}}{\vdots} \frac{\left(\frac{1}{\alpha_{n}-f_{\phi_{\ell}+R_{w}^{(t)}, i}} \Delta_{\phi_{\ell}+R_{w}^{(t), i}}^{(t)} \mathbf{e}_{K}\left(\theta_{t}\right)+\sum_{m \in\left[X_{\Delta}+R_{w}^{(t)}+\left|\mathcal{S}_{w}^{(t)}\right|+T-1\right]} \alpha_{n}^{m-1} \dot{\mathbf{I}}_{\phi_{\ell}+R_{w}^{(t)}, i, m}^{(t)}\right)}{l}\right], \tag{7.62}
\end{equation*}
$$

where for all $v \in\left[R_{w}^{(t)}\right], \quad\left(\dddot{I}_{\phi_{\ell}+v, m}\right)_{m \in\left[X_{\Delta}+R_{w}^{(t)}-1\right]}, \quad\left(\dddot{I}_{\phi_{\ell}+v, m}\right)_{m \in\left[X_{\Delta}+R_{w}^{(t)}+\left|\mathcal{S}_{w}^{(t)}\right|-1\right]}$ and $\left(\dot{\mathbf{I}}_{\phi \ell+v, m}\right)_{m \in\left[X_{\Delta}+R_{w}^{(t)}+\left|\mathcal{S}_{w}^{(t)}\right|+T-1\right]}$ are various interference symbols, whose exact forms are not important. Note that in (7.60), we multiply the first two terms in each row of (7.59). It can be justified from the fact that the constants $\left(f_{j, i}\right)_{j \in\left[\phi_{\ell}+1: \phi_{\ell}+R_{w}^{(t)}\right]}$ are distinct according to Proposition 7.1. Besides, for all $v \in\left[R_{w}^{(t)}\right]$, according to the definition of $\mathcal{F}_{\phi_{\ell}+v}^{(t)}$,

$$
\begin{align*}
& {\left[\left(\frac{\Pi_{m \in \mathcal{S}_{s}^{(t)}\left(\alpha_{n}-\alpha_{m}\right)}}{\prod_{m \in \mathcal{S}_{w}^{(t)}}\left(f_{\phi_{\ell}+1, i}-\alpha_{m}\right)}\right)\left(\frac{1}{\alpha_{n}-f_{\phi_{\ell}+1, i}} \Delta_{\phi_{\ell}+1, i}^{(t)}+\sum_{m \in\left[X_{\Delta}+R_{w}^{(t)}-1\right]} \alpha_{n}^{m-1} \dddot{I}_{\phi_{\ell}+1, i, m}^{(t)}\right)\right.} \\
& \left(\mathbf{e}_{K}\left(\theta_{t}\right)+\left(\alpha_{n}-f_{\phi_{\ell}+1, i}\right) \sum_{s \in[T]} \alpha_{n}^{s-1} \ddot{\mathbf{Z}}_{\phi_{\ell}+1, i, s}^{(t)}\right) \\
& =\begin{array}{l}
\overline{\left(\frac{\prod_{m \in \mathcal{S}^{(t)}\left(\alpha_{n}-\alpha_{m}\right)}}{\prod_{m \in \mathcal{S}_{w}^{(t)}}\left(f_{\phi_{\ell}+2, i}-\alpha_{m}\right)}\right)\left(\frac{1}{\alpha_{n}-f_{\phi_{\ell}+2, i}} \Delta_{\phi_{\ell}+2, i}^{(t)}+\sum_{m \in\left[X_{\Delta}+R_{w}^{(t)}-1\right]} \alpha_{n}^{m-1} \dddot{I}_{\phi_{\ell}+2, i, m}^{(t)}\right)} \\
\left(\mathbf{e}_{K}\left(\theta_{t}\right)+\left(\alpha_{n}-f_{\phi_{\ell}+2, i}\right) \sum_{s \in[T]} \alpha_{n}^{s-1} \ddot{\mathbf{Z}}_{\phi_{\ell}+2, i, s}^{(t)}\right)
\end{array} \\
& \overline{\left(\frac{\Pi_{m \in \mathcal{S}_{v}^{(t)}\left(\alpha_{n}-\alpha_{m}\right)}}{\left.\prod_{m \in \mathcal{S}_{w}^{(t)}\left(f_{\phi_{\ell}+R_{w}^{(t)}, i}^{\left(\alpha_{m}\right)}\right.}\right)}\left(\frac{1}{\alpha_{n}-f_{\phi_{\ell}+R_{w}^{(t), i}}} \Delta_{\phi_{\ell}+R_{w}^{(t)}, i}^{(t)}+\sum_{m \in\left[X_{\Delta}+R_{w}^{(t)}-1\right]} \alpha_{n}^{m-1} \dddot{I}_{\phi_{\ell}+R_{w}^{(t)}, i, m}^{(t)}\right)\right.} \\
& \left(\mathbf{e}_{K}\left(\theta_{t}\right)+\left(\alpha_{n}-f_{\phi_{\ell}+R_{w, m}^{(t)}}\right) \sum_{s \in[T]} \alpha_{n}^{s-1} \ddot{\mathbf{Z}}_{\phi_{\ell}+R_{w}^{(t)}, i, s}^{(t)}\right) \tag{7.60}
\end{align*}
$$

we can equivalently write $\mathcal{F}_{\phi_{\ell}+v}^{(t)}=\left[\phi_{\ell}+1: \phi_{\ell}+R_{w}^{(t)}\right] \backslash\left\{\phi_{\ell}+v\right\}$, thus $\left|\mathcal{F}_{\phi_{\ell}+v}^{(t)}\right|=R_{w}^{(t)}-1$ and $\left(\phi_{\ell}+v\right) \notin \mathcal{F}_{\phi_{\ell}+v}$. Note that the denominator in the first term in each row of (7.59) is for normalization, which is the remainder of the polynomial division (with respect to $\alpha_{n}$ ) $\left(\prod_{j \in \mathcal{F}_{\phi_{\ell}+v}^{(t)}}\left(\alpha_{n}-f_{j, i}\right)\right) /\left(\alpha_{n}-f_{\phi_{\ell}+v, i}\right)$. In (7.61), we multiply the first two terms in each row of (7.60), and it can be justified by noting that the denominator in the first term in each row of (7.60) is the remainder of the polynomial division (with respect to $\alpha_{n}$ ) $\left(\prod_{m \in \mathcal{S}_{w}^{(t)}}\left(\alpha_{n}-\alpha_{m}\right)\right) /\left(\alpha_{n}-f_{\phi_{\ell}+v, i}\right)$. And finally in (7.62), we multiply the two terms in each row of (7.61). Therefore, for all $n \in[N], i \in\left[K_{c}\right]$, the term $\boldsymbol{\Omega}_{n, i}^{(t)} \mathbf{\Upsilon}_{n, i}^{(t)} \mathbf{P}_{n, i}^{\left(t, \theta_{t}\right)} \mathbf{Q}_{n, i}^{\left(t, \theta_{t}\right)}$ can be written as follows.

$$
\begin{align*}
& \boldsymbol{\Omega}_{n, i}^{(t)} \mathbf{\Upsilon}_{n, i}^{(t)} \mathbf{P}_{n, i}^{\left(t, \theta_{t}\right)} \mathbf{Q}_{n, i}^{\left(t, \theta_{t}\right)} \\
& =\left[\begin{array}{c}
\frac{\frac{1}{\alpha_{n}-f_{1, i}} \Delta_{1, i}^{(t)} \mathbf{e}_{K}\left(\theta_{t}\right)+\sum_{m \in\left[X_{\Delta}+R_{w}^{(t)}+\left|\mathcal{S}_{w}^{(t)}\right|+T-1\right]} \alpha_{n}^{m-1} \dot{\mathbf{I}}_{1, i, m}^{(t)}}{\frac{1}{\alpha_{n}-f_{2, i}} \Delta_{2, i}^{(t)} \mathbf{e}_{K}\left(\theta_{t}\right)+\sum_{m \in\left[X_{\Delta}+R_{w}^{(t)}+\left|\mathcal{S}_{w}^{(t)}\right|+T-1\right]} \alpha_{n}^{m-1} \dot{\mathbf{I}}_{2, i, m}^{(t)}} \\
\vdots \\
\left.\frac{\frac{1}{\alpha_{n}-f_{J, i}} \Delta_{J, i}^{(t)}}{\mathbf{e}_{K}\left(\theta_{t}\right)+\sum_{m \in\left[X_{\Delta}+R_{w}^{(t)}+\left|\mathcal{S}_{w}^{(t)}\right|+T-1\right]} \alpha_{n}^{m-1} \dot{\mathbf{I}}_{J, i, m}^{(t)}}\right] .
\end{array} . .\right. \tag{7.63}
\end{align*}
$$

Note that $X=X_{\Delta}+R_{w}^{(t)}+\left|\mathcal{S}_{w}^{(t)}\right|+T-1$, the update equation (7.51) is thus correct because

$$
\left.\begin{array}{rl}
\mathbf{S}_{n}^{(t-1)}+\sum_{i \in\left[K_{c}\right]} \boldsymbol{\Omega}_{n, i}^{(t)} \mathbf{\Upsilon}_{n, i}^{(t)} \mathbf{P}_{n, i}^{\left(t, \theta_{t}\right)} \mathbf{Q}_{n, i}^{\left(t, \theta_{t}\right)} \\
= & {\left[\frac{\sum_{i \in\left[K_{c}\right]} \frac{1}{\alpha_{n}-f_{1, i}} \dot{\mathbf{W}}_{1, i}^{(t-1)}+\sum_{x \in[X]} \alpha_{n}^{x-1} \dot{\mathbf{Z}}_{1, x}^{(t-1)}}{\sum_{i \in\left[K_{c}\right]} \frac{1}{\alpha_{n}-f_{2, i}} \dot{\mathbf{W}}_{2, i}^{(t-1)}+\sum_{x \in[X]} \alpha_{n}^{x-1} \dot{\mathbf{Z}}_{2, x}^{(t-1)}}\right.} \\
\vdots  \tag{7.64}\\
& +\left[\frac{\sum_{i \in\left[K_{c}\right]} \frac{1}{\alpha_{n}-f_{J, i}} \dot{\mathbf{W}}_{J, i}^{(t-1)}+\sum_{x \in[X]} \alpha_{n}^{x-1} \dot{\mathbf{Z}}_{J, x}^{(t-1)}}{}\right.
\end{array}\right]
$$

$$
\begin{equation*}
=\mathbf{S}_{n}^{(t)} \tag{7.65}
\end{equation*}
$$

where for all $t \in \mathbb{N}, j \in[J], x \in[X], \dot{\mathbf{Z}}_{j, x}^{(t)}=\dot{\mathbf{Z}}_{j, x}^{(t-1)}+\ddot{\mathbf{I}}_{j, x}^{(t)}$, and $\ddot{\mathbf{I}}_{j, x}^{(t)}=\sum_{i \in\left[K_{c}\right]} \dot{\mathbf{I}}_{j, i, x}^{(t)}$. Note that for all $n \in \mathcal{S}_{w}^{(t)}, i \in\left[K_{c}\right]$, we have $\boldsymbol{\Omega}_{n, i}^{(t)}=\mathbf{0}$. Therefore, for all $n \in \mathcal{S}_{w}^{(t)}$, it holds that $\mathbf{S}_{n}^{(t)}=\mathbf{S}_{n}^{(t-1)}$. In other words, the update equation (7.51) correctly updates the desired submodel and achieves the ACSA storage at time $t+1$ by updating the storage of server $n, n \in \overline{\mathcal{S}}_{w}^{(t)}$. The proof of $T$ privacy follows from that in Lemma 7.1, so we do not repeat it here. The proof of $X_{\Delta}$-security follows from the fact that by the definition of ACSA increment $\left(P_{n}^{\left(t, \theta_{t}\right)}\right)_{n \in[N]}$, the symbols of the increment $\boldsymbol{\Delta}_{t}$ are protected by the $\operatorname{MDS}\left(N, X_{\Delta}\right)$ coded uniform i.i.d. random noise symbols. Thus the ACSA increment for the $N$ servers form a secret sharing of threshold $X_{\Delta}$, and it is independent of the write-queries by the users $\tau, \tau \in[t-1]$ and the read-queries by the users $\tau, \tau \in[t]$. Finally let us calculate the upload cost. The upload cost consists of two parts, i.e., the upload cost of the ACSA query and the upload cost of the ACSA increment. Note that to upload the ACSA query, a total of $\left|[N] \backslash \mathcal{S}_{r}^{(t)} \backslash \mathcal{S}_{w}^{(t)}\right| \mu K K_{c} q$-ary symbols must be uploaded. On the other hand, to upload the ACSA increment, we need to upload a total of $\left(N-\left|\mathcal{S}_{w}^{(t)}\right|\right) \not \#_{w}^{(t)} K_{c} q$-ary symbols. Therefore, in the limit as $L / K \rightarrow \infty$, the normalized upload cost is

$$
\begin{align*}
U_{t} & =\frac{K_{c}\left(N-\left|\mathcal{S}_{w}^{(t)}\right|\right) \#_{w}^{(t)}+\left|[N] \backslash \mathcal{S}_{r}^{(t)} \backslash \mathcal{S}_{w}^{(t)}\right| \mu K K_{c}}{L}  \tag{7.66}\\
& \stackrel{L / K \rightarrow \infty}{=} \frac{N-\left|\mathcal{S}_{w}^{(t)}\right|}{R_{w}^{(t)}}  \tag{7.67}\\
& =\frac{N-\left|\mathcal{S}_{w}^{(t)}\right|}{S_{w}^{\text {thresh }}-\left|\mathcal{S}_{w}^{(t)}\right|} . \tag{7.68}
\end{align*}
$$

This completes the proof of Lemma 7.2.

The ACSA-RW scheme satisfies the correctness, $T$-privacy, and $X_{\Delta}$-security constraints for each update $t, t \in \mathbb{N}$ because of Lemma 7.1 and Lemma 7.2 , which hold for all $t, t \in \mathbb{N}$. Now let us see why the $X$-security constraint is satisfied. By the definition of the ACSA storage
(i.e., Definition 7.3) at any time $t, t \in \mathbb{N}$, the symbols of the $K$ submodels are protected by the $\operatorname{MDS}(N, X)$ coded i.i.d. uniform random noise symbols. In other words, it forms a secret sharing of threshold $X$, thus $X$-security is guaranteed.

Remark 7.3. (Byzantine Tolerance) It is remarkable that the answers returned by the servers in the private read phase can be viewed as codewords of an MDS code (generated by the Cauchy-Vandermonde matrix, see, e.g., Chapter 4 and [54]). Therefore, with additional $2 B$ redundant answers from the servers, we can correct up to $B$ erroneous answers.

REMARK 7.4. (Symmetric Security) If common randomness is allowed among the servers, so-called symmetric security can be achieved[20], i.e., the user will learn nothing about the global model beyond the desired submodel. Note that this does not affect the communication cost of the ACSA-RW scheme.

Remark 7.5. (External Adversaries versus Internal Adversaries) Recall that the $X$-security constraint only requires protection against an external adversary who can access the current storage but not the past history at any $X$-servers. However, a closer look at the ACSA-RW scheme reveals that if the number of compromised servers is no more than $\min \left(X_{\Delta}, T\right)$, then even an internal adversary, i.e., an adversary who has access to the entire history of all previous stored values and queries seen by the compromised servers, can still learn nothing about the stored submodels.

Remark 7.6. (Access Complexity) We define the access complexity as the number of elements over the finite field $\mathbb{F}_{q}$ that must be accessed/updated during the private read and private write phases. We note that at any time $t, t \in \mathbb{N}$, the access complexity of each of the responsive servers in the private read and write phases is at most $K L / K_{c}$. Hence with greater $K_{c}$, it is possible to reduce the access complexity.

Remark 7.7. (Encoding and Decoding Complexity) Let us consider the complexity of the encoding and decoding algorithms of our construction. It is worth noting that the computations for producing the ACSA storage, ACSA query and ACSA increment can be
regarded as multiplications of (scaled) Cauchy-Vandermonde matrices with various vectors. The computation for recovering the desired submodel by the user from the answers of the $N$ servers can be viewed as solving linear systems defined by Cauchy-Vandermonde matrices. Cauchy-Vandermonde matrices are an important class of structured matrices, for which "superfast" algorithms have been studied extensively [85, 35]. Therefore, by these superfast algorithms, the complexity of producing the ACSA storage, ACSA query and ACSA increment is at most $\widetilde{\mathcal{O}}\left(\left(L K N \log ^{2} N\right) / K_{c}\right), \widetilde{\mathcal{O}}\left(\mu K N K_{c} \log ^{2} N\right)$ and $\widetilde{\mathcal{O}}\left(U_{t} L \log ^{2} N\right)$, respectively. On the other hand, the complexity of decoding the desired submodel from the answers of the servers is at most $\widetilde{\mathcal{O}}\left(D_{t} L \log ^{2} N\right)$. It is obvious that the encoding/decoding algorithms have a complexity that is almost linear in their output/input sizes.

### 7.4.1 Example

Let us consider an illustrative example to make the construction of the ACSA-RW scheme and the proof of Theorem 7.1 more accessible. In particular, for this example, let us set $N=8, X=4, T=1, X_{\Delta}=1$ and $K_{c}=1$ (note that $L=J$ in this case). We follow the notations used in the proof of Theorem 7.1, and since $K_{c}=1$, we are able to omit an index in some of the subscripts, which corresponds to $i \in\left[K_{c}\right]$. For example, for all $l \in[L], f_{l, 1}$ is abbreviated as $f_{l}$, etc. We have $S_{r}^{\text {thresh }}=3, S_{w}^{\text {thresh }}=3$. Let $\xi$ be a positive integer, and we set $L=$ $\xi \cdot \operatorname{lcm}\left(\left[S_{r}^{\text {thresh }}\right] \cup\left[S_{w}^{\text {thresh }}\right]\right)=6 \xi$, i.e., each of the $K$ submodels consists of $L=6 \xi$ symbols from a finite field $\mathbb{F}_{q}, q \geq N+\mu=11$. Let $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{8}, \widetilde{f}_{1}, \widetilde{f}_{2}, \widetilde{f}_{3}$ be a total of 11 distinct elements from the finite field $\mathbb{F}_{q}$. For $\left(f_{l}\right)_{l \in[L]}$, let us define

$$
\begin{equation*}
\left(f_{1}, f_{2}, \cdots, f_{L}\right)=\left(\widetilde{f}_{1}, \widetilde{f}_{2}, \widetilde{f}_{3}, \widetilde{f}_{1}, \widetilde{f}_{2}, \widetilde{f}_{3}, \cdots, \widetilde{f}_{1}, \widetilde{f}_{2}, \widetilde{f}_{3}\right) \tag{7.69}
\end{equation*}
$$

Let $\left(\dot{\mathbf{Z}}_{l, x}^{(0)}\right)_{l \in[L], x \in[4]}$ be uniformly i.i.d. column vectors from $\mathbb{F}_{q}^{K}$. The initial ACSA storage at the $N=8$ servers is defined as follows.

$$
\mathbf{S}_{n}^{(0)}=\left[\begin{array}{c}
\frac{1}{\alpha_{n}-f_{1}} \dot{\mathbf{W}}_{1}^{(0)}+\sum_{x \in[4]} \alpha_{n}^{x-1} \dot{\mathbf{Z}}_{1, x}^{(0)}  \tag{7.70}\\
\frac{1}{\alpha_{n}-f_{2}} \dot{\mathbf{W}}_{2}^{(0)}+\sum_{x \in[4]} \alpha_{n}^{x-1} \dot{\mathbf{Z}}_{2, x}^{(0)} \\
\vdots \\
\frac{1}{\alpha_{n}-f_{L}} \dot{\mathbf{W}}_{L}^{(0)}+\sum_{x \in[4]} \alpha_{n}^{x-1} \dot{\mathbf{Z}}_{L, x}^{(0)}
\end{array}\right], \forall n \in[8] .
$$

Now let us assume that User 1 experiences $\left|\mathcal{S}_{r}^{(1)}\right|=1,\left|\mathcal{S}_{w}^{(1)}\right|=2$, i.e., there is 1 dropout server in the read phase and 2 dropout servers in the write phase. Note that the two sets can be arbitrarily realized. We have $R_{r}^{(1)}=2, R_{w}^{(1)}=1, \#_{r}^{(1)}=3 \xi, \#_{w}^{(1)}=6 \xi$. The ACSA query sent by User 1 to the $n^{t h}$ server, $n \in[N]$ is defined as follows.

$$
\mathbf{Q}_{n}^{\left(1, \theta_{1}\right)}=\left[\begin{array}{c}
\mathbf{e}_{K}\left(\theta_{1}\right)+\left(\alpha_{n}-f_{1}\right) \ddot{\mathbf{Z}}_{1,1}^{(1)}  \tag{7.71}\\
\mathbf{e}_{K}\left(\theta_{1}\right)+\left(\alpha_{n}-f_{2}\right) \ddot{\mathbf{Z}}_{2,1}^{(1)} \\
\vdots \\
\mathbf{e}_{K}\left(\theta_{1}\right)+\left(\alpha_{n}-f_{L}\right) \ddot{\mathbf{Z}}_{L, 1}^{(1)}
\end{array}\right]
$$

where

$$
\begin{equation*}
\left(\ddot{\mathbf{Z}}_{1,1}^{(1)}, \ddot{\mathbf{Z}}_{2,1}^{(1)}, \cdots, \ddot{\mathbf{Z}}_{L, 1}^{(1)}\right)=\left(\widetilde{\mathbf{Z}}_{1,1}^{(1)}, \widetilde{\mathbf{Z}}_{2,1}^{(1)}, \widetilde{\mathbf{Z}}_{3,1}^{(1)}, \widetilde{\mathbf{Z}}_{1,1}^{(1)}, \widetilde{\mathbf{Z}}_{2,1}^{(1)}, \widetilde{\mathbf{Z}}_{3,1}^{(1)}, \cdots, \widetilde{\mathbf{Z}}_{1,1}^{(1)} \widetilde{\mathbf{Z}}_{2,1}^{(1)}, \widetilde{\mathbf{Z}}_{3,1}^{(1)}\right) \tag{7.72}
\end{equation*}
$$

and $\left(\widetilde{\mathbf{Z}}_{l, 1}^{(1)}\right)_{l \in[3]}$ are i.i.d. uniform column vectors from $\mathbb{F}_{q}^{K}$. Evidently, for all $n \in[8], \mathbf{Q}_{n}^{\left(1, \theta_{1}\right)}$ is uniquely determined by its first $3 K$ rows. Upon receiving the queries, servers $n, n \in \overline{\mathcal{S}}_{r}^{(1)}$ respond to User 1 with answers $A_{n}^{\left(1, \theta_{1}\right)}$ constructed as follows.

$$
\begin{equation*}
A_{n}^{\left(1, \theta_{1}\right)}=\left(\mathbf{A}_{n, \ell}^{\left(1, \theta_{1}\right)}\right)_{\ell \in[3 \xi]}, n \in \overline{\mathcal{S}}_{r}^{(1)} \tag{7.73}
\end{equation*}
$$

where for all $n \in \overline{\mathcal{S}}_{r}^{(1)}, \ell \in[3 \xi]$,

$$
\begin{align*}
\mathbf{A}_{n, \ell}^{\left(1, \theta_{1}\right)} & =\left(\mathbf{S}_{n}^{(0)}\right)^{\top} \mathbf{\Xi}_{n, \ell}^{(1)} \mathbf{Q}_{n}^{\left(1, \theta_{1}\right)}  \tag{7.74}\\
& =\sum_{l \in[2 \ell-1: 2 \ell]}\left(\frac{1}{\alpha_{n}-f_{l}} \dot{\mathbf{W}}_{l}^{(0)}+\sum_{x \in[4]} \alpha_{n}^{x-1} \dot{\mathbf{Z}}_{l, x}^{(0)}\right)^{\top}\left(\mathbf{e}_{K}\left(\theta_{1}\right)+\left(\alpha_{n}-f_{l}\right) \ddot{\mathbf{Z}}_{l, 1}^{(1)}\right)  \tag{7.75}\\
& =\frac{W_{\theta_{1}}^{(0)}(2 \ell-1)}{\alpha_{n}-f_{2 \ell-1}}+\frac{W_{\theta_{1}}^{(0)}(2 \ell)}{\alpha_{n}-f_{2 \ell}}+\sum_{i \in[5]} \alpha_{n}^{i-1} \ddot{I}_{\ell, i}^{(1)}, \tag{7.76}
\end{align*}
$$

where $\left(\ddot{I}_{\ell, i}\right)_{\ell \in[3 \xi], i \in[5]}$ are various interference symbols. Thus for all $\ell \in[3 \xi]$, User 1 recovers the desired symbols $W_{\theta_{1}}^{(0)}(2 \ell-1)$ and $W_{\theta_{1}}^{(0)}(2 \ell)$ by inverting the following matrix.

$$
\mathbf{C}=\left[\begin{array}{ccccc}
\frac{1}{f_{2 \ell-1}-\alpha_{\overline{\mathcal{S}}_{r}^{(1)}(1)}} & \frac{1}{f_{2 \ell}-\alpha_{\overline{\mathcal{S}}_{r}^{(1)}(1)}} & 1 & \cdots & \alpha_{\overline{\mathcal{S}}_{r}^{(1)}(1)}^{4}  \tag{7.77}\\
\frac{1}{f_{2 \ell-1}-\alpha_{\overline{\mathcal{S}}_{r}^{(1)}(2)}} & \frac{1}{f_{2 \ell-\alpha_{\overline{\mathcal{S}}_{r}^{(1)}(2)}}^{4}} & \cdots & \alpha_{\overline{\mathcal{S}}_{r}^{(1)}(2)}^{4} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{1}{f_{2 \ell-1}-\alpha_{\overline{\mathcal{S}}_{r}^{(1)}(7)}} & \frac{1}{f_{2 \ell-\alpha_{\overline{\mathcal{S}}_{r}^{(1)}(7)}}} 1 & \cdots & \alpha_{\overline{\mathcal{S}}_{r}^{(1)}(7)}^{4}
\end{array}\right] .
$$

Again, its invertibility is guaranteed by Lemma 2.5, as well as the determinant of CauchyVandermonde matrices [37] and the fact that the constants ( $f_{2 \ell-1}, f_{2 \ell}, \alpha_{1}, \alpha_{2}, \cdots, \alpha_{8}$ ) are distinct for all $\ell \in[3 \xi]$. Recall that $\overline{\mathcal{S}}_{r}^{(1)}(1), \overline{\mathcal{S}}_{r}^{(1)}(2)$, etc., refer to distinct elements of $\overline{\mathcal{S}}_{r}^{(1)}$, i.e., available servers during the first read phase, arranged in ascending order. Therefore, the user is able to reconstruct the desired submodel $\mathbf{W}_{\theta_{1}}^{(0)}$.

To update the desired submodel with the increment $\boldsymbol{\Delta}_{1}$, User 1 constructs the ACSA increment $\mathbf{P}_{n}^{\left(1, \theta_{1}\right)}$ as follows.

$$
\begin{equation*}
\mathbf{P}_{n}^{\left(1, \theta_{1}\right)}=\operatorname{diag}\left(\widetilde{\Delta}_{1}^{(1)} \mathbf{I}_{K}, \widetilde{\Delta}_{2}^{(1)} \mathbf{I}_{K}, \cdots, \widetilde{\Delta}_{L}^{(1)} \mathbf{I}_{K}\right) \tag{7.78}
\end{equation*}
$$

where for all $\ell \in[L]$,

$$
\begin{equation*}
\widetilde{\Delta}_{\ell}^{(1)}=\frac{1}{\alpha_{n}-f_{\ell}} \Delta_{\ell}^{(1)}+\dddot{Z}_{\ell, 1}^{(1)} . \tag{7.79}
\end{equation*}
$$

Note that the ACSA unpacker at time $t=1$ is $\mathbf{\Upsilon}_{n}^{(1)}=\mathbf{I}_{K L}$ for all $n \in[N]$, therefore,

$$
\begin{align*}
& \boldsymbol{\Omega}_{n}^{(1)} \boldsymbol{\Upsilon}_{n}^{(1)} \mathbf{P}_{n}^{\left(1, \theta_{1}\right)} \mathbf{Q}_{n}^{\left(1, \theta_{1}\right)} \\
& =\left[\frac{\left(\frac{\prod_{i \in \mathcal{S}_{w}^{(1)}\left(\alpha_{n}-\alpha_{i}\right)}}{\left.\prod_{i \in \mathcal{S}_{w}^{(1)}\left(f_{1}-\alpha_{i}\right)}\right)\left(\frac{1}{\alpha_{n}-f_{1}} \Delta_{1}^{(1)}+\dddot{Z}_{1,1}^{(1)}\right)\left(\mathbf{e}_{K}\left(\theta_{t}\right)+\left(\alpha_{n}-f_{1}\right) \ddot{\mathbf{Z}}_{1, s}^{(1)}\right)}\right.}{\frac{\left(\frac{\prod_{i \in \mathcal{S}_{w}^{(1)}}^{(1)}\left(\alpha_{n}-\alpha_{i}\right)}{\prod_{i \in \mathcal{S}_{w}^{(1)}}\left(f_{2}-\alpha_{i}\right)}\right)\left(\frac{1}{\alpha_{n}-f_{2}} \Delta_{2}^{(1)}+\dddot{Z}_{2,1}^{(1)}\right)\left(\mathbf{e}_{K}\left(\theta_{t}\right)+\left(\alpha_{n}-f_{2}\right) \ddot{\mathbf{Z}}_{2, s}^{(1)}\right)}{\vdots}} \underset{\left.\frac{\prod_{i \in \mathcal{S}_{w}^{(1)}\left(\alpha_{n}-\alpha_{i}\right)}}{\prod_{i \in \mathcal{S}_{w}^{(1)}}\left(f_{L}-\alpha_{i}\right)}\right)\left(\frac{1}{\alpha_{n}-f_{L}} \Delta_{L}^{(1)}+\dddot{Z}_{L, 1}^{(1)}\right)\left(\mathbf{e}_{K}\left(\theta_{t}\right)+\left(\alpha_{n}-f_{L}\right) \ddot{\mathbf{Z}}_{L, s}^{(1)}\right)}{ }\right]  \tag{7.80}\\
& =\left[\frac{\frac{\frac{1}{\alpha_{n}-f_{1}} \Delta_{1}^{(1)} \mathbf{e}_{K}\left(\theta_{t}\right)+\sum_{i \in[4]} \alpha_{n}^{i-1} \dot{\mathbf{I}}_{1, i}^{(1)}}{\frac{\frac{1}{\alpha_{n}-f_{2}} \Delta_{2}^{(1)} \mathbf{e}_{K}\left(\theta_{t}\right)+\sum_{i \in[4]} \alpha_{n}^{i-1} \mathbf{I}_{2, i}^{(1)}}{\vdots}} \frac{\frac{1}{\alpha_{n}-f_{L}} \Delta_{L}^{(1)} \mathbf{e}_{K}\left(\theta_{t}\right)+\sum_{i \in[4]} \alpha_{n}^{i-1} \dot{\mathbf{I}}_{L, i}^{(1)}}{}}{}\right] . \tag{7.81}
\end{align*}
$$

Thus by the update equation (7.51), the ACSA scheme updates the storage at time 0, i.e., it holds that $\mathbf{S}_{n}^{(0)}+\boldsymbol{\Omega}_{n}^{(1)} \mathbf{\Upsilon}_{n}^{(1)} \mathbf{P}_{n}^{\left(1, \theta_{1}\right)} \mathbf{Q}_{1}^{\left(1, \theta_{1}\right)}=\mathbf{S}_{n}^{(1)}$. Besides, it is guaranteed that $\mathbf{S}_{n}^{(1)}=\mathbf{S}_{n}^{(0)}$ for all $n \in \mathcal{S}_{w}^{(1)}$. This is the end of the full cycle of ACSA-RW at time 1 . We note that in the limit as $L / K \rightarrow \infty$, we have $D_{t}=7 / 2=3.5$ and $U_{t}=6$.

Now let us assume that at time $t=2$, i.e., for the second cycle with a second user, we have $\left|\mathcal{S}_{r}^{(1)}\right|=2,\left|\mathcal{S}_{w}^{(1)}\right|=1$. Therefore, $R_{r}^{(2)}=1, R_{w}^{(2)}=2, \not \#_{r}^{(2)}=6 \xi, \not \#_{w}^{(2)}=3 \xi$. Upon receiving the queries, the servers $n, n \in \overline{\mathcal{S}}_{r}^{(2)}$ respond to the user with the answers as follows.

$$
\begin{equation*}
A_{n}^{\left(2, \theta_{2}\right)}=\left(\mathbf{A}_{n, \ell}^{\left(2, \theta_{2}\right)}\right)_{\ell \in[L]}, n \in \overline{\mathcal{S}}_{r}^{(2)} \tag{7.82}
\end{equation*}
$$

where for all $\ell \in[L]$, we have

$$
\begin{equation*}
\mathbf{A}_{n, \ell}^{\left(2, \theta_{2}\right)}=\frac{W_{\theta_{2}}^{(1)}(\ell)}{\alpha_{n}-f_{\ell}}+\sum_{i \in[5]} \alpha_{n}^{i-1} \ddot{I}_{\ell, i}^{(2)} \tag{7.83}
\end{equation*}
$$

Thus, User 2 recovers the desired submodel by inverting the matrix $\mathbf{C}$ as defined in (7.57). To update the submodel with the increment $\boldsymbol{\Delta}_{2}$, User 2 constructs the ACSA increment $\mathbf{P}_{n}^{\left(2, \theta_{2}\right)}$ as follows.

$$
\begin{equation*}
\mathbf{P}_{n}^{\left(2, \theta_{2}\right)}=\operatorname{diag}\left(\widetilde{\Delta}_{1}^{(2)} \mathbf{I}_{2 K}, \widetilde{\Delta}_{2}^{(2)} \mathbf{I}_{2 K}, \cdots, \widetilde{\Delta}_{3 \xi}^{(2)} \mathbf{I}_{2 K}\right), \tag{7.84}
\end{equation*}
$$

where for all $\ell \in[3 \xi]$,

$$
\begin{equation*}
\widetilde{\Delta}_{\ell}^{(2)}=\frac{1}{\alpha_{n}-f_{2 \ell-1}} \Delta_{2 \ell-1}^{(2)}+\frac{1}{\alpha_{n}-f_{2 \ell}} \Delta_{2 \ell}^{(2)}+\dddot{Z}_{\ell, 1}^{(2)} \tag{7.85}
\end{equation*}
$$

Recall that the ACSA unpacker at time $t=2$ is defined as follows.

$$
\begin{align*}
& \mathbf{\Upsilon}_{n}^{(2)}=\operatorname{diag}\left(\left(\frac{\prod_{i \in \mathcal{F}_{1}^{(2)}}\left(\alpha_{n}-f_{i}\right)}{\prod_{i \in \mathcal{F}_{1}^{(2)}}\left(f_{1}-f_{i}\right)}\right) \mathbf{I}_{K}, \cdots,\left(\frac{\prod_{i \in \mathcal{F}_{L}^{(2)}}\left(\alpha_{n}-f_{i}\right)}{\prod_{i \in \mathcal{F}_{L}^{(2)}}\left(f_{L}-f_{i}\right)}\right) \mathbf{I}_{K}\right)  \tag{7.86}\\
&=\operatorname{diag}\left(\left(\frac{\alpha_{n}-f_{2}}{f_{1}-f_{2}}\right) \mathbf{I}_{K},\left(\frac{\alpha_{n}-f_{1}}{f_{2}-f_{1}}\right) \mathbf{I}_{K},\left(\frac{\alpha_{n}-f_{4}}{f_{3}-f_{4}}\right) \mathbf{I}_{K},\left(\frac{\alpha_{n}-f_{3}}{f_{4}-f_{3}}\right) \mathbf{I}_{K}, \cdots\right. \\
&\left.\cdots,\left(\frac{\alpha_{n}-f_{L}}{f_{L-1}-f_{L}}\right) \mathbf{I}_{K},\left(\frac{\alpha_{n}-f_{L-1}}{f_{L}-f_{L-1}}\right) \mathbf{I}_{K}\right) \tag{7.87}
\end{align*}
$$

Therefore, for all $n \in[N]$, we can write

$$
\begin{align*}
& \mathbf{\Upsilon}_{n}^{(2)} \mathbf{P}_{n}^{\left(2, \theta_{2}\right)} \\
& =\operatorname{diag}\left(\left(\frac{1}{\alpha_{n}-f_{1}} \Delta_{1}^{(2)}+\sum_{i \in[2]} \alpha_{n}^{i-1} \dddot{I}_{1, i}^{(2)}\right) \mathbf{I}_{K}, \cdots,\left(\frac{1}{\alpha_{n}-f_{L}} \Delta_{1}^{(2)}+\sum_{i \in[2]} \alpha_{n}^{i-1} \dddot{I}_{L, i}^{(2)}\right) \mathbf{I}_{K}\right) . \tag{7.88}
\end{align*}
$$

Accordingly, the second term in the RHS of the update equation (7.51) can be written as
follows.

$$
\begin{align*}
& \boldsymbol{\Omega}_{n}^{(2)} \boldsymbol{\Upsilon}_{n}^{(2)} \mathbf{P}_{n}^{\left(2, \theta_{2}\right)} \mathbf{Q}_{n}^{\left(2, \theta_{2}\right)} \\
& =\left[\begin{array}{c}
\frac{\frac{1}{\alpha_{n}-f_{1}} \Delta_{1}^{(2)} \mathbf{e}_{K}\left(\theta_{t}\right)+\sum_{i \in[4]} \alpha_{n}^{i-1} \dot{\mathbf{I}}_{1, i}^{(2)}}{\frac{\frac{1}{\alpha_{n}-f_{2}} \Delta_{2}^{(2)} \mathbf{e}_{K}\left(\theta_{t}\right)+\sum_{i \in[4]} a_{n}^{i-1} \dot{\mathbf{I}}_{2, i}^{(2)}}{\vdots}}\left[\frac{\frac{1}{\alpha_{n}-f_{L}} \Delta_{L}^{(2)} \mathbf{e}_{K}\left(\theta_{t}\right)+\sum_{i \in[4]} \alpha_{n}^{i-1} \dot{\mathbf{I}}_{L, i}^{(2)}}{}\right.
\end{array}\right] \tag{7.89}
\end{align*}
$$

which guarantees the correctness of the update. It is remarkable that by the construction of ACSA null-shaper, for all $n \in \mathcal{S}_{w}^{(2)}$, it is guaranteed that $\boldsymbol{\Omega}_{n}^{(2)}=\mathbf{0}$, thus we have $\mathbf{S}_{n}^{(2)}=\mathbf{S}_{n}^{(1)}$ for all $n \in \mathcal{S}_{w}^{(2)}$. Therefore, the write dropout constraint is satisfied. It is easy to verify that the privacy and security constraints are satisfied, and in the limit as $L / K \rightarrow \infty$, the normalized upload cost is $U_{2}=7 / 2=3.5$, the normalized download cost is $D_{2}=6$. We can see that when the number of dropout servers is decreased, the communication efficiency is accordingly improved (e.g., $U_{2}<U_{1}, D_{2}>D_{1}$ ).

### 7.5 Discussion

Inspired by the recent interest in $X$-secure $T$-private federated submodel learning, we explored the fundamental problem of privately reading from and writing to a distributed and secure database. By interpreting the private read and write operations as secure matrix multiplications (between query vectors and stored data), and recognizing that CSA codes are natural solutions to such problems, we constructed a novel Adaptive CSA-RW scheme. ACSA-RW achieves synergistic gains from the joint design of private read and write operations because the same one hot vector representation of the desired message index needs to be secret shared for both the private read and write operations. In addition to allowing private read and write, ACSA-RW also provides elastic resilience against server dropouts, up
to thresholds that are determined by the number of redundant storage dimensions. Surprisingly, ACSA-RW is able to fully update the distributed database even though the database is only partially accessible due to write-dropout servers. This is accomplished by exploiting the redundancy that is already required for secure storage. The scheme allows a memoryless operation of the database in the sense that the storage structure is preserved and users may remain oblivious of the prior history of server dropouts.

## Chapter 8

## Conclusion

In this dissertation, we introduced the idea of cross-subspace alignment and its applications to the problem of $X$-secure $T$-private information retrieval, $X$-secure $T$-private information retrieval with graph-based replicated storage, $X$-secure $T$-private information retrieval with MDS coded storage, secure distributed matrix multiplication, coded distributed batch computation and $X$-secure $T$-private federated submodel learning. The idea of CSA is shown to be the essential ingredient of the construction of optimal/asymptotic optimal/state-of-art approaches that minimize the download and/or communication cost of these problems. To conclude the dissertation, we present several promising directions for future work.

In terms of Chapter 2, we note that as indicated by various open problems identified in Chapter 2, XSTPIR is a fertile research avenue for future work. In particular, the capacity characterization for arbitrary $K$ could reveal fundamentally new schemes for PIR. Especially intriguing would be the role that field size might play in such a result. Capacity of SymXSTPIR is another promising open problem. XSTPIR with constraints on the amount of storage per server, multi-message retrieval are other open problems that merit investigation.

For GXSTPIR studied in Chapter 3, generalizations of the private computation scheme
presented in Section 3.4.3 represent an interesting problem for future work, especially because such private computation schemes are needed for GXSTPIR, as evident from the achievability proof of Theorem 3.3. Asymptotic capacity for GPIR with arbitrary graph based storage when each message is replicated 4 times is the next step for the direction initiated by Theorem 3.3. The relationship between GXSTPIR and index coding, through the connecting thread of min-rank problems that arise in both contexts is another promising research avenue. Finally, the tightness of the converse bound in Theorem 3.2 remains an interesting question. Given that the bound is tight in all cases for which the asymptotic capacity is settled so far, it is tempting to conjecture that the converse bound is tight in general. Settling this conjecture is perhaps the most important immediate objective for future work on the asymptotic capacity of GXSTPIR.

As for Chapter 4, the immediate challenge for future work is to settle the asymptotic capacity conjectures for MDS-TPIR, and also of MDS-XSTPIR, either in the affirmative by finding tight converse bounds or in the negative by finding better asymptotic achievable schemes. Beyond this, settling down the conjecture of asymptotic capacity of U-B-MDS-XSTPIR with unresponsive and Byzantine servers also merits investigation.

In Chapter 5, we studied the capacity of SDMM. In terms of future work, open problems that merit immediate attention include the many cases of SDMM where the capacity remains open. For example, the capacity of the basic $\operatorname{SDMM}_{(\mathbf{A B}, \phi)}$ setting, previously believed to be solved in [61] is shown to be still open in general, including the important case of square matrices $L=K=M>1$ with sufficiently many servers $N>X$. From the case $L=K=M=1$ that is already solved in this chapter, it seems that the generalization could require expanding the scope of constructions based on non-trivial monomorphic transformations, which presents an interesting research avenue. In terms of the connection to PIR, this chapter highlights the importance of finding the capacity characterizations for MM-XSTPIR, as well as MMXSTPC. Evidently solutions to these PIR problems would not only add to the growing
literature on PIR that already includes many successful capacity characterizations [102, 106, $103,11,57,107,81$, but also have a ripple effect on important problems that are intimately connected to PIR. Similar to PIR, the models of SDMM could also be further enriched to include privacy of retrieved information, coded storage [11, 36, 105], storage size and repair constraints [113, 4, 127] and generalized forms of side-information [58, 112, 22]. Thus, just like PIR, SDMM offers a fertile research landscape for discovering new coding structures and converse arguments.

In respect of the problem of CDBC studied in Chapter 6, an interesting direction for future work is the possibility of task partitioning (similar to matrix partitioning) for $N$-CSA codes to reduce the computation cost per server in settings where latency constraints prevent any server from fully computing the $N$-linear map, or the multivariate polynomial evaluation by itself.

Finally, for the problem of XSTPFSL considered in Chapter 7, as indicated in Section 7.3.1, the converse argument of the asymptotic capacity of XSTPFSL is still open in general. Another promising direction for future work is to explore applications of the idea of write dropout resilience to multi-version coding [124].
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## Appendix A

## Appendix of Chapter 2

## A. 1 Proof of Lemma 2.7

Let $\mathbf{J}_{k}$ denote the $k \times k$ anti-diagonal identity matrix, and let $\mathbf{0}_{k_{1} \times k_{2}}$ denote the $k_{1} \times k_{2}$ matrix where all elements are equal to 0 (when $k_{1}=k_{2}$, this notation is further simplified to $\mathbf{0}_{k_{1}}$ ). Define

$$
\mathbf{I}_{k}^{\prime}=\left[\begin{array}{cc}
\mathbf{I}_{k} & \mathbf{0}_{k \times 1}  \tag{A.1}\\
\mathbf{0}_{1 \times k} & 0
\end{array}\right] .
$$

Choose B as follows.

$$
\mathbf{B}= \begin{cases}{\left[\begin{array}{ll}
\mathbf{I}_{\frac{K}{2}} & \mathbf{J}_{\frac{K}{2}} \\
\mathbf{J}_{\frac{K}{2}} & \mathbf{0}_{\frac{K}{2}}
\end{array}\right],} & \text { if } K \text { is even, }  \tag{A.2}\\
{\left[\begin{array}{ll|c}
\mathbf{J}_{\frac{K+1}{2}}+\mathbf{I}_{\frac{K-1}{2}}^{\prime}+\mathbf{I}_{\frac{K+1}{2}} & \mathbf{J}_{\frac{K-1}{2}} \\
\hline & \mathbf{0}_{1 \times \frac{K-1}{2}} \\
\hline \mathbf{J}_{\frac{K-1}{2}} & \mathbf{0}_{\frac{K-1}{2} \times 1} & \mathbf{0}_{\frac{K-1}{2}}
\end{array}\right], \text { if } K \text { is odd. }}\end{cases}
$$

For example,
when $K=4: \quad \mathbf{B}=\left[\begin{array}{llll}1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0\end{array}\right], \quad$ and when $K=5$ :

$$
\mathbf{B}=\left[\begin{array}{lllll}
0 & 0 & 1 & 0 & 1  \tag{A.3}\\
0 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

Let us show that $\mathbf{B}$ and $\mathbf{I}_{K}+\mathbf{B}$ are both invertible.

First, consider B. Regardless of whether $K$ is even or odd, B is an upper anti-triangular matrix where all anti-diagonal elements are 1 so that $\operatorname{det}(\mathbf{B})=1$ and $\mathbf{B}$ has full rank.

Next, consider $\mathbf{I}_{K}+\mathbf{B}$.

$$
\begin{align*}
& \text { When } K \text { is even: } \mathbf{I}_{K}+\mathbf{B}=\left[\begin{array}{cc}
\mathbf{I}_{\frac{K}{2}} & \mathbf{0}_{\frac{K}{2}} \\
\mathbf{0}_{\frac{K}{2}} & \mathbf{I}_{\frac{K}{2}}
\end{array}\right]+\left[\begin{array}{cc}
\mathbf{I}_{\frac{K}{2}} & \mathbf{J}_{\frac{K}{2}} \\
\mathbf{J}_{\frac{K}{2}} & \mathbf{0}_{\frac{K}{2}}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{0}_{\frac{K}{2}} & \mathbf{J}_{\frac{K}{2}} \\
\mathbf{J}_{\frac{K}{2}} & \mathbf{I}_{\frac{K}{2}}
\end{array}\right]  \tag{A.4}\\
& \Rightarrow \operatorname{det}\left(\mathbf{I}_{K}+\mathbf{B}\right)=1 . \tag{A.5}
\end{align*}
$$

$$
\begin{align*}
& \text { When } K \text { is odd: } \mathbf{I}_{K}+\mathbf{B}=\left[\begin{array}{c|c}
\mathbf{I}_{\frac{K+1}{2}} & \mathbf{0}_{\frac{K+1}{2} \times \frac{K-1}{2}} \\
\hline \mathbf{0}_{\frac{K-1}{2} \times \frac{K+1}{2}} & \mathbf{I}_{\frac{K-1}{2}}
\end{array}\right]+\left[\begin{array}{ll|c}
\mathbf{J}_{\frac{K+1}{2}}+\mathbf{I}_{\frac{K-1}{2}}^{\prime}+\mathbf{I}_{\frac{K+1}{2}} & \mathbf{J}_{\frac{K-1}{2}} \\
\hline \mathbf{0}_{1 \times \frac{K-1}{2}} \\
\hline \mathbf{J}_{\frac{K-1}{2}} & \mathbf{0}_{\frac{K-1}{2} \times 1} & \mathbf{0}_{\frac{K-1}{2}}
\end{array}\right]  \tag{A.6}\\
& =\left[\begin{array}{cc|c} 
& & \\
\mathbf{J}_{\frac{K+1}{2}}+\mathbf{I}_{\frac{K-1}{2}}^{\prime} & \mathbf{J}_{\frac{K-1}{2}} \\
\hline \mathbf{0}_{1 \times \frac{K-1}{2}} \\
\hline \frac{\mathbf{J}_{\frac{K-1}{2}}^{2}}{} & \mathbf{0}_{\frac{K-1}{2} \times 1} & \mathbf{I}_{\frac{K-1}{2}}
\end{array}\right] \\
& \Rightarrow \operatorname{det}\left(\mathbf{I}_{K}+\mathbf{B}\right)=\operatorname{det}\left(\mathbf{J}_{\frac{K+1}{2}}+\mathbf{I}_{\frac{K-1}{2}}^{\prime}+\left[\begin{array}{c}
\mathbf{J}_{\frac{K-1}{2}} \\
\mathbf{0}_{1 \times \frac{K-1}{2}}
\end{array}\right] \mathbf{I}_{\frac{K-1}{2}}^{-1}\left[\begin{array}{ll}
\mathbf{J}_{\frac{K-1}{2}} & \mathbf{0}_{\frac{K-1}{2} \times 1}
\end{array}\right]\right)  \tag{A.8}\\
& =\operatorname{det}\left(\mathbf{J}_{\frac{K+1}{2}}+\mathbf{I}_{\frac{K-1}{2}}^{\prime}+\mathbf{I}_{\frac{K-1}{2}}^{\prime}\right)=\operatorname{det}\left(\mathbf{J}_{\frac{K+1}{2}}\right)=1 \tag{A.9}
\end{align*}
$$

where (A.8) follows from the following formula on the determinant of a block matrix that is made up of matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}$ with proper dimensions and $\mathbf{D}$ is invertible.

$$
\operatorname{det}\left(\begin{array}{ll}
\mathbf{A} & \mathbf{B}  \tag{A.10}\\
\mathbf{C} & \mathbf{D}
\end{array}\right)=\operatorname{det}(\mathbf{D}) \operatorname{det}\left(\mathbf{A}-\mathbf{B D}^{-1} \mathbf{C}\right)
$$

The proof is thus complete.

## A. 2 Proof of Corollaries 2.1, 2.2, 2.3, 2.4

The proof of Corollary 2.1 is trivial because imposing the symmetric security constraint cannot increase capacity.

## A.2.1 Proof of Corollary 2.2

To prove Corollary 2.2 we provide a scheme as follows. Each message $W_{k}, k \in[1: K]$, consists of $L=1$ symbol from some finite field $\mathbb{F}_{q}$. Let $Z_{x, k, m}, x \in[1: X], k \in[1: K], m \in[1: K]$ be independent uniform noise symbols from $\mathbb{F}_{q}$. The subscript, $m$, in $Z_{x, k, m}$ is interpreted modulo $K$, i.e., $Z_{x, k, m}=Z_{x, k, m+K}$. The storage at each server is specified as,

$$
\begin{array}{ll}
S_{n}=\left\{Z_{n, k, m}, k \in[1: K], m \in[1: K]\right\}, & n \in[1: X], \\
S_{n}=\left\{W_{k}+\sum_{x=1}^{X} Z_{x, k, m}, k \in[1: K], m \in[1: K]\right\}, & n=N . \tag{A.12}
\end{array}
$$

The queries from each server are specified as,

$$
\begin{array}{ll}
Q_{n}^{[\theta]}: \text { Ask for }\left\{Z_{n, k, m_{o}}, k \in[1: K]\right\}, & n \in[1: X], \\
Q_{n}^{[\theta]}: \text { Ask for }\left\{W_{k}+\sum_{x=1}^{X} Z_{x, k, m_{o}-\theta+k}, k \in[1: K]\right\}, & n=N, \tag{A.14}
\end{array}
$$

where $m_{o}$ is chosen privately and uniformly randomly by the user from $[1: K]$. Thus, in order to retrieve 1 desired message symbol, the user downloads a total of $K N$ symbols from all servers. The scheme is $X$-secure because each message symbol is protected by independent uniform noise terms. It is correct because for $k=\theta$ the download from Server $N$, contains the symbol $W_{\theta}+\sum_{x=1}^{X} Z_{x, \theta, m_{o}}$ and the downloads from the first $X$ servers include all the noise terms $Z_{x, \theta, m_{o}}$. The scheme is private because $m_{o}$ is chosen uniformly and privately by the user. It satisfies symmetric security because all the undesired message symbols $W_{k}, k \neq \theta$, contained in the answers are protected by noise terms $Z_{x, k, m_{o}-\theta+k}$ and these noise terms are independent of the noise terms downloaded from servers $n \in[1: X]$ because $m_{o}-\theta+k \neq m_{o}$ when $k \neq \theta$. The rate achieved is $\frac{1}{K N}$, which is the capacity for this setting.

Note that in the Sym-XSPIR scheme described above, each server stores $K^{2}$ symbols, when the total data is only $K L=K$ symbols. Thus, this Sym-XSPIR scheme takes advantage of
unconstrained storage when $K$ is large, more so than the XSTPIR schemes which store no more than $K L$ symbols at each server.

## A.2.2 Proof of Corollary 2.3

To prove Corollary 2.3, we show that the scheme presented in Section 2.6 automatically guarantees symmetric security when $T=1$. Define

$$
\begin{align*}
\mathbf{W}_{i}^{c} & =\left\{\mathbf{W}_{l}, l \in[1: L], l \neq i\right\}  \tag{A.15}\\
\mathbf{Z}_{i j}^{c} & =\left\{\mathbf{Z}_{l x}, l \in[1: L], x \in[1: X],(l, x) \neq(i, j)\right\} \tag{A.16}
\end{align*}
$$

We need to prove that beyond the information that the user must have, i.e., $W_{\theta}, Q_{[1: N]}^{[\theta]}, \theta$, he cannot learn anything about the messages $\mathbf{W}_{[1: L]}$ from the answers $A_{[1: N]}^{[\theta]}$.

$$
\begin{align*}
I\left(\mathbf{W}_{[1: L]} ; A_{[1: N]}^{[\theta]} \mid W_{\theta}, Q_{[1: N]}^{[\theta]}, \theta\right) & =\sum_{l \in[1: L]} I\left(\mathbf{W}_{l} ; A_{[1: N]}^{[\theta]} \mid \mathbf{W}_{[1: l-1]}, W_{\theta}, Q_{[1: N]}^{[\theta]}, \theta\right)  \tag{A.17}\\
& \leq \sum_{l \in[1: L]} I\left(\mathbf{W}_{l} ; A_{[1: N]}^{[\theta]} \mid \mathbf{W}_{l}^{c}, W_{\theta}, Q_{[1: N]}^{[\theta]}, \theta\right)  \tag{A.18}\\
& \leq \sum_{l \in[1: L]} I\left(\mathbf{W}_{l} ; A_{[1: N]}^{[\theta]} \mid \mathbf{Z}_{l 1}^{c}, \mathbf{W}_{l}^{c}, W_{\theta}, Q_{[1: N]}^{[\theta]}, \theta\right) \tag{A.19}
\end{align*}
$$

where we repeatedly used the fact that $I(A ; B \mid C) \leq I(A ; B \mid C, D)$ if $I(A ; D \mid C)=0$ and the facts that

$$
\begin{array}{r}
I\left(\mathbf{W}_{l} ; \mathbf{W}_{[l+1: L]} \mid W_{[1: l-1]}, W_{\theta}, Q_{[1: N]}^{[\theta]}, \theta\right)=0 \\
I\left(\mathbf{W}_{l} ; \mathbf{Z}_{l 1}^{c} \mid \mathbf{W}_{l}^{c}, W_{\theta}, Q_{[1: N]}^{[\theta]}, \theta\right)=0 \tag{A.21}
\end{array}
$$

that follow from the indepenence of messages, queries, and the noise terms, by construction of the scheme in Section 2.6. To prove Corollary 2.3 it suffices to show that each of the terms
in the summation is zero. Without loss of generality, let us consider $l=1$. Because of the conditioning on $\mathbf{Z}_{11}^{c}, \mathbf{W}_{1}^{c}, W_{\theta}, Q_{[1: N]}^{[\theta]}, \theta$, we can subtract the contributions from these terms, whose values are fixed, from $A_{n}^{[\theta]}$, leaving us with only

$$
\begin{align*}
A_{n}^{\prime[\theta]} & =\left(\mathbf{W}_{1}+\left(f_{1}-\alpha_{n}\right) \mathbf{Z}_{11}\right)\left(\frac{\Delta_{n}}{f_{1}-\alpha_{n}}\right)\left(\mathbf{Q}_{\theta}+\left(f_{1}-\alpha_{n}\right) \mathbf{Z}_{1}^{\prime}\right)  \tag{A.22}\\
& =\left(\frac{\Delta_{n}}{f_{1}-\alpha_{n}}\right) \mathbf{W}_{1} \mathbf{Q}_{\theta}+\Delta_{n}\left(\mathbf{W}_{1} \mathbf{Z}_{1}^{\prime}+\mathbf{Z}_{11} \mathbf{Q}_{\theta}\right)+\Delta_{n}\left(f_{1}-\alpha_{n}\right) \mathbf{Z}_{11} \mathbf{Z}_{1}^{\prime}  \tag{A.23}\\
& =\left(\frac{\Delta_{n}}{f_{1}-\alpha_{n}}\right) W_{\theta 1}+\Delta_{n}\left(\mathbf{W}_{1} \mathbf{Z}_{1}^{\prime}+\mathbf{Z}_{11}(\theta)\right)+\Delta_{n}\left(f_{1}-\alpha_{n}\right) \mathbf{Z}_{11} \mathbf{Z}_{1}^{\prime} \tag{A.24}
\end{align*}
$$

where $\mathbf{Z}_{11}(i)$ is the $i^{\text {th }}$ element of the vector $\mathbf{Z}_{11}$. Note that $W_{\theta 1}$ is also a constant because of the conditioning on $W_{\theta}$. Given $\mathbf{Z}_{11}^{c}, \mathbf{W}_{1}^{c}, W_{\theta}, Q_{[1: N]}^{[\theta]}, \theta$, the random variable $A_{[1: N]}^{[\theta]}$ is an invertible function of $A_{[1: N]}^{[\theta]}$.

$$
\begin{align*}
& I\left(\mathbf{W}_{1} ; A_{[1: N]}^{[\theta]} \mid \mathbf{Z}_{11}^{c}, \mathbf{W}_{1}^{c}, W_{\theta}, Q_{[1: N]}^{[\theta]}, \theta\right)  \tag{A.25}\\
& =I\left(\mathbf{W}_{1} ; A_{[1: N]}^{[\theta]} \mid \mathbf{Z}_{11}^{c}, \mathbf{W}_{1}^{c}, W_{\theta}, Q_{[1: N]}^{[\theta]}, \theta\right)  \tag{A.26}\\
& =I\left(\mathbf{W}_{1} ; A_{[1: N]}^{[\theta]} \mid W_{\theta 1}, Q_{[1: N]}^{[\theta]}, \theta\right)  \tag{A.27}\\
& \leq I\left(\mathbf{W}_{1} ; \mathbf{W}_{1} \mathbf{Z}_{1}^{\prime}+\mathbf{Z}_{11}(\theta), \mathbf{Z}_{11} \mathbf{Z}_{1}^{\prime} \mid W_{\theta 1}, \mathbf{Q}_{\theta}, \theta\right)  \tag{A.28}\\
& \leq I\left(\mathbf{W}_{1} ; \mathbf{W}_{1} \mathbf{Z}_{1}^{\prime}+\mathbf{Z}_{11}(\theta), \mathbf{Z}_{11} \mathbf{Z}_{1}^{\prime} \mid W_{\theta 1}, \mathbf{Q}_{\theta}, \mathbf{Z}_{1}^{\prime}, \theta\right)  \tag{A.29}\\
& =0 \tag{A.30}
\end{align*}
$$

In (A.28) we used the fact that given $W_{\theta 1}$, the random variable $A_{[1: N]}^{[\theta]}$ is a function of $\mathbf{W}_{1} \mathbf{Z}_{1}^{\prime}+\mathbf{Z}_{11}(\theta), \mathbf{Z}_{11} \mathbf{Z}_{1}^{\prime}$ because of (A.24), and the fact that for any random variables $A, B, C$, we must have $I(A ; f(B) \mid C) \leq I(A ; B \mid C)$. In (A.29) we used the fact that conditioning on an independent random variable cannot reduce mutual information, i.e., $I(A ; B \mid C) \leq I(A ; B \mid$ $C, D)$ if $I(A ; D \mid C)=0$, and the fact that $\mathbf{Z}_{1}^{\prime}$ is independent of $\mathbf{W}_{1}$ after conditioning on $W_{\theta 1}, \mathrm{Q}_{\theta}, \theta$ by construction of the scheme as described in Section 2.6. The last step is justified as follows. Because of the conditioning on $\mathbf{Z}_{1}^{\prime}$, its value is a constant for which there are only
three possibilities: $\mathbf{Z}_{1}^{\prime}$ is either the zero vector, or it is equal to $\mu \mathbf{Q}_{\theta}$ for some non-zero $\mu \in \mathbb{F}_{q}$, or it is neither zero nor equal to $\mu \mathbf{Q}_{\theta}$. If $\mathbf{Z}_{1}^{\prime}$ is the zero vector, then the mutual information is automatically zero because $\mathbf{W}_{1}$ is eliminated entirely. If $\mathbf{Z}_{1}^{\prime}=\mu \mathbf{Q}_{\theta}$ for some non-zero $\mu$, then $\mathbf{W}_{1} \mathbf{Z}_{1}^{\prime}=\mu W_{\theta 1}$ and the mutual information is again zero because of the conditioning on $W_{\theta 1}$. Finally, if $\mathbf{Z}_{1}^{\prime}$ is neither zero nor a scaled version of $\mathbf{Q}_{\theta}$, then $\mathbf{Z}_{11} \mathbf{Z}_{1}^{\prime}$ is a sum of uniformly random noise terms in $\mathbb{F}_{q}$, at least one of which is independent of $\mathbf{Z}_{11}(\theta)$ and $\mathbf{Z}_{1}^{\prime}$. So in this case also the mutual information is zero. This completes the proof of Corollary 2.3.

## A.2.3 Proof of Corollary 2.4

The proof of Corollary 2.4 is presented next. Recall that in the scheme of the proof of Theorem 2.4, the user obtains the following three symbols from the answers,

$$
\begin{align*}
& \mathbf{W Q}_{\theta}=W_{\theta}  \tag{A.31}\\
& \mathbf{W Z}^{\prime}+\mathbf{Z Z}^{\prime}  \tag{A.32}\\
& \mathbf{W Z}^{\prime}+\mathbf{Z B Z}^{\prime}+\mathbf{Z B Q}_{\theta} \tag{A.33}
\end{align*}
$$

We show that symmetric security holds, i.e., conditioned on $\mathbf{Z}^{\prime}$, from these three symbols the user learns nothing about the undesired messages $W_{1}, \cdots, W_{\theta-1}, W_{\theta+1}, \cdots, W_{K}$. When $\mathbf{Z}^{\prime}$ is the zero vector, the symbol $\mathbf{W} \mathbf{Z}^{\prime}$ is zero as well, leaking nothing about the undesired messages. Now consider (A.32). If $\mathbf{Z}^{\prime}$ is not the zero vector, then the symbol $\mathbf{W} \mathbf{Z}^{\prime}$ is protected by an independent noise term. Similarly, consider (A.33) and consider three possibilities: $\mathbf{B}\left(\mathbf{Z}^{\prime}+\mathbf{Q}_{\theta}\right)$ is either zero, or equal to $\mathbf{Z}^{\prime}$, or not zero and not equal to $\mathbf{Z}^{\prime}$. If $\mathbf{B}\left(\mathbf{Z}^{\prime}+\mathbf{Q}_{\theta}\right)$ is the zero vector, then because $\mathbf{B}$ is invertible, we must have $\mathbf{Z}^{\prime}=\mathbf{Q}_{\theta}$, so the symbol $\mathbf{W} \mathbf{Z}^{\prime}=\mathbf{W Q}_{\theta}$ is the desired message, again leaking nothing about undesired messages. If $\mathbf{B}\left(\mathbf{Z}^{\prime}+\mathbf{Q}_{\theta}\right)=\mathbf{Z}^{\prime}$ then (A.33) is redundant, i.e., same as (A.32), so it leaks no new information. Finally, if
$\mathbf{B}\left(\mathbf{Z}^{\prime}+\mathbf{Q}_{\theta}\right)$ is not zero and not equal to $\mathbf{Z}^{\prime}$, then $\mathbf{Z B}\left(\mathbf{Z}^{\prime}+\mathbf{Q}_{\theta}\right)$ is independent of $\mathbf{Z Z}^{\prime}$, so that (A.33) is protected by an independent noise term. Therefore, in all cases, the user learns nothing about undesired messages, and this completes the proof of symmetric security.

## Appendix B

## Appendix of Chapter 3

## B. 1 Lemmas

Lemma B.1. The optimal value of total normalized download, $\min _{\mathcal{D}}\left(D_{1}+D_{2}+\cdots+D_{N}\right)$, in Theorem 3.2 is equal to the fractional matching number of $\mathcal{G}[\mathcal{V}, \mathcal{E}]$.

Proof. Let us consider the non-degenerate scenario, $\rho_{\min }>X+T$, because otherwise the asymptotic capacity is zero. According to Theorem 3.2, the optimal value of total normalized download $\min _{\mathcal{D}}\left(D_{1}+D_{2}+\cdots+D_{N}\right)$ is expressed as the result of the following linear program.

$$
\begin{equation*}
D^{*}=\min \sum_{n \in[N]} D_{n} \tag{B.1}
\end{equation*}
$$

such that,

$$
\begin{array}{lr}
\sum_{n: n \in e} D_{n} \geq 1, & \forall e \in \mathcal{E} \\
D_{n} \geq 0, & \forall n \in[N]
\end{array}
$$

Since the linear program is bounded and feasible, by the strong duality of linear program-
ming, we have as its dual the following linear program.

$$
\begin{equation*}
D^{*}=\max \sum_{e \in \mathcal{E}} x_{e} \tag{B.5}
\end{equation*}
$$

such that,

$$
\begin{array}{lr}
\sum_{e: ~}{ }^{\ni} \text { n }  \tag{B.7}\\
x_{e} \leq 1, & \forall n \in[N] \\
x_{e} \geq 0, & \forall e \in \mathcal{E}
\end{array}
$$

Thus, the optimal converse bound $D^{*}$ is precisely the maximum weight of a fractional 1 matching in $\mathcal{G}$. Therefore, the converse bound in Theorem 3.2 coincides with the achievability bound in Theorem 3.1 if and only if $D^{*}=\frac{N}{\rho_{\min }-X-T}$. This completes the proof of Lemma 3.1.

Lemma B.2. For distinct non-zero values $\beta_{1}, \cdots, \beta_{n}$ and for $v_{1}, \cdots, v_{n}$ defined as

$$
\begin{equation*}
v_{i} \triangleq\left(\prod_{j \in[n] \backslash\{i\}}\left(\beta_{i}-\beta_{j}\right)\right)^{-1}, \quad i \in[n] \tag{B.9}
\end{equation*}
$$

the following identity is satisfied,

$$
\begin{equation*}
\sum_{i \in[n]} v_{i} \beta_{i}^{j}=0, \quad \forall j \in\{0,1, \cdots, n-2\} . \tag{B.10}
\end{equation*}
$$

Proof. The proof of Lemma B. 2 follows directly from the properties of dual GRS codes for which we refer the reader to [33]. For our purpose let us recall that given two $n$-dimensional vectors

$$
\begin{align*}
& \mathbf{u}=\left[u_{1}, u_{2}, \cdots, u_{n}\right]  \tag{B.11}\\
& \boldsymbol{\beta}=\left[\beta_{1}, \beta_{2}, \cdots, \beta_{n}\right] \tag{B.12}
\end{align*}
$$

where $u_{1}, u_{2}, \cdots, u_{n}$ are non-zero, while $\beta_{1}, \beta_{2}, \cdots, \beta_{n}$ are non-zero and distinct, the canonical generator matrix for the Generalized Reed-Solomon code $\operatorname{GRS}_{k, n}(\mathbf{u}, \boldsymbol{\beta})$ is given by

$$
\left[\begin{array}{cccc}
u_{1} & u_{2} & \cdots & u_{n}  \tag{B.13}\\
u_{1} \beta_{1} & u_{2} \beta_{2} & \cdots & u_{n} \beta_{n} \\
\vdots & \vdots & \cdots & \vdots \\
u_{1} \beta_{1}^{k-1} & u_{2} \beta_{2}^{k-1} & \cdots & u_{n} \beta_{n}^{k-1}
\end{array}\right]
$$

The dual code of a GRS code is also a GRS code. Specifically, the dual for $\operatorname{GRS}_{k, n}(\mathbf{u}, \boldsymbol{\beta})$ is $\operatorname{GRS}_{n-k, n}(\mathbf{v}, \boldsymbol{\beta})$ where $\mathbf{v}=\left[v_{1}, v_{2}, \cdots, v_{n}\right]$ and $v_{i}=\left(u_{i} \prod_{j \in[n] \backslash i\}}\left(\beta_{i}-\beta_{j}\right)\right)^{-1}$. For the purpose of Lemma B. 2 let us set $u_{1}=u_{2}=\cdots=u_{n}=1$. Since the dual of a code $C$ is a code $C^{\perp}$ that spans the null space of $C$, we have

$$
\left[\begin{array}{cccc}
v_{1} & v_{2} & \cdots & v_{n}  \tag{B.14}\\
v_{1} \beta_{1} & v_{2} \beta_{2} & \cdots & v_{n} \beta_{n} \\
\vdots & \vdots & \cdots & \vdots \\
v_{1} \beta_{1}^{k-1} & v_{2} \beta_{2}^{k-1} & \cdots & v_{n} \beta_{n}^{k-1}
\end{array}\right]\left[\begin{array}{cccc}
1 & \beta_{1} & \cdots & \beta_{1}^{n-k-1} \\
1 & \beta_{2} & \cdots & \beta_{2}^{n-k-1} \\
\vdots & \vdots & \cdots & \vdots \\
1 & \beta_{n} & \cdots & \beta_{n}^{n-k-1}
\end{array}\right]=\mathbf{0}
$$

which implies that

$$
\begin{equation*}
\sum_{i \in[n]} v_{i} \beta_{i}^{j}=0 \tag{B.15}
\end{equation*}
$$

for $j \in\{0,1, \cdots, n-2\}$. This completes the proof of Lemma B.2.

Lemma B.3. For two positive integers $n, L$ such that $n>L$, and for distinct non-zero values $\beta_{1}, \cdots, \beta_{n}$ such that $\beta_{i}+\ell \neq 0, \forall i \in[n], \ell \in[L]$ and for $v_{1}, \cdots, v_{n}$ defined as

$$
\begin{equation*}
v_{i} \triangleq\left(\prod_{j \in[n \backslash \backslash i\}}\left(\beta_{i}-\beta_{j}\right)\right)^{-1}, \quad i \in[n] \tag{B.16}
\end{equation*}
$$

the following $L \times L$ matrix

$$
\underbrace{\left[\begin{array}{ccc}
1 & \cdots & 1  \tag{B.17}\\
\beta_{1} & \cdots & \beta_{n} \\
\vdots & \vdots & \vdots \\
\beta_{1}^{L-1} & \cdots & \beta_{n}^{L-1}
\end{array}\right]}_{\mathbf{A}} \underbrace{\left[\begin{array}{ccc}
\frac{v_{1}}{f_{1}-\beta_{1}} & \cdots & \frac{v_{1}}{f_{L}-\beta_{1}} \\
\vdots & \vdots & \vdots \\
\frac{v_{n}}{f_{1}-\beta_{n}} & \cdots & \frac{v_{n}}{f_{L}-\beta_{n}}
\end{array}\right]}_{\mathbf{B}}
$$

is invertible.

Proof. Let us define the matrix $\mathbf{C}$ as follows.

$$
\mathbf{C}=\left[\begin{array}{cccc}
v_{1} & v_{1} \beta_{1} & \ldots & v_{1} \beta_{1}^{n-L-1}  \tag{B.18}\\
\vdots & \vdots & \vdots & \vdots \\
v_{n} & v_{n} & \beta_{n} & \ldots \\
v_{n} & \beta_{n}^{n-L-1}
\end{array}\right]
$$

Guaranteed by Lemma 2.5, which is also a standard result for Cauchy-Vandermonde matrices [37], the $n \times n$ matrix $[\mathbf{B} \mid \mathbf{C}]$ is invertible. Besides, guaranteed by Lemma B. 2 and the definitions of $\beta_{1}, \cdots, \beta_{n}$ and $v_{1}, \cdots, v_{n}$, the rows of the $L \times n$ matrix $\mathbf{A}$ generate the null space of the matrix $\mathbf{C}$. Therefore, we have $\operatorname{rank}(\mathbf{A})=\operatorname{rank}(\mathbf{A} \times[\mathbf{B} \mid \mathbf{C}])=\operatorname{rank}([\mathbf{A B} \mid \mathbf{A C}])=$ $\operatorname{rank}([\mathbf{A B} \mid \mathbf{0}])=\operatorname{rank}(\mathbf{A B})$, where $\mathbf{0}$ is the $L \times(n-L)$ zero matrix. Note that the rank of the transposed Vandermonde matrix $\mathbf{A}$ is $L$, thus we have $\operatorname{rank}(\mathbf{A B})=L$, which indicates that the matrix $\mathbf{A B}$ is invertible. This completes the proof of Lemma B.3.

Lemma B.4. For all $m \in[M], k \in\left[K_{m}\right], \mathcal{X} \subset \mathcal{R}_{m},|\mathcal{X}| \leq X$,

$$
\begin{equation*}
I\left(S_{[N] \backslash \mathcal{R}_{m}}, S_{\mathcal{X}} ; W_{m, k}, Q_{[N]}^{[m, k]}\right)=0 \tag{B.19}
\end{equation*}
$$

Proof.

$$
\begin{align*}
& I\left(S_{[N] \backslash \mathcal{R}_{m}}, S_{\mathcal{X}} ; W_{m, k}, Q_{[N]}^{[m, k]}\right)  \tag{B.20}\\
& =I\left(W_{m, k} ; S_{[N] \backslash \mathcal{R}_{m}}, S_{\mathcal{X}}\right)+I\left(Q_{[N]}^{[m, k]} ; S_{[N] \backslash \mathcal{R}_{m}}, S_{\mathcal{X}} \mid W_{m, k}\right)  \tag{B.21}\\
& \leq I\left(W_{m, k} ; S_{[N] \backslash \mathcal{R}_{m}}, S_{\mathcal{X}}\right)+I\left(Q_{[N]}^{[m, k]} ; S_{[N] \backslash \mathcal{R}_{m}}, S_{\mathcal{X}}, W_{m, k}\right)  \tag{B.22}\\
& =I\left(W_{m, k} ; S_{[N] \backslash \mathcal{R}_{m}}, S_{\mathcal{X}}\right)  \tag{B.23}\\
& \leq I\left(W_{m, k} ; \overline{\mathcal{W}}^{\prime}, \bar{W}_{m, k}^{(\mathcal{X})}\right)  \tag{B.24}\\
& =I\left(W_{m, k} ; \bar{W}_{m, k}^{(\mathcal{X})}\right)+I\left(W_{m, k} ; \overline{\mathcal{W}}^{\prime} \mid \bar{W}_{m, k}^{(\mathcal{X})}\right)  \tag{B.25}\\
& =I\left(W_{m, k} ; \overline{\mathcal{W}}^{\prime} \mid \bar{W}_{m, k}^{(\mathcal{X})}\right)  \tag{B.26}\\
& \leq I\left(W_{m, k}, \bar{W}_{m, k}^{(\mathcal{X})} ; \overline{\mathcal{W}}^{\prime}\right)  \tag{B.27}\\
& \leq I\left(\bar{W}_{m, k} ; \overline{\mathcal{W}}^{\prime}\right)  \tag{B.28}\\
& =0 \tag{B.29}
\end{align*}
$$

where $\overline{\mathcal{W}}^{\prime}=\left(\bar{W}_{m^{\prime}, k^{\prime}}, \forall m^{\prime} \in[M], k^{\prime} \in\left[K_{m}\right],\left(m^{\prime}, k^{\prime}\right) \neq(m, k)\right)$, and $\bar{W}_{m, k}^{(\mathcal{X})}=\left(\bar{W}_{m, k}^{(n)}, n \in \mathcal{X}\right)$. Steps of the proof are justified as follows. (B.21) and (B.22) follow from the chain rule and the non-negativity of mutual information. (B.23) follows from (3.18), while (B.24), follows from the definition of replicated storage in (3.11). (B.25) is the chain rule of mutual information, while (B.26) follows from the security constraint in (3.16). (B.27) follows from chain rule and the non-negativity of mutual information. In (B.28) we used the fact that ( $W_{m, k}, \bar{W}_{m, k}^{(\mathcal{X})}$ ) is function of $\bar{W}_{m, k}$, and the last step follows from (3.8). This completes the proof of Lemma B.4.

Lemma B.5. For all $m \in[M], k \in\left[K_{m}\right], \mathcal{X}, \mathcal{T} \subset \mathcal{R}_{m}$,

$$
\begin{equation*}
I\left(W_{m, k} ; A_{\mathcal{T}}^{[m, k]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{[N]}^{[m, k]}\right) \leq I\left(W_{m, k} ; A_{\mathcal{T}}^{[m, k]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{[m, k]}\right) \tag{B.30}
\end{equation*}
$$

Proof.

$$
\begin{align*}
& I\left(W_{m, k} ; A_{\mathcal{T}}^{[m, k]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{[N]}^{[m, k]}\right) \\
& =H\left(A_{\mathcal{T}}^{[m, k]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{[N]}^{[m, k]}\right)-H\left(A_{\mathcal{T}}^{[m, k]} \mid W_{m, k}, S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{[N]}^{[m, k]}\right)  \tag{B.31}\\
& \leq  \tag{B.32}\\
& \leq H\left(A_{\mathcal{T}}^{[m, k]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{[m, k]}\right)-H\left(A_{\mathcal{T}}^{[m, k]} \mid W_{m, k}, S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{[N]}^{[m, k]}\right) \\
& =H\left(A_{\mathcal{T}}^{[m, k]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{[m, k]}\right)-H\left(A_{\mathcal{T}}^{[m, k]} \mid W_{m, k}, S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{[m, k]}\right)  \tag{B.33}\\
& \quad+H\left(A_{\mathcal{T}}^{[m, k]} \mid W_{m, k}, S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{[m, k]}\right)-H\left(A_{\mathcal{T}}^{[m, k]} \mid W_{m, k}, S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{[N]}^{[m, k]}\right)  \tag{B.34}\\
& \quad  \tag{B.35}\\
& =I\left(W_{m, k} ; A_{\mathcal{T}}^{[m, k]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{[m, k]}\right)+I\left(A_{\mathcal{T}}^{[m, k]} ; Q_{[N]}^{[m, k]} \mid W_{m, k}, S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{[m, k]}\right)  \tag{B.36}\\
& \leq I\left(W_{m, k} ; A_{\mathcal{T}}^{[m, k]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{[m, k]}\right)+I\left(A_{\mathcal{T}}^{[m, k]}, W_{m, k}, S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}} ; Q_{[N]}^{[m, k]} \mid Q_{\mathcal{T}}^{[m, k]}\right) \\
& \leq I\left(W_{m, k} ; A_{\mathcal{T}}^{[m, k]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{[m, k]}\right)+I\left(A_{\mathcal{T}}^{[m, k]}, S_{[N]} ; Q_{[N]}^{[m, k]} \mid Q_{\mathcal{T}}^{[m, k]}\right)  \tag{B.37}\\
& =  \tag{B.38}\\
& =I\left(W_{m, k} ; A_{\mathcal{T}}^{[m, k]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{[m, k]}\right) \\
& \quad+I\left(S_{[N] ;} ; Q_{[N]}^{[m, k]} \mid Q_{\mathcal{T}}^{[m, k]}\right)+I\left(A_{\mathcal{T}}^{[m, k]} ; Q_{[N]}^{[m, k]} \mid S_{[N]}, Q_{\mathcal{T}}^{[m, k]}\right) \\
& =I\left(W_{m, k} ; A_{\mathcal{T}}^{[m, k]} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{[m, k]}\right)
\end{align*}
$$

(B.31) follows from the definition of mutual information, (B.32) follows because dropping conditioning cannot reduce entropy, (B.33) adds and subtracts the same term so nothing changes, (B.34) uses the definition of mutual information, (B.35) uses the chain rule of mutual information and the fact that mutual information is always non-negative, (B.36) uses the fact that $\left(W_{m, k}, S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}\right)$ is a function of $S_{[N]}$ according to (3.9) and (3.11), and (B.37) uses chain rule of mutual information. For (B.38) we use the fact that $S_{[N]}$ is independent of $Q_{[N]}^{[m, k]}$ according to (3.18), and $A_{\mathcal{T}}^{[m, k]}$ is fully determined by $S_{[N]}, Q_{\mathcal{T}}^{[m, k]}$ according to (3.20). This completes the proof of Lemma B.5.

Lemma B.6. For any $m \in[M], \mathcal{T} \subset \mathcal{R}_{m},|\mathcal{T}| \leq T$,

$$
\begin{equation*}
I\left(Q_{\mathcal{T}}^{[m, \kappa]}, A_{\mathcal{T}}^{[m, \kappa]}, S_{[N]} ; \kappa\right)=0 \tag{B.39}
\end{equation*}
$$

Proof.

$$
\begin{align*}
I\left(Q_{\mathcal{T}}^{[m, \kappa]}, A_{\mathcal{T}}^{[m, \kappa]}, S_{[N]} ; \kappa\right) & =I\left(Q_{\mathcal{T}}^{[m, \kappa]} ; \kappa\right)+I\left(S_{[N]} ; \kappa \mid Q_{\mathcal{T}}^{[m, \kappa]}\right)+I\left(A_{\mathcal{T}}^{[m, \kappa]} ; \kappa \mid S_{[N]}, Q_{\mathcal{T}}^{[m, \kappa]}\right)  \tag{B.40}\\
& =I\left(Q_{\mathcal{T}}^{[m, \kappa]} ; \kappa\right)+I\left(S_{[N]} ; \kappa \mid Q_{\mathcal{T}}^{[m, \kappa]}\right)  \tag{B.41}\\
& \leq I\left(Q_{\mathcal{T}}^{[m, \kappa]} ; \kappa\right)+I\left(S_{[N]} ; \kappa, Q_{\mathcal{T}}^{[m, \kappa]}\right)  \tag{B.42}\\
& =0 \tag{B.43}
\end{align*}
$$

(B.40) is the chain rule of mutual information, (B.41) follows because $A_{\mathcal{T}}^{[\mu, \kappa]}$ is fully determined by $S_{[N]}, Q_{\mathcal{T}}^{[\mu, \kappa]}$ according to (3.20). The next step, (B.42) follows because of the chain rule of mutual information and the non-negativity of mutual information, and (B.43) follows from (3.18),(3.19). This completes the proof of Lemma B.6.

Lemma B.7. For any $m \in[M], k \in\left[K_{m}\right]$ and subsets $\mathcal{X}, \mathcal{T} \subset \mathcal{R}_{m}$ such that $|\mathcal{X}| \leq X$,

$$
\begin{equation*}
I\left(\mathcal{W}_{m, \mathcal{K}} ; \mathcal{W}_{m, \mathcal{K}^{\prime}} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{[m, k]}\right)=0 \tag{B.44}
\end{equation*}
$$

where $\mathcal{K} \subset\left[K_{m}\right], \mathcal{K}^{\prime}=\left[K_{m}\right] \backslash \mathcal{K}, \mathcal{W}_{m, \mathcal{K}}=\left(W_{m, k}, k \in \mathcal{K}\right)$ and $\mathcal{W}_{m, \mathcal{K}^{\prime}}=\left(W_{m, k}, k \in \mathcal{K}^{\prime}\right)$.

Proof. Let us define $\overline{\mathcal{W}}_{\mathcal{M}^{\prime}}=\left(\bar{W}_{m^{\prime}, k}, \forall m^{\prime} \in[M], k \in\left[K_{m^{\prime}}\right], m^{\prime} \neq m\right)$. $\overline{\mathcal{W}}_{m, \mathcal{K}}=\left(\bar{W}_{m, k}, k \in \mathcal{K}\right)$. $\overline{\mathcal{W}}_{m, \mathcal{K}^{\prime}}=\left(\bar{W}_{m, k}, k \in \mathcal{K}^{\prime}\right) . \overline{\mathcal{W}}_{m, \mathcal{K}}^{(\mathcal{X})}=\left(\overline{\mathcal{W}}_{m, k}^{(n)}, n \in \mathcal{X}, k \in \mathcal{K}\right) . \overline{\mathcal{W}}_{m, \mathcal{K}^{\prime}}^{(\mathcal{X})}=\left(\overline{\mathcal{W}}_{m, k}^{(n)}, n \in \mathcal{X}, k \in \mathcal{K}^{\prime}\right)$.

$$
\begin{align*}
& I\left(\mathcal{W}_{m, \mathcal{K}} ; \mathcal{W}_{m, \mathcal{K}^{\prime}} \mid S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{\left[m, k^{\prime}\right]}\right)  \tag{B.45}\\
& \leq I\left(\mathcal{W}_{m, \mathcal{K}} ; \mathcal{W}_{m, \mathcal{K}^{\prime}}, S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}, Q_{\mathcal{T}}^{\left[m, k^{\prime}\right]}\right)  \tag{B.46}\\
& =I\left(\mathcal{W}_{m, \mathcal{K}} ; \mathcal{W}_{m, \mathcal{K}^{\prime}}, S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}\right)+I\left(\mathcal{W}_{m, \mathcal{K}} ; Q_{\mathcal{T}}^{\left[m, k^{\prime}\right]} \mid \mathcal{W}_{m, \mathcal{K}^{\prime}}, S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}\right)  \tag{B.47}\\
& \leq I\left(\mathcal{W}_{m, \mathcal{K}} ; \mathcal{W}_{m, \mathcal{K}^{\prime}}, S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}\right)+I\left(Q_{\mathcal{T}}^{\left[m, k^{\prime}\right]} ; \mathcal{W}_{m, \mathcal{K}}, \mathcal{W}_{m, \mathcal{K}^{\prime}}, S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}\right)  \tag{B.48}\\
& =I\left(\mathcal{W}_{m, \mathcal{K}} ; \mathcal{W}_{m, \mathcal{K}^{\prime}}, S_{\mathcal{X}}, S_{[N] \backslash \mathcal{R}_{m}}\right)  \tag{B.49}\\
& \leq I\left(\mathcal{W}_{m, \mathcal{K}} ; \mathcal{W}_{m, \mathcal{K}^{\prime}}, \overline{\mathcal{W}}_{\mathcal{M}^{\prime}}, \overline{\mathcal{W}}_{m, \mathcal{K}}^{(\mathcal{X})}, \overline{\mathcal{W}}_{m, \mathcal{K}^{\prime}}^{(\mathcal{X})}\right) \tag{B.50}
\end{align*}
$$

$$
\begin{align*}
& \leq I\left(\mathcal{W}_{m, \mathcal{K}} ; \overline{\mathcal{W}}_{m, \mathcal{K}^{\prime}}, \overline{\mathcal{W}}_{\mathcal{M}^{\prime}}, \overline{\mathcal{W}}_{m, \mathcal{K}}^{(\mathcal{X})}\right)  \tag{B.51}\\
& =I\left(\mathcal{W}_{m, \mathcal{K}} ; \overline{\mathcal{W}}_{m, \mathcal{K}}^{(\mathcal{X})}\right)+I\left(\mathcal{W}_{m, \mathcal{K}} ; \overline{\mathcal{W}}_{m, \mathcal{K}^{\prime}}, \overline{\mathcal{W}}_{\mathcal{M}^{\prime}} \mid \overline{\mathcal{W}}_{m, \mathcal{K}}^{(\mathcal{X})}\right)  \tag{B.52}\\
& =I\left(\mathcal{W}_{m, \mathcal{K}} ; \overline{\mathcal{W}}_{m, \mathcal{K}^{\prime}}, \overline{\mathcal{W}}_{\mathcal{M}^{\prime}} \mid \overline{\mathcal{W}}_{m, \mathcal{K}}^{(\mathcal{X})}\right)  \tag{B.53}\\
& \leq I\left(\mathcal{W}_{m, \mathcal{K}}, \overline{\mathcal{W}}_{m, \mathcal{K}}^{(\mathcal{X})} ; \overline{\mathcal{W}}_{m, \mathcal{K}^{\prime}}, \overline{\mathcal{W}}_{\mathcal{M}^{\prime}}\right)  \tag{B.54}\\
& \leq I\left(\overline{\mathcal{W}}_{m, \mathcal{K}} ; \overline{\mathcal{W}}_{m, \mathcal{K}^{\prime}}, \overline{\mathcal{W}}_{\mathcal{M}^{\prime}}\right)  \tag{B.55}\\
& =0 \tag{B.56}
\end{align*}
$$

(B.46), (B.47), (B.48) follow from the chain rule and the non-negativity of mutual information. (B.49) holds because of (3.18), while in (B.50), we used the definition of the storage as in (3.11). (B.51) follows because $\left(\mathcal{W}_{m, \mathcal{K}^{\prime}}, \overline{\mathcal{W}}_{m, \mathcal{K}^{\prime}}^{(\mathcal{X})}\right)$ is function of $\overline{\mathcal{W}}_{m, \mathcal{K}^{\prime}}$. (B.52) is again the chain rule of mutual information, and (B.53) follows from the $X$-security constraint as in (3.16). (B.54) follows from the chain rule and the non-negativity of mutual information, while in (B.55), we used the fact that $\left(\mathcal{W}_{m, \mathcal{K}}, \overline{\mathcal{W}}_{m, \mathcal{K}}^{(\mathcal{X})}\right)$ is function of $\overline{\mathcal{W}}_{m, \mathcal{K}}$. The last step holds because of (3.8). This completes the proof of Lemma B.7.

## Appendix C

## Appendix of Chapter 5

## C. 1 Multi-Message $X$-Secure $T$-Private Information Retrieval

## C.1.1 Problem Statement

Consider $K$ messages stored at $N$ distributed servers, $W_{1}, W_{2}, \ldots, W_{K}$. Each message is represented by $L$ random symbols from the finite field $\mathbb{F}_{q}$.

$$
\begin{array}{r}
H\left(W_{1}\right)=H\left(W_{2}\right)=\cdots=H\left(W_{K}\right)=L, \\
H\left(W_{[K]}\right)=K L, \tag{C.2}
\end{array}
$$

in $q$-ary units. The information stored at the $n$-th server is denoted by $S_{n}, n \in[N] . X$-secure storage, $0 \leq X \leq N$, guarantees that any $X$ (or fewer) colluding servers learns nothing about
messages.

$$
\begin{equation*}
I\left(S_{\mathcal{X}} ; W_{[K]}\right)=0, \quad \forall \mathcal{X} \subset[N],|\mathcal{X}|=X \tag{C.3}
\end{equation*}
$$

To make information retrieval possible, messages must be function of $S_{[N]}$.

$$
\begin{equation*}
H\left(W_{[K]} \mid S_{[N]}\right)=0 . \tag{C.4}
\end{equation*}
$$

The multi-message $T$-private information retrieval allows the user to retrieve $M$ messages simultaneously. The user privately and uniformly generate a set of indices of desired messages $\mathcal{K}, \mathcal{K} \subset[K],|\mathcal{K}|=M$. To retrieve desired messages privately, the user generates $N$ queries $Q_{[N]}^{\mathcal{K}}$. The $n$-th query $Q_{n}^{\mathcal{K}}$ is sent to the $n$-th server. The user has no prior knowledge of information stored at servers, i.e.,

$$
\begin{equation*}
I\left(S_{[N]} ; \mathcal{K}, Q_{[N]}^{\mathcal{K}}\right)=0 . \tag{C.5}
\end{equation*}
$$

$T$-privacy, $0 \leq T \leq N$, guarantees that any $T$ (or fewer) colluding servers learns nothing about $\mathcal{K}$.

$$
\begin{equation*}
I\left(Q_{\mathcal{T}}^{\mathcal{K}}, S_{\mathcal{T}} ; \mathcal{K}\right)=0, \quad \forall \mathcal{T} \subset[N],|\mathcal{T}|=T \tag{C.6}
\end{equation*}
$$

Upon receiving user's query $Q_{n}^{\mathcal{K}}$, the $n$-th server responds user with an answer $A_{n}^{\mathcal{K}}$, which is function of the query and its storage, i.e.,

$$
\begin{equation*}
H\left(A_{n}^{\mathcal{K}} \mid Q_{n}^{\mathcal{K}}, S_{n}\right)=0 \tag{C.7}
\end{equation*}
$$

The user must be able to recover desired messages $W_{\mathcal{K}}$ from all answers $A_{[N]}^{\mathcal{K}}$.

$$
\begin{equation*}
H\left(W_{\mathcal{K}} \mid A_{[N]}^{\mathcal{K}}, Q_{[N]}^{\mathcal{K}}, \mathcal{K}\right)=0 \tag{C.8}
\end{equation*}
$$

The rate of a multi-message XSTPIR scheme is defined by the number of $q$-ary symbols of desired messages that are retrieved per downloaded $q$-ary symbol,

$$
\begin{equation*}
R=\frac{H\left(W_{\mathcal{K}}\right)}{\sum_{n \in[N]} A_{n}^{\mathcal{K}}}=\frac{M L}{D} . \tag{C.9}
\end{equation*}
$$

$D=\sum_{n \in[N]} A_{n}^{\mathcal{K}}$ is expected number of downloaded $q$-ary symbols from all servers. The capacity of multi-message XSTPIR is the supremum of rate over all feasible schemes, denoted as $C_{\text {MM-XSTPIR }}(N, X, T, K, M)$.

Note that setting $X=0$ reduces the problem to basic multi-message $T$-private information retrieval where storage is not secure. The setting $T=0$ reduces the problem to $X$-secure storage with no privacy constraint.

## C.1.2 Upper Bound of the Capacity of Multi-Message XSTPIR

To prove Theorem 5.1, we need following lemmas.
Lemma C.1. For all $\mathcal{K}, \mathcal{K}^{\prime} \subset[K],|\mathcal{K}|=\left|\mathcal{K}^{\prime}\right|=M, \forall \mathcal{T} \subset[N],|\mathcal{T}|=T$, we have

$$
\begin{equation*}
\left(Q_{\mathcal{T}}^{\mathcal{K}}, A_{\mathcal{T}}^{\mathcal{K}}, S_{[N]}, W_{[K]}\right) \sim\left(Q_{\mathcal{T}}^{\mathcal{K}^{\prime}}, A_{\mathcal{T}}^{\mathcal{K}^{\prime}}, S_{[N]}, W_{[K]}\right) \tag{C.10}
\end{equation*}
$$

Proof. It suffices to prove $I\left(Q_{\mathcal{T}}^{\mathcal{K}}, A_{\mathcal{T}}^{\mathcal{K}}, S_{[N]}, W_{[K]} ; \mathcal{K}\right)=0$. The proof is presented as follows.

$$
\begin{align*}
& I\left(Q_{\mathcal{T}}^{\mathcal{K}}, A_{\mathcal{T}}^{\mathcal{K}}, S_{[N]}, W_{[K]} ; \mathcal{K}\right)  \tag{C.11}\\
= & I\left(Q_{\mathcal{T}}^{\mathcal{K}} ; \mathcal{K}\right)+I\left(S_{[N]}, W_{[K]} ; \mathcal{K} \mid Q_{\mathcal{T}}^{\mathcal{K}}\right)+I\left(A_{\mathcal{T}}^{\mathcal{\mathcal { T }}} ; \mathcal{K} \mid Q_{\mathcal{T}}^{\mathcal{K}}, S_{[N]}, W_{[K]}\right)  \tag{C.12}\\
= & I\left(Q_{\mathcal{T}}^{\mathcal{K}} ; \mathcal{K}\right)+I\left(S_{[N]}, W_{[K]} ; \mathcal{K} \mid Q_{\mathcal{T}}^{\mathcal{K}}\right)  \tag{C.13}\\
= & I\left(Q_{\mathcal{T}}^{\mathcal{K}} ; \mathcal{K}\right)+I\left(S_{[N]} ; \mathcal{K} \mid Q_{\mathcal{T}}^{\mathcal{K}}\right)  \tag{C.14}\\
\leq & I\left(Q_{\mathcal{T}}^{\mathcal{K}} ; \mathcal{K}\right)+I\left(S_{[N]} ; \mathcal{K}, Q_{\mathcal{T}}^{\mathcal{K}}\right) \tag{C.15}
\end{align*}
$$

$$
\begin{equation*}
=0 \text {. } \tag{C.16}
\end{equation*}
$$

Steps are justified as follows. (C.12) is the chain rule of mutual information. (C.13) holds from the fact that $A_{\mathcal{T}}^{\mathcal{K}}$ is function of $\left(Q_{\mathcal{T}}^{\mathcal{K}}, S_{[N]}\right)$ according to (C.7). (C.14) follows because $W_{[K]}$ is function of $S_{[N]}$, according to (C.4). (C.15) follows from the chain rule and non-negativity of mutual information. In last step, we simply used (C.5) and (C.6). This completes the proof of Lemma C.1.

Lemma C.2. For all $\mathcal{T}, \mathcal{X} \subset[N],|\mathcal{T}|=T,|\mathcal{X}|=X, \forall \mathcal{K}, \mathcal{K}^{\prime} \subset[K],|\mathcal{K}|=\left|\mathcal{K}^{\prime}\right|=M, \forall \kappa \subset[K]$, we have

$$
\begin{equation*}
H\left(A_{\mathcal{T}}^{\mathcal{K}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}}, W_{\kappa}\right)=H\left(A_{\mathcal{T}}^{\mathcal{K}} \mid S_{\mathcal{X}}, Q_{\mathcal{T}}^{\mathcal{K}}, W_{\kappa}\right) \tag{C.17}
\end{equation*}
$$

Proof.

$$
\begin{align*}
& H\left(A_{\mathcal{T}}^{\mathcal{K}} \mid S_{\mathcal{X}}, Q_{\mathcal{T}}^{\mathcal{K}}, W_{\kappa}\right)-H\left(A_{\mathcal{T}}^{\mathcal{K}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}}, W_{\kappa}\right)  \tag{C.18}\\
& =I\left(A_{\mathcal{T}}^{\mathcal{K}} ; Q_{[N]}^{\mathcal{K}} \mid S_{\mathcal{X}}, Q_{\mathcal{T}}^{\mathcal{K}}, W_{\kappa}\right)  \tag{C.19}\\
& \leq I\left(A_{\mathcal{T}}^{\mathcal{K}}, S_{\mathcal{X}}, W_{\kappa} ; Q_{[N]}^{\mathcal{K}} \mid Q_{\mathcal{T}}^{\mathcal{K}}\right)  \tag{C.20}\\
& \leq I\left(A_{\mathcal{T}}^{\mathcal{K}}, S_{[N]}, W_{\kappa} ; Q_{[N]}^{\mathcal{K}} \mid Q_{\mathcal{T}}^{\mathcal{K}}\right)  \tag{C.21}\\
& =I\left(A_{\mathcal{T}}^{\mathcal{K}}, S_{[N]} ; Q_{[N]}^{\mathcal{K}} \mid Q_{\mathcal{T}}^{\mathcal{K}}\right)  \tag{C.22}\\
& =I\left(S_{[N]} ; Q_{[N]}^{\mathcal{K}} \mid Q_{\mathcal{T}}^{\mathcal{K}}\right)+I\left(A_{\mathcal{T}}^{\mathcal{K}} ; Q_{[N]}^{\mathcal{K}} \mid Q_{\mathcal{T}}^{\mathcal{K}}, S_{[N]}\right)  \tag{C.23}\\
& =I\left(S_{[N]} ; Q_{[N]}^{\mathcal{K}} \mid Q_{\mathcal{T}}^{\mathcal{K}}\right)  \tag{C.24}\\
& \leq I\left(S_{[N]} ; Q_{[N]}^{\mathcal{K}}\right)  \tag{C.25}\\
& =0 . \tag{C.26}
\end{align*}
$$

Steps are justified as follows. (C.19) is the definition of mutual information. (C.20) follows from the chain rule and non-negativity of mutual information. In (C.21), we added terms in mutual information. (C.22) holds from the fact that $W_{[K]}$ is function of $S_{[N]}$, according to
(C.4). (C.23) is the chain rule of mutual information. (C.24) follows from the fact that $A_{\mathcal{T}}^{\mathcal{K}}$ is fully determined by $\left(Q_{\mathcal{T}}^{\mathcal{K}}, S_{[N]}\right)$ according to (C.7). (C.25) follows from the chain rule and non-negativity of mutual information, while the last step holds from (C.5). This completes the proof of Lemma C.2.

Lemma C.3. Denote $D_{n}$ the expected number of $q$-ary symbols downloaded from the $n$-th server. For all $\mathcal{X} \subset[N],|\mathcal{X}|=X, \overline{\mathcal{X}}=[N] \backslash \mathcal{X}, \forall \mathcal{K}_{1} \subset[K],\left|\mathcal{K}_{1}\right|=M$, we have

$$
\begin{equation*}
M L \leq \sum_{n \in \overline{\mathcal{X}}} D_{n}-H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{1}}, W_{\mathcal{K}_{1}}\right) . \tag{C.27}
\end{equation*}
$$

Proof.

$$
\begin{align*}
M L=H\left(W_{\mathcal{K}_{1}}\right) & =I\left(W_{\mathcal{K}_{1}} ; A_{[N]}^{\mathcal{K}_{1}} \mid Q_{[N]}^{\mathcal{K}_{1}}\right)  \tag{C.28}\\
& \leq I\left(W_{\mathcal{K}_{1}} ; A_{[N]}^{\mathcal{K}_{1}}, S_{\mathcal{X}} \mid Q_{[N]}^{\mathcal{K}_{1}}\right)  \tag{C.29}\\
& =I\left(W_{\mathcal{K}_{1}} ; S_{\mathcal{X}} \mid Q_{[N]}^{\mathcal{K}_{1}}\right)+I\left(W_{\mathcal{K}_{1}} ; A_{[N]}^{\mathcal{K}_{1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{1}}\right)  \tag{C.30}\\
& \leq I\left(W_{\mathcal{K}_{1}}, Q_{[N]}^{\mathcal{K}_{1}} ; S_{\mathcal{X}}\right)+I\left(W_{\mathcal{K}_{1}} ; A_{[N]}^{\mathcal{K}_{1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{1}}\right)  \tag{C.31}\\
& =I\left(W_{\mathcal{K}_{1}} ; S_{\mathcal{X}}\right)+I\left(Q_{[N]}^{\mathcal{K}_{1}} ; S_{\mathcal{X}} \mid W_{\mathcal{K}_{1}}\right)+I\left(W_{\mathcal{K}_{1}} ; A_{[N]}^{\mathcal{K}_{1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{1}}\right)  \tag{C.32}\\
& \leq I\left(Q_{[N]}^{\mathcal{K}_{1}} ; W_{\mathcal{K}_{1}}, S_{\mathcal{X}}\right)+I\left(W_{\mathcal{K}_{1}} ; A_{[N]}^{\mathcal{K}_{1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{1}}\right)  \tag{C.33}\\
& =I\left(W_{\mathcal{K}_{1}} ; A_{\mathcal{X}}^{\mathcal{K}_{1}}, A_{\overline{\mathcal{X}}}^{\mathcal{K}_{1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{1}}\right)  \tag{С.34}\\
& =I\left(W_{\mathcal{K}_{1}} ; A_{\overline{\mathcal{X}}}^{\mathcal{K}_{1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{1}}\right)  \tag{C.35}\\
& =H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{1}}\right)-H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{1}} \mid W_{\mathcal{K}_{1}}, S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{1}}\right)  \tag{C.36}\\
& \leq \sum_{n \in \overline{\mathcal{X}}} D_{n}-H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{1}}, W_{\mathcal{K}_{1}}\right) . \tag{C.37}
\end{align*}
$$

Steps are justified as follows. (C.28) follows from (C.8), while in (C.29), we add terms in mutual information. In (C.30), (C.31), (C.32) and (C.33), we repeatedly used the chain rule and non-negativity of mutual information, while (C.33) and (C.34) holds from the independence of query and storage, according to (C.5). (C.35) holds from the fact that
$A_{\mathcal{X}}^{\mathcal{K}_{1}}$ is fully determined by $\left(Q_{[N]}^{\mathcal{K}_{1}}, S_{\mathcal{X}}\right)$ according to (C.7). (C.36) is the definition of mutual information, while (C.37) follows from the fact that dropping conditions can not reduce entropy. This completes the proof of Lemma C.3.

Lemma C.4. For all $\mathcal{X} \subset[N],|\mathcal{X}|=X, \forall \mathcal{K} \subset[K],|\mathcal{K}|=M, \forall \kappa \subset[K]$, we have

$$
\begin{equation*}
I\left(W_{\mathcal{K}} ; S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}}, W_{\kappa}\right)=|\mathcal{K} \cap \kappa| L . \tag{C.38}
\end{equation*}
$$

Proof.

$$
\begin{align*}
& I\left(W_{\mathcal{K}} ; S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}}, W_{\kappa}\right) \\
& =I\left(W_{\mathcal{K}} ; W_{\kappa}\right)+I\left(W_{\mathcal{K}} ; S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}} \mid W_{\kappa}\right)  \tag{C.39}\\
& =|\mathcal{K} \cap \kappa| L+I\left(W_{\mathcal{K}} ; S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}} \mid W_{\kappa}\right) . \tag{C.40}
\end{align*}
$$

(C.39) is the chain rule of mutual information, and (C.40) follows from (C.1) and (C.2). Let us consider the RHS term, we have

$$
\begin{align*}
& I\left(W_{\mathcal{K}} ; S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}} \mid W_{\kappa}\right) \\
& \leq I\left(S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}} ; W_{\mathcal{K}}, W_{\kappa}\right)  \tag{C.41}\\
& =I\left(S_{\mathcal{X}} ; W_{\mathcal{K}}, W_{\kappa}\right)+I\left(Q_{[N]}^{\mathcal{K}} ; W_{\mathcal{K}}, W_{\kappa} \mid S_{\mathcal{X}}\right)  \tag{C.42}\\
& =I\left(Q_{[N]}^{\mathcal{K}} ; W_{\mathcal{K}}, W_{\kappa} \mid S_{\mathcal{X}}\right)  \tag{С.43}\\
& \leq I\left(Q_{[N]}^{\mathcal{K}} ; W_{\mathcal{K}}, W_{\kappa}, S_{\mathcal{X}}\right)  \tag{С.44}\\
& \leq I\left(Q_{[N]}^{\mathcal{K}} ; S_{[N]}\right)  \tag{C.45}\\
& =0 \tag{C.46}
\end{align*}
$$

Steps are justified as follows. (C.41) and (C.42) follows from the chain rule and nonnegativity of mutual information, while (C.43) follows from the $X$-secure constraint in (C.3). (C.44) holds from the chain rule and non-negativity of mutual information, and (C.45) fol-
lows from the fact that $\left(W_{\mathcal{K}}, W_{\kappa}, S_{\mathcal{X}}\right)$ is function of $S_{[N]}$. The last step follows from (C.5). This completes the proof of Lemma C.4.

Now we are ready to formally present the proof of Theorem 5.1.

Proof. First, let us consider $X<N \leq X+T$. For this setting, let us assume that $\mathcal{K}_{i}=[i$ : $i+M-1], i \in[K-M+1]$. Note that by the selection of $\mathcal{K}_{i}$ 's, $\forall i \in[K-M]$, we have

$$
\begin{equation*}
\left|\mathcal{K}_{i+1} \cap\left(\mathcal{K}_{1} \cup \cdots \cup \mathcal{K}_{i}\right)\right|=(M-1) \tag{C.47}
\end{equation*}
$$

Now let us consider the RHS term in (C.37). For all $i \in[K-M]$, we have

$$
\begin{align*}
& H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{\mathcal{K}}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{i}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i}}\right) \\
& =H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{i}} \mid S_{\mathcal{X}}, Q_{\overline{\mathcal{X}}}^{\mathcal{K}_{i}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i}}\right)  \tag{C.48}\\
& =H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{i+1}} \mid S_{\mathcal{X}}, Q_{\overline{\mathcal{X}}}^{\mathcal{K}_{i+1}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i}}\right)  \tag{C.49}\\
& =H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{i+1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{i+1}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i}}\right)  \tag{C.50}\\
& =H\left(W_{\mathcal{K}_{i+1}}, A_{\overline{\mathcal{X}}}^{\mathcal{K}_{i+1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{i+1}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i}}\right)  \tag{C.51}\\
& =H\left(W_{\mathcal{K}_{i+1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{i+1}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i}}\right)+H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{i+1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{i+1}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i+1}}\right)  \tag{C.52}\\
& =L+H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{i+1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{i+1}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i+1}}\right) \tag{C.53}
\end{align*}
$$

Steps are justified as follows. (C.48) follows from Lemma C.2, while (C.49) follows from Lemma C.1. (C.50) again follows from Lemma C.2. (C.51) follows from (C.7) and (C.8). (C.52) is the chain rule of entropy, while the last step follows from Lemma C. 4 and (C.47). Applying (C.53) repeatedly for $i=1,2, \ldots, K-M$, we have

$$
\begin{align*}
M L & \leq \sum_{n \in \overline{\mathcal{X}}} D_{n}-H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{1}}, W_{\mathcal{K}_{1}}\right)  \tag{C.54}\\
& =\sum_{n \in \overline{\mathcal{X}}} D_{n}-L-H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{2}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{2}}, W_{\mathcal{K}_{1} \cup \mathcal{K}_{2}}\right) \tag{C.55}
\end{align*}
$$

$$
\begin{align*}
& =\cdots  \tag{C.56}\\
& =\sum_{n \in \overline{\mathcal{X}}} D_{n}-(K-M) L \tag{C.57}
\end{align*}
$$

Averaging over all $\mathcal{X}$, we have

$$
\begin{equation*}
D=\sum_{n \in[N]} D_{n} \geq \frac{N}{N-X} K L \tag{C.58}
\end{equation*}
$$

Therefore we have

$$
\begin{equation*}
R=\frac{M L}{D} \leq \frac{M(N-X)}{K N} \tag{C.59}
\end{equation*}
$$

Thus

$$
\begin{equation*}
C_{\mathrm{MM}-\mathrm{XSTPIR}}(N, X, T, K, M) \leq \frac{M(N-X)}{K N}, \quad X<N \leq X+T \tag{C.60}
\end{equation*}
$$

Next, let us consider $N>X+T$. For this setting, let us assume that $\mathcal{K}_{i}=\{M(i-1)+$ $1, M(i-1)+2, \ldots, M i\}, \forall i \in\left[\left\lfloor\frac{K}{M}\right\rfloor\right]$. Note that $\mathcal{K}_{i}$ 's are disjoint sets. Similarly, let us consider the RHS term in (C.37). Consider any set $\mathcal{T} \subset \overline{\mathcal{X}},|\mathcal{T}|=T$, For all $i, i+1 \in\left[\left\lfloor\frac{K}{M}\right\rfloor\right]$, we have

$$
\begin{align*}
& H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{i}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{i}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i}}\right) \\
& \geq H\left(A_{\mathcal{T}}^{\mathcal{K}_{i}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{i}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i}}\right)  \tag{C.61}\\
& =H\left(A_{\mathcal{T}}^{\mathcal{K}_{i}} \mid S_{\mathcal{X}}, Q_{\mathcal{T}}^{\mathcal{K}_{i}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i}}\right)  \tag{C.62}\\
& =H\left(A_{\mathcal{T}}^{\mathcal{K}_{i+1}} \mid S_{\mathcal{X}}, Q_{\mathcal{T}}^{\mathcal{K}_{i+1}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i}}\right)  \tag{C.63}\\
& =H\left(A_{\mathcal{T}}^{\mathcal{K}_{i+1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{i+1}}, W_{\mathcal{K}_{1} \cup \ldots \mathcal{K}_{i}}\right) \tag{C.64}
\end{align*}
$$

Steps are justified as follows. (C.61) follows from the fact that dropping terms can not increase entropy. (C.62) follows from Lemma C.2. (C.63) follows from Lemma C.1, while (C.64) again follows from Lemma C.2. Now let us average (C.64) over all $\mathcal{T}$ and apply Han's
inequality.

$$
\begin{align*}
& H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{i}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{i}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i}}\right) \\
& \geq \frac{T}{N-X} H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{i+1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{i+1}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i}}\right)  \tag{C.65}\\
& =\frac{T}{N-X} H\left(W_{\mathcal{K}_{i+1}}, A_{\overline{\mathcal{X}}}^{\mathcal{K}_{i+1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{i+1}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i}}\right)  \tag{C.66}\\
& =\frac{T}{N-X}\left(H\left(W_{\mathcal{K}_{i+1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{i+1}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i}}\right)+H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{i+1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{i+1}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i+1}}\right)\right)  \tag{C.67}\\
& =\frac{T}{N-X}\left(M L+H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{i+1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{i+1}}, W_{\mathcal{K}_{1} \cup \ldots \cup \mathcal{K}_{i+1}}\right)\right) . \tag{C.68}
\end{align*}
$$

(C.65) follows from the Han's inequality, and (C.66) follows from (C.7) and (C.8). (C.66) is the chain rule of entropy, while the last step holds from Lemma C. 4 and the fact that $\mathcal{K}_{i}$ 's are disjoint sets. Now let us apply (C.68) repeatedly for $i=1,2, \ldots,\left\lfloor\frac{K}{M}\right\rfloor-1$, we have

$$
\begin{align*}
M L & \leq \sum_{n \in \overline{\mathcal{X}}} D_{n}-H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{1}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{1}}, W_{\mathcal{K}_{1}}\right)  \tag{C.69}\\
& \leq \sum_{n \in \overline{\mathcal{X}}} D_{n}-\frac{T}{N-X}\left(M L+H\left(A_{\overline{\mathcal{X}}}^{\mathcal{K}_{2}} \mid S_{\mathcal{X}}, Q_{[N]}^{\mathcal{K}_{2}}, W_{\mathcal{K}_{1} \cup \mathcal{K}_{2}}\right)\right)  \tag{С.70}\\
& \leq \cdots  \tag{C.71}\\
& \leq \sum_{n \in \overline{\mathcal{X}}} D_{n}-M L\left(\left(\frac{T}{N-X}\right)+\cdots+\left(\frac{T}{N-X}\right)^{\left\lfloor\frac{K}{M}\right\rfloor-1}\right) . \tag{C.72}
\end{align*}
$$

Thus we have

$$
\begin{equation*}
\sum_{n \in \overline{\mathcal{X}}} D_{n} \geq M L\left(1+\left(\frac{T}{N-X}\right)+\cdots+\left(\frac{T}{N-X}\right)^{\left\lfloor\frac{K}{M}\right\rfloor-1}\right) \tag{C.73}
\end{equation*}
$$

Averaging over all $\mathcal{X}$, we have

$$
\begin{equation*}
D=\sum_{n \in[N]} D_{n} \geq M L \frac{N}{N-X}\left(1+\left(\frac{T}{N-X}\right)+\cdots+\left(\frac{T}{N-X}\right)^{\left\lfloor\frac{K}{M}\right\rfloor-1}\right) \tag{C.74}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
R=\frac{M L}{D} \leq \frac{N-X}{N}\left(1+\left(\frac{T}{N-X}\right)+\cdots+\left(\frac{T}{N-X}\right)^{\left\lfloor\frac{K}{M}\right\rfloor-1}\right)^{-1} . \tag{C.75}
\end{equation*}
$$

So we have,

$$
\begin{align*}
& C_{\mathrm{MM}-\mathrm{XSTPIR}}(N, X, T, K, M) \\
& \leq \frac{N-X}{N}\left(1+\left(\frac{T}{N-X}\right)+\cdots+\left(\frac{T}{N-X}\right)^{\left\lfloor\frac{K}{M}\right\rfloor-1}\right)^{-1}, \quad N>X+T . \tag{C.76}
\end{align*}
$$

This completes the proof of Theorem 5.1.

Remark C.1. Note that when $X=0$, i.e., the basic multi-message $T$-private information retrieval problem where storage is not secure, the proof of Theorem 5.1 follows directly, and the resulting upper bound is obtained by setting $X=0$.

Remark C.2. Note that when $T=0$, i.e., the problem with $X$-secure storage and no privacy requirement, we have

$$
\begin{align*}
& C_{M M-X S T P I R}(N, X, T=0, K, M) \\
\leq & \begin{cases}0, & N \leq X \\
\frac{N-X}{N}, & N>X\end{cases} \tag{C.77}
\end{align*}
$$

## C. 2 Proof of Lemma 5.2

To prove Lemma 5.2, we need the following lemmas.
Lemma C.5. For independent random matrices $\overline{\mathbf{A}} \in \mathbb{F}_{q}^{l \times k}, \overline{\mathbf{B}} \in \mathbb{F}_{q}^{k \times k}$, if the elements of $\overline{\mathbf{B}}$
are i.i.d. uniform then

$$
\begin{equation*}
\lim _{q \rightarrow \infty} H(\overline{\mathbf{A}} \overline{\mathbf{B}} \mid \overline{\mathbf{B}})=H(\overline{\mathbf{A}}) \tag{C.78}
\end{equation*}
$$

in q-ary units.

Proof. Define $\sigma$ as 0 if $\overline{\mathbf{B}}$ is singular, and 1 otherwise. Then we have

$$
\begin{align*}
H(\overline{\mathbf{A}} \overline{\mathbf{B}} \mid \overline{\mathbf{B}}) & =H(\overline{\mathbf{A}} \overline{\mathbf{B}} \mid \overline{\mathbf{B}}, \sigma)  \tag{C.79}\\
& =H(\overline{\mathbf{A}} \overline{\mathbf{B}} \mid \overline{\mathbf{B}}, \sigma=1) P(\sigma=1)+H(\overline{\mathbf{A}} \overline{\mathbf{B}} \mid \overline{\mathbf{B}}, \sigma=0) P(\sigma=0)  \tag{C.80}\\
& =H(\overline{\mathbf{A}} \mid \overline{\mathbf{B}}, \sigma=1) P(\sigma=1)+H(\overline{\mathbf{A}} \overline{\mathbf{B}} \mid \overline{\mathbf{B}}, \sigma=0) P(\sigma=0)  \tag{C.81}\\
& =H(\overline{\mathbf{A}}) P(\sigma=1)+H(\overline{\mathbf{A}} \overline{\mathbf{B}} \mid \overline{\mathbf{B}}, \sigma=0) P(\sigma=0)  \tag{C.82}\\
& =H(\overline{\mathbf{A}}) \prod_{i=1}^{k}\left(1-q^{-i}\right)+H(\overline{\mathbf{A}} \overline{\mathbf{B}} \mid \overline{\mathbf{B}}, \sigma=0)\left(1-\prod_{i=1}^{k}\left(1-q^{-i}\right)\right) \tag{C.83}
\end{align*}
$$

In (C.81) we used the fact that given a square non-singular (invertible) matrix $\overline{\mathbf{B}}$, the matrix $\overline{\mathbf{A}} \overline{\mathbf{B}}$ is an invertible function of the matrix $\overline{\mathbf{A}}$. In (C.83) we used the result from [125] that the probability of a matrix $\overline{\mathbf{B}}$ drawn uniformly from $\mathbb{F}_{q}^{k \times k}$ being singular is exactly $1-\prod_{i=1}^{k}\left(1-q^{-1}\right)$. Now, since $H(\overline{\mathbf{A}} \overline{\mathbf{B}} \mid \overline{\mathbf{B}}, \sigma=0)$ is a finite value bounded between 0 and $l k$, as $q \rightarrow \infty$ we have $H(\overline{\mathbf{A}} \overline{\mathbf{B}} \mid \overline{\mathbf{B}})=H(\overline{\mathbf{A}})$.

The random matrices $\mathbf{A}, \mathbf{B}$ in the next two lemmas are as defined in Lemma 5.2. Note that we assume that $q \rightarrow \infty$ throughout the remainder of this section.

Lemma C.6. When $K \geq M$, let us express A as

$$
\begin{equation*}
\mathbf{A}=[\underbrace{\left(\mathbf{A}_{1}\right)_{L \times M}}_{\text {First } M \text { columns }} \mid \underbrace{\left.\left(\mathbf{A}_{2}\right)_{L \times(K-M)}\right)}_{\text {Last } K-M \text { columns }}] . \tag{C.84}
\end{equation*}
$$

Similarly, let us express B as

$$
\mathbf{B}=\left[\begin{array}{c}
\left(\mathbf{B}_{1}\right)_{M \times M}  \tag{C.85}\\
\left(\mathbf{B}_{2}\right)_{(K-M) \times M}
\end{array}\right] \begin{aligned}
& \}_{\text {First } M \text { rows }} \\
& \}_{\text {Last } K-M \text { rows. }}
\end{aligned}
$$

Then we have

$$
\begin{equation*}
H\left(\mathbf{A B} \mid \mathbf{B}_{1}, \mathbf{B}_{2}, \mathbf{A}_{2}\right)=H\left(\mathbf{A}_{1}\right) . \tag{C.86}
\end{equation*}
$$

Proof. As $q \rightarrow \infty$, the square matrix $\mathbf{B}_{1}$ is invertible with probability 1. Therefore, using Lemma C.5, $H\left(\mathbf{A B} \mid \mathbf{B}_{1}, \mathbf{B}_{2}, \mathbf{A}_{2}\right)=H\left(\mathbf{A}_{1} \mathbf{B}_{1}+\mathbf{A}_{2} \mathbf{B}_{2} \mid \mathbf{B}_{1}, \mathbf{B}_{2}, \mathbf{A}_{2}\right)=H\left(\mathbf{A}_{1} \mathbf{B}_{1} \mid \mathbf{B}_{1}, \mathbf{B}_{2}, \mathbf{A}_{2}\right)=$ $H\left(\mathbf{A}_{1} \mid \mathbf{B}_{1}, \mathbf{B}_{2}, \mathbf{A}_{2}\right)=H\left(\mathbf{A}_{1}\right)$.

Lemma C.7. When $K<M$, let us express B as

$$
\begin{equation*}
\mathbf{B}=[\underbrace{\left(\mathbf{B}_{1}\right)_{K \times K}}_{\text {First } K \text { columns }} \mid \underbrace{\left.\left(\mathbf{B}_{2}\right)_{K \times(M-K)}\right)}_{\text {Last } M-K \text { columns }}] . \tag{C.87}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
H\left(\mathbf{A B} \mid \mathbf{B}_{1}, \mathbf{B}_{2}\right)=H(\mathbf{A}) . \tag{C.88}
\end{equation*}
$$

In particular, when $K<L$, we have

$$
\begin{equation*}
H\left(\mathbf{A B} \mid \mathbf{B}_{1}\right)=H(\mathbf{A})+H\left(\mathbf{B}_{2}\right) . \tag{C.89}
\end{equation*}
$$

Proof. As $q \rightarrow \infty$, the square matrix $\mathbf{B}_{1}$ is invertible with probability 1. Therefore, $H(\mathbf{A B} \mid$ $\left.\mathbf{B}_{1}, \mathbf{B}_{2}\right)=H\left(\mathbf{A B} \mathbf{B}_{1}, \mathbf{A} \mathbf{B}_{2} \mid \mathbf{B}_{1}, \mathbf{B}_{2}\right)=H\left(\mathbf{A}, \mathbf{A} \mathbf{B}_{2} \mid \mathbf{B}_{1}, \mathbf{B}_{2}\right)=H\left(\mathbf{A} \mid \mathbf{B}_{1}, \mathbf{B}_{2}\right)=H(\mathbf{A})$.

When $K<L$, the matrix $\mathbf{A}$ has full column rank with probability 1 , so that given $\mathbf{A}$, the matrix $\mathbf{B}_{2}$ is an invertible function of $\mathbf{A B}_{2}$. There-
fore, $\quad H\left(\mathbf{A B} \mid \mathbf{B}_{1}\right)=H\left(\mathbf{A B}_{\mathbf{1}}, \mathbf{A} \mathbf{B}_{\mathbf{2}} \mid \mathbf{B}_{1}\right)=H\left(\mathbf{A}, \mathbf{A B}_{\mathbf{2}} \mid \mathbf{B}_{1}\right)=H\left(\mathbf{A} \mid \mathbf{B}_{1}\right)+H\left(\mathbf{A B} \mathbf{B}_{\mathbf{2}} \mid \mathbf{B}_{1}, \mathbf{A}\right)=$ $H\left(\mathbf{A} \mid \mathbf{B}_{1}\right)+H\left(\mathbf{B}_{2} \mid \mathbf{B}_{1}, \mathbf{A}\right)=H(\mathbf{A})+H\left(\mathbf{B}_{2}\right)$.

Now we are ready to prove the first part of Lemma 5.2.

## C.2.1 Proof of Lemma 5.2: (5.20)

Proof. Case 1. $K \leq \min (L, M)$.

First, let us consider the upper bound. Note that we can rewrite matrix $\mathbf{A}$ as

$$
\mathbf{A}=\left[\begin{array}{c}
\left(\mathbf{A}_{1}\right)_{K \times K}  \tag{С.90}\\
\left(\mathbf{A}_{2}\right)_{(L-K) \times K}
\end{array}\right] \begin{aligned}
& \}_{\text {First } K \text { rows }} \\
& \}_{\text {Last } L-K \text { rows }}
\end{aligned}
$$

Similarly, let us rewrite matrix B as

$$
\begin{equation*}
\mathbf{B}=[\underbrace{\left(\mathbf{B}_{1}\right)_{K \times K}}_{\text {First } K \text { columns }} \mid \underbrace{\left(\mathbf{B}_{2}\right)_{K \times(M-K)}}_{\text {Last } M-K \text { columns }}] . \tag{C.91}
\end{equation*}
$$

Note that as $q \rightarrow \infty$, square matrices $\mathbf{A}_{1}$ and $\mathbf{B}_{1}$ are invertible with probability 1. Thus we have

$$
\begin{array}{r}
\mathbf{A}=\left[\begin{array}{c}
\mathbf{I}_{K} \\
\mathbf{A}_{2} \mathbf{A}_{1}^{-1}
\end{array}\right] \mathbf{A}_{1}, \\
\mathbf{B}=\mathbf{B}_{1}\left[\mathbf{I}_{K} \mid \mathbf{B}_{1}^{-1} \mathbf{B}_{2}\right] . \tag{C.93}
\end{array}
$$

Therefore,

$$
\mathbf{A B}=\left[\begin{array}{c}
\mathbf{I}_{K}  \tag{С.94}\\
\mathbf{A}_{2} \mathbf{A}_{1}^{-1}
\end{array}\right]\left(\mathbf{A}_{1} \mathbf{B}_{1}\right)\left[\mathbf{I}_{K} \mid \mathbf{B}_{1}^{-1} \mathbf{B}_{2}\right]
$$

Then we have

$$
\begin{align*}
H(\mathbf{A B}) & \leq H\left(\mathbf{A}_{2} \mathbf{A}_{1}^{-1}, \mathbf{A}_{1} \mathbf{B}_{1}, \mathbf{B}_{1}^{-1} \mathbf{B}_{2}\right)  \tag{C.95}\\
& \leq K(L-K)+K^{2}+K(M-K)  \tag{C.96}\\
& =L K+K M-K^{2}, \tag{С.97}
\end{align*}
$$

in $q$-ary units. On the other hand, from (C.89) of Lemma C.7, we have

$$
\begin{align*}
H(\mathbf{A B}) & \geq H\left(\mathbf{A B} \mid \mathbf{B}_{1}\right)  \tag{C.98}\\
& =H(\mathbf{A})+H\left(\mathbf{B}_{2}\right)  \tag{C.99}\\
& =L K+K M-K^{2}, \tag{C.100}
\end{align*}
$$

in $q$-ary units. This completes the proof of (5.20) for Case 1.

Case 2. $M \leq \min (L, K)$.

Let us consider the upper bound first. Since AB has dimension $L \times M$, it is trivial that $H(\mathbf{A B}) \leq L M$ in $q$-ary units. On the other hand, from Lemma C.6, we have $H(\mathbf{A B}) \geq$ $H\left(\mathbf{A B} \mid \mathbf{B}_{1}, \mathbf{B}_{2}, \mathbf{A}_{2}\right)=H\left(\mathbf{A}_{1}\right)=L M$ in $q$-ary units. This completes the proof of (5.20) for Case 2.

Case 3. $L \leq \min (K, M)$. By symmetry this case is identical to Case 2. This completes the proof of (5.20) for Lemma 5.2.

## C.2.2 Proof of Lemma 5.2: (5.21),(5.22)

Proof. First let us prove that $H(\mathbf{A B} \mid \mathbf{B})=\min (L M, L K)$. If $K \leq M$, then from (C.88) of Lemma C.7, we have $H(\mathbf{A} \times \mathbf{B} \mid \mathbf{B})=H(\mathbf{A})=L K$ in $q$-ary units. Now consider $K>M$. We have $H(\mathbf{A B} \mid \mathbf{B}) \leq H(\mathbf{A B})=L M$, in $q$-ary units. On the other hand, from Lemma C.6, we have $H(\mathbf{A} \times \mathbf{B} \mid \mathbf{B})=H\left(\mathbf{A} \times \mathbf{B} \mid \mathbf{B}_{1}, \mathbf{B}_{2}\right) \geq H\left(\mathbf{A} \times \mathbf{B} \mid \mathbf{B}_{1}, \mathbf{B}_{2}, \mathbf{A}_{2}\right)=H\left(\mathbf{A}_{1}\right)=L M$ in $q$-ary units. By symmetry, $H(\mathbf{A} \times \mathbf{B} \mid \mathbf{A})=\min (L M, K M)$ can be similarly proved. This completes the proof of Lemma 5.2.

## Appendix D

## Appendix of Chapter 6

## D. $1 \quad N$-CSA Codes for $X$-secure $B$-byzantine $N$-linear Coded Distributed Batch Computation

Let us consider the problem of $X$-secure $B$-byzantine $N$-linear coded distributed batch computation (XSBNCDBC) over a finite field $\mathbb{F}_{q}$, where the shares $\widetilde{X^{(n)}}{ }^{[S]}, n \in[N]$ are coded in an $X$-secure fashion, i.e., any $X$ colluding servers learn nothing about the data, $x_{[L]}^{(n)}$. Formally, we have

$$
\begin{equation*}
I\left({\widetilde{X^{(n)}}}^{\mathcal{X}} ; x_{[L]}^{(n)}\right)=0, \quad \forall \mathcal{X} \subset[S],|\mathcal{X}|=X, n \in[N] . \tag{D.1}
\end{equation*}
$$

Furthermore, we assume that there exists a set of servers $\mathcal{B}, \mathcal{B} \subset[S],|\mathcal{B}| \leq B$, known as Byzantine servers. The user knows the number of Byzantine servers $B$ but the realization of the set $\mathcal{B}$ is not known to the user apriori. The Byzantine servers respond to the user arbitrarily, possibly introducing errors. However, the remaining servers, i.e., all servers $s \in[S] \backslash \mathcal{B}$, if they respond at all, respond truthfully with the function $h_{s}$. We will follow the
problem statement and definitions of $N$-CDBC in all other aspects. The goal in this section is to present a generalized $N$-CSA codes construction for XSBNCDBC, which achieves the recovery threshold $R=K_{c}(N+\ell-1)+N(X-1)+2 B+1$. To construct $N$-CSA codes for XSBNCDBC, let $f_{1,1}, f_{1,2}, \cdots, f_{\ell, K_{c}}$ and $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{S}$ be $(S+L)$ distinct elements from $\mathbb{F}_{q}$, where $q \geq S+L$. For all $n \in[N]$, let $\left(z_{l, k, x}^{(n)}\right)_{l \in[\ell], k \in\left[K_{c}\right], x \in[X]}$ be independent uniformly random noise vectors from $V_{n}$, that are used to guarantee the security. The independence between data and random noise symbols is specified as follows.

$$
\begin{equation*}
H\left(\mathbf{x}_{[L]},\left(z_{l, k, x}^{(n)}\right)_{n \in[N], l \in[l], k \in\left[K_{c}\right], x \in[X]}\right)=H\left(\mathbf{x}_{[L]}\right)+\sum_{\substack{n \in[N], l \in[\ell], k \in\left[K_{c}\right], x \in[X]}} H\left(z_{l, k, x}^{(n)}\right) . \tag{D.2}
\end{equation*}
$$

For all $l \in[\ell], s \in[S]$, let us define

$$
\begin{equation*}
\Delta_{s}^{, K_{c}}=\prod_{k \in\left[K_{c}\right]}\left(f_{l, k}-\alpha_{s}\right) \tag{D.3}
\end{equation*}
$$

For all $n \in[N], l \in[\ell], k \in\left[K_{c}\right]$, we define

$$
\begin{equation*}
x_{l, k}^{(n)}=x_{K_{c}(l-1)+k}^{(n)} . \tag{D.4}
\end{equation*}
$$

For all $s \in[S], n \in[N]$, we construct ${\widetilde{X^{(n)}}}^{s}$ as follows.

$$
\begin{equation*}
\widetilde{X^{(n)}}{ }^{s}=\left(\widetilde{X^{(n)}}{ }_{1}^{s}, \widetilde{X^{(n)}}{ }_{2}^{s}, \cdots, \widetilde{X^{(n)}}{ }_{\ell}^{s}\right), \tag{D.5}
\end{equation*}
$$

where for $l \in[\ell]$, let us set

$$
\begin{equation*}
{\widetilde{X^{(n)}}}_{l}^{s}=\Delta_{s}^{, K_{c}}\left(\sum_{k \in\left[K_{c}\right]} \frac{1}{f_{l, k}-\alpha_{s}} x_{l, k}^{(n)}+\sum_{x \in[X]} \alpha_{s}^{x-1} z_{l, k, x}^{(n)}\right) . \tag{D.6}
\end{equation*}
$$

Now it is readily seen that the $X$-security of data is guaranteed by the i.i.d. and uniformly distributed noise terms, i.e., $\left(z_{l, k, x}^{(n)}\right)_{n \in[N], l \in[\ell], k \in\left[K_{c}\right], x \in[X]}$ that are coded according to
an $\operatorname{MDS}(X, S)$ code (a Reed-Solomon code). The answer returned by the $s^{\text {th }}$ server is constructed as follows.

$$
\begin{equation*}
Y_{s}=\sum_{l \in[\ell]} \frac{1}{\Delta_{s}^{K_{c}}} \Omega\left({\widetilde{X^{(1)}}}_{l}^{s}, \widetilde{X^{(2)}}{ }_{l}^{s}, \cdots,{\widetilde{X^{(N)}}}_{l}\right) \tag{D.7}
\end{equation*}
$$

Now let us see why it is possible to recover the desired evaluations from the answers of any $R=K_{c}(N+\ell-1)+N(X-1)+1$ servers. Note that $Y_{s}$ can be rewritten as follows.

$$
\begin{align*}
Y_{s}= & \sum_{l \in[\ell]} \frac{1}{\Delta_{s}^{, K_{c}}} \Omega\left(\widetilde{X^{(1)}}{ }_{l}^{s}, \widetilde{X^{(2)}}{ }_{l}^{s}, \cdots, \widetilde{X^{(N)}}{ }_{l}^{s}\right)  \tag{D.8}\\
= & \sum_{l \in[\ell]}\left(\Delta_{s}^{, K_{c}}\right)^{N-1} \Omega\left(\sum_{k \in\left[K_{c}\right]} \frac{1}{f_{l, k}-\alpha_{s}} x_{l, k}^{(1)}+\sum_{x \in[X]} \alpha_{s}^{x-1} z_{l, k, x}^{(1)}, \cdots,\right. \\
& \left., \cdots, \sum_{k \in\left[K_{c}\right]} \frac{1}{l_{l, k}-\alpha_{s}} x_{l, k}^{(N)}+\sum_{x \in[X]} \alpha_{s}^{x-1} z_{l, k, x}^{(N)}\right)  \tag{D.9}\\
= & \sum_{l \in[\ell]} \sum_{k \in\left[K_{c}\right]} \frac{\prod_{k^{\prime} \in\left[K_{c}\right] \backslash\{k\}}\left(f_{l, k^{\prime}}-\alpha_{s}\right)^{N-1}}{\left(f_{l, k}-\alpha_{s}\right)} \Omega\left(x_{l, k}^{(1)}, \cdots, x_{l, k}^{(N)}\right)+\sum_{i \in\left[\left(K_{c}-1\right)(N-1)+N X\right]} \alpha_{s}^{i-1} I_{i} . \tag{D.10}
\end{align*}
$$

In (D.10), we rewrite (D.9) following the same argument that we used in Section 6.4.3. Note that $I_{i}, i \in\left[\left(K_{c}-1\right)(N-1)+N X\right]$ represent various linear combinations of $\Omega(\cdot)$, which can be found explicitly by expanding (D.9). Their exact forms are irrelevant, hence omitted for ease of exposition. Now we can see that the answers from any $R=K_{c}(N+\ell-1)+N(X-$ 1) $+2 B+1$ servers, whose indices are denoted as $s_{1}, s_{2}, \cdots, s_{R}$, are coded according to the following $R \times(R-2 B)$ generator matrix of an $\operatorname{MDS}(R-2 B, R)$ code.

$$
\left[\begin{array}{cccccccc}
\frac{1}{f_{1,1}-\alpha_{s_{1}}} & \frac{1}{f_{1,2}-\alpha_{s_{1}}} & \cdots & \frac{1}{f_{\ell, K_{c}-\alpha_{s_{1}}}} & 1 & \alpha_{s_{1}} & \cdots & \alpha_{s_{1}}^{R-2 B-L-1}  \tag{D.11}\\
\frac{1}{f_{1,1}-\alpha_{s_{2}}} & \frac{1}{f_{1,2}-\alpha_{s_{2}}} & \cdots & \frac{1}{f_{\ell, K_{c}-\alpha_{s_{2}}}} & 1 & \alpha_{s_{2}} & \cdots & \alpha_{s_{2}}^{R-2 B-L-1} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\frac{1}{f_{1,1}-\alpha_{s_{R}}} & \frac{1}{f_{1,2}-\alpha_{s_{R}}} & \cdots & \frac{1}{f_{\ell, K_{c}}-\alpha_{s_{R}}} & 1 & \alpha_{s_{R}} & \cdots & \alpha_{s_{R}}^{R-2 B-L-1}
\end{array}\right]
$$

Thus the user (decoder) can correct up to $(R-(R-2 B)) / 2=B$ errors in the answers. Upon error correction, the user is able to recover desired evaluations, which appear along the dimensions spanned by the Cauchy part. This completes the proof of recovery threshold $R=K_{c}(N+\ell-1)+N(X-1)+2 B+1$.

Remark D.1. Because of the $X$-secure constraint, the systematic construction presented in Section 6.4.4 cannot be applied to $N$-CSA codes for XSBNCDBC.

Remark D.2. GCSA codes for coded distributed batch matrix multiplication presented in Section 6.5 can similarly be generalized to allow $X$-secure and $B$-Byzantine settings. Such $a$ generalization is straightforward, thus omitted here.


[^0]:    ${ }^{1}$ There is another standard definition of the notation $\widetilde{\mathcal{O}}$ which fully suppresses polylog terms, i.e, $\mathcal{O}(a \operatorname{polylog}(b))$ is represented by $\widetilde{\mathcal{O}}(a)$, regardless of the exact form of $\operatorname{poly} \log (b)$. The definition used in this chapter emphasizes the dominant factor in the polylog term.
    ${ }^{2}$ If the FFT is not supported by the field, Schönhage-Strassen algorithm[92] can be used for fast algorithms that require convolutions, with an extra factor of $\log \log b$ in the complexity.

[^1]:    ${ }^{1}$ In other words, everything that is stored at any $X$ servers must be independent of the $K$ messages. Besides $X$-security, no other constraints are imposed on the storage. The storage and the PIR scheme are jointly optimized to maximize the capacity of XSTPIR.

[^2]:    ${ }^{2}$ As usual for an information theoretic formulation, the actual size of each message is allowed to approach infinity. The parameters $L$ and $q$ partition the data into blocks and may be chosen freely by the coding scheme to match the code dimensions. Since the coding scheme for a block can be repeated for each successive block of data with no impact on rate, it suffices to consider one block of data subject to optimization over $L$ and $q$.

[^3]:    ${ }^{3}$ The amount of storage at each server is not constrained a priori, however, it is remarkable that none of the XSTPIR schemes in this chapter end up storing more than $K L$ symbols at each server. Thus the amount of storage used is not worse than a data replication scheme in the absence of security constraints.

[^4]:    ${ }^{4}$ Note that $N>X$ by definition.

[^5]:    ${ }^{5}$ For $T>1$ our XSTPIR schemes are not symmetrically secure.

[^6]:    ${ }^{6}$ Note that since $X<N$ by definition, and $T=1$ for XSPIR, the condition $N \leq X+T$ is equivalent to $N=X+1$.

[^7]:    ${ }^{7}$ In other words, we set $q=p^{n}$ for a prime number $p$ and an integer $n \geq 1$ such that $p^{n} \geq L+N$. While this makes the scheme more general, let us note that for simplicity it may be desirable to choose $n=1$ and $q=p \geq L+N$. On the other hand, the general scheme is useful for extensions of results in this chapter, say to private computation (see Footnote 8), where the choice of field may be fixed by the functions that need to be computed.

[^8]:    ${ }^{8}$ Note that the XSTPIR scheme described in this section works even if $\mathbf{Q}_{\theta}$ is an arbitrary vector, i.e., if instead of retrieving one of the $K$ messages, the user wishes to compute an arbitrary linear function of the $K$ messages over $\mathbb{F}_{q}$. Thus, the scheme automatically settles the asymptotic capacity of the natural $X$-secure and $T$-private generalization of the linear private computation problem introduced in [107] (also known as linear private function retrieval [81]).

[^9]:    ${ }^{9}$ Note that $\frac{\Delta}{f_{i}-\alpha}$ is simply a compact notation for $\prod_{l \in[L], l \neq i}(l-\alpha)$, i.e., it only means that the $\left(f_{i}-\alpha\right)$ factor is eliminated from $\Delta$, so there is no 'division by 0 ' when we set $i-\alpha=0$ in $\frac{\Delta}{f_{i}-\alpha}$.

[^10]:    ${ }^{1}$ We refer the reader to Section 3.3 for the definition of symmetric storage.
    ${ }^{2}$ By "eliminating a server" for an achievable scheme, we mean using an achievable scheme that does not send any query to that server.

[^11]:    ${ }^{3}$ Incidentally, our results will show that as $K_{m} \rightarrow \infty$, for this example $C_{\infty}=1 / 3$, and Server 2 is redundant.

[^12]:    ${ }^{4}$ While the achievable schemes used in this chapter only download a deterministic number of bits from each server, note that our capacity formulation allows schemes for which the number of bits downloaded from each server may be random. This means that our capacity results cannot be improved upon by schemes that download a random number of bits from each server.

[^13]:    ${ }^{5}$ Note that while some servers may be eliminated (i.e., not used) by an achievable scheme, the message sets cannot be reduced because the achievable scheme must still work for all messages.

[^14]:    ${ }^{6}$ As illustrated by examples in Section 3.3.1 the solution may be further optimized on storage structure by ignoring redundant storage.

[^15]:    ${ }^{1}$ Reference [88] considers the problem of private polynomial computation with Lagrange encoding, which reduces to U-B-MDS-XSTPIR in the special case where the functions to be computed are all distinct coordinate projections.

[^16]:    ${ }^{2}$ Note that $X$ in (4.48) corresponds to $K_{c}+X_{A}+X_{B}-1$ in (4.101), so that $L=N-\left(X+T+K_{c}-1\right)$ in Section 4.4 corresponds to $L=N-\left(2 K_{c}+X_{A}+X_{B}+T-2\right)$ in this section. The condition on $K_{c}$ becomes $K_{c}=\frac{N-\left(X_{A}+X_{B}+T+L-2\right)}{2}$. However, since we must have $L \geq 1$ and $K_{c} \geq 1$ can only take integer values, it follows that the feasible values of $K_{c}$ are $1 \leq K_{c} \leq\left\lfloor\frac{N-\left(X_{A}+X_{B}+T-1\right)}{2}\right\rfloor$.

[^17]:    ${ }^{1}$ The definition of rate takes into account the side-information available at the user. For example, say, the user has $\mathbf{B}$ available as side-information, then the rate is defined as $H(\mathbf{A B} \mid \mathbf{B}) / D$.
    ${ }^{2}$ Notably while the capacity of multi-message PIR has been explored in $[10,70]$ and that of $X$-secure $T$-private PIR has been explored in Chapter 2, to our knowledge there has been no prior work on MMXSTPIR.

[^18]:    ${ }^{3}$ The achieved rate exceeds an upper bound previously obtained in literature [61]. See the discussion following Theorem 5.2.
    ${ }^{4}$ One of $\mathbf{A}, \mathbf{B}$ may be available to the user as side-information in some variants of SDMM studied in this chapter.
    ${ }^{5}$ We envision that the matrices $\mathbf{A}$ and $\mathbf{B}$ comprise sensitive data that originates at other sources, and is securely stored at the $N$ servers. The communication cost of uploading the data to the servers is not a focus of this chapter, because the upload requires communication between a different set of entities (sources and servers) with their own separate communication channels and cost dynamics. Furthermore, if the data is of interest to many (authorized) users who perform their desired computations, then the repeated cost of such downloads could very well outweigh the one-time cost of uploading the secured data to the servers.

[^19]:    ${ }^{6}$ For the most part, we will focus on cases with $X_{A}, X_{B} \in\{0, X\}$, i.e., the security level can either be $X>0$ or zero, where a security level zero implies that there is no security constraint for that set of matrices.
    ${ }^{7}$ If $X_{A}=0$ then we could choose $\widetilde{A}_{s}^{n}=\mathbf{A}_{s}$. Similarly, if $X_{B}=0$, then it is possible to have $\widetilde{B}_{s}^{n}=\mathbf{B}_{s}$.

[^20]:    ${ }^{8} \mathbf{A}$ cannot be the side-information because as noted, the transformation from SDMM to MM-XSTPIR interprets A as the data, which cannot be already available to the user in MM-XSTPIR. On the other hand, $\mathbf{B}$ may be included in the side-information because it is interpreted as the queries, which are automatically known to the user in MM-XSTPIR. Note that if $\mathbf{B}$ is also not included in the side-information, that just means that the user can retrieve $\mathbf{A B}$ from the downloads without using the knowledge of $\mathbf{B}$ in the resulting MM-XSTPIR scheme.

[^21]:    ${ }^{9}$ The information provided by the genie to the user in the converse proof of [61] is subsequently considered useless on the basis that it is independent of AB. However, it turns out this independent side-information can still be useful in decoding $\mathbf{A B}$, just as a noise term $\mathbf{Z}$ that is independent of $\mathbf{A B}$ can still be useful in decoding $\mathbf{A B}$ from the value $\mathbf{A B}+\mathbf{Z}$.
    ${ }^{10}$ This is because $H(\mathbf{A B}) \neq L M$ when $K<\min (L, M)$. Instead, according to Lemma $5.2, H(\mathbf{A B})=$ $L K+K M-M^{2}$. So while the download for the scheme in [61] is $L M N /(N-2 X)$, the rate achieved when $K<\min (L, M)$ is $H(\mathbf{A B}) / D=\frac{L K+K M-K^{2}}{L M}\left(1-\frac{2 X}{N}\right)^{+}$, which is strictly smaller than $\left(1-\frac{2 X}{N}\right)^{+}$for $K<\min (L, M)$ 。

[^22]:    ${ }^{11}$ The achievable scheme for the one-sided secure setting in [18] always downloads $N L M /(N-X) q$-ary symbols, whereas the capacity achieving scheme needs to download only $N K M /(N-X) q$-ary symbols when $K<L$.

[^23]:    ${ }^{1}$ Latency is the time it takes a server to complete a specific computation job. Unlike server computation complexity, it is not normalized by the size of the job, so it depends on the size of the job assigned to the server. Latency constraints are explored in the discussion following Theorem 6.2 in Section 6.5.

[^24]:    ${ }^{2}$ Similar to Observation 2 in Section 6.4.2, let us reiterate that in this chapter we do not explore improvements that are possible by using more efficient matrix multiplication algorithms. This is in part because, as noted previously for $\lambda=\mu=\kappa$, optimally efficient matrix multiplication algorithms [67] represent a research avenue that is largely open, and the strongest advances in this direction are considered far from practical [45] due to large hidden constants in the $\mathcal{O}$ notation. For the sake of fairness, in this chapter we consider only coded distributed matrix multiplication schemes that are also built upon straightforward algorithms of matrix multiplication, e.g., the elementary version of EP codes. More elaborate matrix multiplication algorithms, e.g., Strassen's algorithm [99], can indeed be used for further improvements. See the discussion in Section 6.5.2.

[^25]:    ${ }^{3}$ With the exception of the generalizations to $X$-security presented in Appendix D.1, our coding schemes are applicable over infinite fields $(\mathbb{R}, \mathbb{C})$ as well. However, our problem statement assumes that $\mathbb{F}$ is a finite field, because of the difficulty of defining communication costs or computation complexity over infinite fields.

[^26]:    ${ }^{4}$ We normalize the upload cost and download cost with the number of elements contained in the constituent matrices $\mathbf{A}, \mathbf{B}$, and the desired product $\mathbf{A B}$, respectively.

[^27]:    ${ }^{5}$ Absolute latency constraints without such normalizations are also quite important in practice. See the discussion following Theorem 6.2 in Section 6.5 leading to Fig. 6.3.

[^28]:    ${ }^{6}$ Notably, for $\lambda=\mu=\kappa$ the best known algorithms [67] thus far have computation complexity that is still super-quadratic (more than $\mathcal{O}\left(\lambda^{2.3}\right)$ ), and are not considered practical [45] due to large hidden constants in the $\mathcal{O}$ notation.
    ${ }^{7} \ell$ may be also useful for parallel processing within each server because the computation at each server is naturally split into $\ell$ independent computations.

[^29]:    ${ }^{8}$ Entangled Polynomial codes generalize MatDot codes and Polynomial codes, improve upon PolyDot codes, and have similar performance as Generalized PolyDot codes, so it suffices to compare CSA codes with Entangled Polynomial codes.

[^30]:    ${ }^{9}$ Notably, batch processing is used in [51] while matrix partitioning is used in [61]. The achievable schemes in $[51,61]$ can be regarded as special cases of $X$-secure CSA codes presented in this chapter with $K_{c}=1$. See Appendix D. 1 for details.

[^31]:    ${ }^{10}$ When $K_{c}=1$, the second term in (6.90) equal zero, thus the Vandermonde terms do not appear and the matrix form representation only involves Cauchy matrices, i.e., Cauchy-Vandermonde matrices without Vandermonde part.

[^32]:    ${ }^{11}$ The fast algorithm of solving Cauchy-Vandermonde type linear systems here takes inputs of only parameters of a Cauchy-Vandermonde matrix $\mathbf{V}$, i.e, $\left(\alpha_{s_{1}}, \alpha_{s_{2}}, \cdots, \alpha_{s_{R}}, f_{1,1}, f_{1,2}, \cdots, f_{\ell, K_{c}}\right)$ and a column vector $\mathbf{y}$, and outputs the column vector $\mathbf{x}$ such that $\mathbf{V x}=\mathbf{y}$ with the computational complexity of at most $\mathcal{O}\left(R \log ^{2} R\right)$. Therefore, it is not necessary for the user (decoder) to store extra information beyond $\alpha_{[S]}$ and $\left(f_{l, k}\right)_{l \in[\ell], k \in\left[K_{c}\right]}$.

[^33]:    ${ }^{12}$ We make a distinction between batch size and job size, in that the job size is fixed as part of the problem specification while the batch size may be chosen arbitrarily by a coding scheme, e.g., to partition the job into smaller jobs.

[^34]:    ${ }^{13}$ When $K_{c}=p=1$, the second term in (6.143) is zero, thus the Vandermonde terms do not appear. The matrix form representation now involves only confluent Cauchy matrices, i.e., confluent Cauchy-Vandermonde matrices without Vandermonde part.

[^35]:    ${ }^{14}$ Note that this does not alter the computation complexity of the multivariate polynomial. For any monomial of the polynomial of degree $M<N$, when it is viewed (homogenized) as a restricted $N$-linear map, it is viewed as a product of $M$ variables, along with $(N-M)$ ones. The latter is constant, which requires no extra computation.

[^36]:    ${ }^{1}$ By perfect privacy we mean that absolutely no information is leaked about the identity of a user's desired submodel to any set of colluding servers up to a target threshold.

[^37]:    ${ }^{2}$ Note that the proposed ACSA-RW scheme does not require the assumption of uniformly i.i.d. model data to be correct, secure and private. The assumption is mainly used for converse arguments and communication cost metrics. However, we note that the uniformly i.i.d. model data assumption is in fact not very strong because submodel learning is performed locally, and it may be possible to achieve (nearly) uniformly i.i.d. model data by exploiting entropy encoding.
    ${ }^{3}$ Note that the size of the finite field required is not too large. By our ACSA-RW scheme (see Theorem 7.1), it is sufficient to choose a finite field with $q \geq 2 N$. Besides, finite field symbols are used as a representation of the submodels. Since the submodels are trained by the user locally, without loss of generality we can assume finite field representations.

[^38]:    ${ }^{4}$ In general, the increment is the difference between the new submodel and the old submodel. We note that no generality is lost by assuming additive increments because the submodel training is performed locally.

[^39]:    ${ }^{5}$ For ease of exposition we will assume in the description of the scheme that during the read phase, the read queries are sent to all servers that are available during the read phase, or will become available later during the write phase, so that only the write-queries need to be sent during the write phase.

[^40]:    ${ }^{6}$ The toy example is not strictly a special case of the ACSA-RW scheme, because the number of servers $N=2$ is too small to guarantee any privacy. However, the example serves to demonstrate the key idea.

[^41]:    ${ }^{7}$ This is because the update vectors (7.29) for the $K$ submodels at any time $t$ can be viewed as $\mathcal{P}_{t}=$ $\operatorname{span}\left\{\boldsymbol{\Delta}_{t}, \boldsymbol{\Delta}_{t-1}\right\}$. For any two consecutive time slots $t$ and $t+1$, it is possible to determine span $\left\{\boldsymbol{\Delta}_{t}\right\}=$ $\operatorname{span}\left\{\boldsymbol{\Delta}_{t}, \boldsymbol{\Delta}_{t-1}\right\} \cap \operatorname{span}\left\{\boldsymbol{\Delta}_{t+1}, \boldsymbol{\Delta}_{t}\right\}=\mathcal{P}_{t} \cap \mathcal{P}_{t+1}$. Due to the fact that for User $t$, the update vector for the $\theta_{t-1}^{t h}$ submodel only lies in $\operatorname{span}\left\{\boldsymbol{\Delta}_{t}\right\}$, any curious server is able to obtain information about $\theta_{t-1}$ from $\mathcal{P}_{t}$ if $\boldsymbol{\Delta}_{t}$ is linearly independent of $\boldsymbol{\Delta}_{t-1}$.
    ${ }^{8}$ In [64] the achieved upload cost is $N L K+L+K$. However, in terms of average upload compression, e.g., by entropy encoding, allows lower upload cost. For example, in the asymptotic setting $L / K \rightarrow \infty$, the upload cost of $(2 N+1+1 /(N-1))$ may be achievable.
    ${ }^{9}$ It is assumed in [64] that for the desired submodel, the user uploads $L$ symbols for the update, while for other submodels, the user should also upload $(K-1) L$ symbols to guarantee the privacy. However, it turns out that the uploaded symbols for the update of the desired submodel and the symbols for the purpose of guaranteeing the privacy do not have to be independent.

[^42]:    ${ }^{10}$ The purpose of $\xi$ is primarily to allow the scheme to scale to larger values of $L$, one could assume $\xi=1$ for simplicity.

