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Abstract of the thesis

Flame Characterization and NOx Emissions Prediction for Reactions Generated by

Aeroengine-Derived Lean Direct Injectors, Operated on Hydrogen and

Hydrogen/Natural Gas Blends

by

Iker Gomez Escudero

Master of Science in Mechanical and Aerospace Engineering

University of California, Irvine, 2023

Professor Jack Brouwer, Chair

A set of 16 aeroengine micromixing injectors was adapted from a lean direct injection of fuel concept

to be operated on hydrogen or hydrogen / natural gas blends.

A statistically designed test plan was first employed to evaluate the lean blow-out limits of the test

hardware, depending on the preheat temperature of the air flow, the air pressure drop across the airbox,

and the fuel composition. This resulted in some clear trends in injector stability as a function of not

only the combustion conditions, but also injector geometry.

Fuel composition was the main factor influencing lean stability limits. The combustion conditions with

a higher hydrogen content were those with a wider range of stability, because of the higher reactivity

and diffusivity. On the injector geometry factors, both low levels of air split and air swirl expanded

the lower flammability limits.

A second statistical test plan was designed adding the adiabatic flame temperature as a fourth factor.

Emissions and flame diagnostics were evaluated simultaneously.

Regarding flame structure characterization, three different cameras were operated in parallel. A Nikon

D90 was used to capture the visible spectrum of the flame, an FB-N9-U Dynacolor camera to record

the OH* chemiluminescence, and a Phantom v7.1 to record the high-speed dynamics of the flame.

The current thesis focused on the responses extracted from the OH* chemiluminescence imaging.

Because of its direct correlation with the rate of heat release, OH* is commonly used to characterize

the flame front. These responses were, for the most part, the flame area and its average brightness, the

heat release area and its center of gravity and leading edge. An analysis of variance was performed

for each response, with significant indicators of p-values lower than 0.05.

The effect of the confinement ratio of the flame by the combustor quartz tube was also studied, since

its dimensions were arbitrarily defined during the design of the setup. A reduction in its length and

diameter concluded that no significant change occurred on the flame structure because of it.

ix



Finally, the thesis concludes with connecting the NOx emissions and the imaging flame character-

ization. A Random Forest machine learning algorithm was generated, yielding into 80%-accurate

predictions of the NOx emissions as a function of injector geometry, combustion conditions and OH*

chemiluminescence responses.
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Part 1

Introduction

Gas turbine power plants are one of the most energy-consuming sectors [1]. As a result, they are

targets for decarbonization through the use of low carbon fuels. [2]

The decarbonization of gas turbines through the use of renewably generated hydrogen as an alternative

to natural gas is one possible approach. However, some significant differences between these fuels

need to be addressed and further studied to allow such a transition. One of the main obstacles to the

introduction of hydrogen into conventional applications is the polluting NOx emissions. Premixed

systems are currently used to reduce them, but this comes with a second drawback or concern, the risk

of flashback harshly damaging the hardware[3]. As an alternative, the lean direct injection approach

strives to obtain a premixed-like condition that minimizes the premixing time and therefore prevents

flashback.

Hydrogen has higher flame speeds than natural gas. By increasing the flame speed, the flame moves

upstream and the risk of flashback increases, meaning that it enters back into the nozzle. Since this

component is not designed for such increments of temperature and pressure, they can be severely dam-

aged. The second drawback comes from hydrogen’s higher adiabatic flame temperatures compared

to natural gas, if the fuel-to-air ratio is kept constant. In addition to the mechanical effects on the

turbine components, this critically affects the thermal NOx formation, which comes mainly from the

Zeldovich mechanism on gas turbines (a process accelerated exponentially with temperature). For gas

turbines, a way to address this issue may come with leaner combustions when operating on hydrogen.

The literature presents several studies focused on the combustion characteristics, flame structure, com-

bustion instabilities, and emissions of gas turbines operated on hydrogen, or hydrogen blends. Burning

lean and uniformly-mixed could minimize the temperature-sensitive formation of the so-called thermal

NOx by reducing the peak combustion temperature. An effective way to enhance this fuel transition

can also be linked to the use of micromixer combustors, which attempt to produce smaller, thinner, or

more compact flames that minimize the residence time at high temperatures of the fuel mixture. Other

alternatives are multi-point injection or burning regions [4].

Micro-mixing technologies have been the focus of companies such as Parker Hannifin, Honeywell,

General Electric, and Mitsubishi, among others. It reduces the spatial scale of the air and fuel mixture,

and therefore the residence time for the products and the associated risk of autoignition. Rather than

creating a single, uniform flame, micromixer combustions are characterized by a series of multiple,

smaller flames with short residence times. They are typically modular, so they can be scaled and
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combined to achieve the desired performance.

Several studies have used digital imaging techniques to characterize and monitor combustion flames,

so as to assess the flame stability, visualize the non-visible spectrum, etc. Even though hydrogen

flames might be visible to the human eye [5], with examples as the NASA Glenn hydrogen burner

[6] and NASA’s shuttle [7], because of its dim visible spectrum the interest has been more focused in

flame spectroscopy. OH*, CH* and C2* chemiluminescence, among others, have been used as passive

diagnostics, being related to the heat release rate, flame structure and reaction rate [5] due to its origin

in exothermic chemical reactions [8]. To capture the UV OH* chemiluminescence, ICCD (intensified

charge-coupled device) cameras are used, because of the potential that the intensifier sensors provided.

However, the main drawback is the high cost associated with these. For this reason, several studies

have been working towards cheaper alternatives to register the UV spectrum in which OH * occurs, as

[9].

This thesis focuses on the atmospheric evaluation of the injector performance. Collins Aerospace

designed and provided a total of 16 injectors, constructed using additive manufacturing. They were

engineered seeking to keep both the air and fuel effective areas constant, mapping a design space

based on the following three main factors from their geometry:

• Air split: ratio between the inner and outer flows of air.

• Fuel swirl: inclination with respect to the verticality of the fuel passages.

• Air swirl: inclination with respect to the verticality of the inner-air passages.

Table 1 summarizes such details, while Figure 1 depicts the injector design.

From the overall study of the injectors’ performance, the current thesis focuses on the following goals:

1. Assessment of the lean blow-out limits of the different injectors operating under a range of

combustion conditions, and their effect on the injector performance.

(a) Can the supplied injectors operate on 100% hydrogen fuels?

(b) How does the injector geometry affect the stability of the combustion?

(c) How do the operating conditions affect the stability of the combustion?

(d) Can a model be extracted to explain or predict stability behavior based on testing factors?

How is the stability affecting the injector’s performance?

2. Characterization of the reaction flames by means of different imaging techniques.

(a) Find an imaging technique that can be used to record the wide variability of flames that

result from the testing design.

2



Table 1: Injectors configuration.

Configuration Air Split Fuel Swirl Air Swirl
Air Effective

Area [in2]
Fuel Effective

Area [in2]
1 0 -1 -1 0.1512 0.0070

2 -1 0 1 0.1485 0.0062

3 0 0 0 0.1458 0.0061

4 0 -1 1 0.1497 0.0062

5 -1 -1 0 0.1474 0.0067

6 1 1 0 0.1465 0.0049

7 1 0 1 0.1538 0.0062

8 0 1 -1 0.1550 0.0050

9 1 0 -1 0.1525 0.0062

10 0 1 1 0.1494 0.0052

11 -1 1 0 0.1429 0.0050

12 -1 0 -1 0.1485 0.0061

13 1 -1 0 0.1489 0.0071

14 1 1 1 0.1524 0.0051

15 1 1 -1 0.1484 0.0052

16 -1 1 1 0.1456 0.0052

(b) Determine representative imaging responses to characterize the flames.

(c) What are the factors that affect the selected imaging responses and how do they do it?

3. Is it possible to predict the NOx emissions based on the injector factors and their LBO stability,

the operating conditions and the imaging study of the flames?

(a) What are the most relevant imaging responses to this correlation?

The following tasks were implemented to answer the research questions:

• Task 1: Design the test rig setup

• Task 2: Design the imaging diagnostics setup

• Task 3: Construct the test matrices

• Task 4: Gather all the experimental data

• Task 5: Analyze the experimental data

3



(a) Upstream view of the injector design.

(b) Cross section view of the liquid in-
jector from which the gas injector was
derived.

Figure 1: Injector design. As a reference dimension, the injector’s diameter is about 1 inch.

Part 2

Background

In this part of the thesis, an introduction to the use of hydrogen in gas turbines is provided. Then,

because a key strategy to attain low emissions performance is operating lean, flame stability and lean

blow-out limits are discussed.

As the thesis emphasizes imaging methods, a review of possible techniques is presented and the meth-

ods adopted for use are highlighted.

Regarding the post-processing of imaging results, strategies for extracting information of interest from

the images are reviewed. Finally, analysis methods for interpreting and quantifying information of

interest from the images are reviewed, including both statistically based methods (e.g., analysis of

variance) and machine learning models. The overall context for the analysis approach is the goal to

connect convenient imaging methods to other performance aspects of the combustion system such as

stability and/or emissions performance.
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Hydrogen combustion in gas turbines

2.1 Hydrogen combustion in gas turbines

Gas turbines (GTs) are used to generate electricity due to their high power density, rapid start-up

process, and feasibility in combination with other power generation units [10]. GTs’ performance

mainly depends on the combustion procedure, which is influenced by the fuel used. The majority of

current GT-based power plants use fossil fuels [11]. As a result, despite the benefits of GTs for power

generation, a focus on decarbonization is needed for these devices to provide benefits in the future.

On the basis of this fact, a cleaner fuel source should be considered to be used. Hydrogen, based on

a mass energy density, represents a huge improvement even compared to conventional fossil fuels and

even more so considering its low emission of noxious gases.

Some efforts are currently being made on this line, studying, for instance, lean-premixed pure hydro-

gen combustion, and more importantly, the avoidance of the associated drawbacks of flame flashback,

NOx emissions, etc. [12] Considering the natural gas turbines as the basis of the study, hydrogen-

fueled GTs may require some modifications to prevent these issues, such as the nozzle architecture

that is now seeking small-scale multi-injection structures, and axial fuel staging technologies to fight

against elevated flame temperature and residence times to reduce nitrogen oxide emissions.

However, based on [13] and [14], no major structural changes are required with respect to natural gas

turbines. Compressor, turbine, and other components could just suffer minor modifications, whereas

the fuel supply line might be increased because of the much lower density of hydrogen.

Other studies on the main topic of hydrogen-fueled micro-mixing injection turbines, such as [15] and

[16], have also analyzed these trade-offs. The latter, by means of the use of OH* chemiluminescense

for flame characterization, pointed out the aforementioned reduction of thermal NOx by "burning lean

and uniformly mixed fuel-air mixtures to reduce peak combustion temperatures" ([16] page 2), which

indeed produced small, thin and compact flames, thus reducing the high temperatures and residence

time. Refer to section 2.4 for more details on the different techniques used for flame characterization,

due to the reduced visibility of hydrogen flames.

Thus, hydrogen-containing fuels such as mixtures of hydrogen and natural gas (methane, basically)

could result in great benefits for gas turbine use, such as reduction of NO and CO emissions or exten-

sion of stability limits and decrease of NOx emission [10]. However, a series of challenges must be

faced to meet the levels of NOx emissions that are imposed, as well as the stability and blowoff limits

that hydrogen flames entail, or the demand to avoid flashback.

5



Flame stability

2.2 Flame stability

Flame stability plays an important role in low NOx combustion processes when operating under very

lean conditions. Its mechanism is driven by the local speed of the flame and the local inlet flow

velocity, including three mechanisms of flame stability: the attached flame on the burner, the lifted

base of the flame from the burner, and the extinction of the flame as a flame elevated or an attached

flame [17].

For a flame speed greater than the inlet fuel flow, the flame moves back causing flashback, but if it is

too small the flame could reach the LBO limits (see section 2.3) [18].

Flame stability is typically linked to the following three parameters: the liftoff height, the vertical

distance at which the flame is located above the burner because of the high jet velocity. Second, the

liftoff velocity, defined as the inlet flow velocity at which the flame is lifted over the burner. Finally,

the blow-out velocity is such that the combustion cannot be supported and the flame is extinguished.

[19] It is worth mentioning the difference between blow-out and blow-off here, since it it linked to

the previously introduced concept of lift-off: the blow-out condition is that in which the flame is

extinguished because the combustion cannot be held anymore, while the blow-off is referred to the

specific case in which the flame is extinguished being lifted above the burner.

Regarding the flame stabilization modes, they are typically classified into three types as well: pre-

mixed flame propagation models, in which the premixing situation ahead of the flame front of a lifted

flame is taken into account; the laminar flamelet models, which regards the flame lift-off because of

laminar flamelets quenching; and the large-scale turbulent structural mixing models that consider that

the flame lift-off occurs because of the flame extinction due to large-scale, turbulent structures. [17]

Wu et al. [17] performed several stability tests to compare pure hydrogen, hydrogen-methane, and

hydrogen-propane flames. For the H2 − CH4 mixture, it was shown that for more than 40% methane

the flame remained attached until it extinguished, but if less methane was used, the flame lifted up

before blowing off; in terms of stability, it depended on the concentration of each component.

For pure hydrogen flames, the liftoff velocity was found to be 730 m/s, and the liftoff height linearly

increased with this velocity.

According to [20], Wu et al. concluded that the addition of hydrogen induced an increase in the lean

stability limit. Schefer [20] determined that adding up to 20% of H2 resulted in an increase of about

15%. More details can be found in the following section.
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Lean blow-out limits

2.3 Lean blow-out limits

The equivalence ratio ϕ is defined by the fuel-to-air (FAR) ratio used in the combustion, over the

stoichiometric fuel-to-air ratio, as shown in Equation 1. Therefore, ϕ equal to 1 means that combustion

takes place under stoichiometric conditions, greater than 1 means a fuel-rich combustion (i.e. more

fuel than the stoichiometric proportion) and less than 1 means a lean combustion (i.e. less fuel than

the stoichiometric proportion).

ϕ = FAR

FARstoich
= F/A

(F/A)stoich
(1)

For the sought purposes, the lean conditions are tested: burning less fuel than stoichiometric, to re-

duce the consumption and emissions. More specifically, when testing lean blowout limits, the leanest

condition is sought. The lean blow-out (LBO ) represents the leanest equivalence ratio at which the

flame can be sustained before extinction.

Ultra-lean combustion, with proper homogeneous fuel-air mixing, yields a reduction in flame temper-

ature, which, indeed, minimizes NOx formation [21]. Then, in order to obtain lower emissions, the

flame stability must be ensured under lean conditions.

The addition of hydrogen to hydrocarbon fuels has been proven to be a feasible method to increase the

LBO limits. Schefer R.W. et al. [20] and [22] showed a reduction of the lean stability limit of 10.4%
and 16.6% for the introduction of hydrogen 10% and 20% into methane / air flames, respectively.

Wicksall D.M. et al., [23] and [24], on the other hand, compared pure methane flames and 60%
methane and 40% hydrogen (in volume), to observe that the flame and flow structures were different:

the location of flame stabilization was modified by hydrogen, the flame being shorter and more robust.

Nguyen and Samuelsen [25] also concluded that hydrogen addition could broaden the lean stability

limits, while Jackson et al. [26] concluded that these improvements were mainly attributed to increase

in flame speed. Ren et al. [27] showed that an addition of a 8% hydrogen increases the laminar flame

speed between 5 and 10%, according to their computation predictions estimating a 7%.

Guo et al. [28] went into detail with respect to emissions. Despite the increase in NO emissions for a

given ϕ by adding hydrogen, as ultra-lean conditions can be operated due to this additional H2 there

are significant reductions in NOx emissions.

If pure, ultra-lean hydrogen-air premixed flames are studied, as Vance et al. did in [29], it is observed

that H2 flames stabilize beyond the lean flammability limits due to their stronger preferential diffusion

effects. Referring to Figures 2 and 9, in which the experimental and simulated radiation intensities are

observed for different equivalence ratios, they concluded that the extinction neck happened because of

an unrestrained stretch rate, and also that residual flames were present after the extinction of this neck.
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On their experiments, they found some spherical flames under further lean conditions, while further

numerical modeling was required to better capture this phenomenon.

2.4 Imaging diagnostics

2.4.1 Schlieren and shadowgraph techniques

Non, or low visibility of hydrogen flames makes one think about using techniques such as schlieren

or shadowgraph. They rely on image refractive interferences in the transparent medium, as stated in

[30], because of the density gradients (∂n/∂x and ∂n/∂y) caused by the flame in this case. According

to Gladstone-Dale law, the density of the fluid ρ and its refractive index n are correlated as follows,

where k is a constant for the working fluid:

n − 1 = kρ (2)

Even though schlieren and shadowgraph techniques are almost identical, the main difference is that the

former is sensitive to the first derivative or gradient in density, while the latter is sensitive to the second

derivative. This makes the latter a bit simpler, even its later development. In terms of the required

instruments, both look almost the same too (see Figure 1 from [30]), but Schlieren incorporates a

knife edge that intensifies the visibility of those gradients by blocking part of the light, thus reducing

the brightness of the resulting spectrum. [30] The knife edge intensifies the sharpness of the boundary

between blocked and unblocked rays.

BOS, or background-oriented schlieren (also known as synthetic schlieren), is preferred to shadowgra-

phy when flows have weak gradients, one wants to perform a quantitative work, and large natural back-

grounds are available. On the other hand, shadowgraphy outperforms when detecting shock waves and

thermal turbulence, and for real-time displays without delays due to the computer processing. Thus,

schlieren is sought in this project.

As shown in Figure 2, the most typical z-type schlieren configuration, it is formed by the light source

(LS), which could be a LED source to narrow the used beam; two parabolic mirrors, PM1 collimating

the bright from the LS into the focus from the second lens PM2, after crossing the phenomena of study

(S); the previously mentioned sharp knife edge (KE) at the focus of the second lens, and finally the

camera (C).

Figure 3a and Figure 3b show two different light sources used for an equivalent flame, with a z-type

schlieren setup: the first was taken with a white light source, while the latter was using a high-power

LED source.

In both cases, a simple flame was recorded: a canned wick was lit and placed on an optical table, as

described in Figure 2, in order to obtain some preliminary schlieren images. However, as detailed in
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Figure 2: Z-type schlieren system.

the following sections, this project was designed to hold the flame in a round cylinder, not open to the

atmosphere, which implies some issues for this phenomena.

(a) Using a white light source. (b) Using a LED source.

Figure 3: Schlieren images of a flame.

When dealing with round surfaces, not simple flat windows or even an open atmosphere environment,

the cylinder is also acting as a lens, causing the collimated beam to diverge [31] (see Figure 4a),

so the Schlieren effect would no longer be visible. As cited in the cited article, the problem can be

compensated by imposing a divergent effect with positive refractive power surfaces, as sketched in

Figure 4b.

Implementing these correction lenses implies a design and optimization process out of the scope of

the current project, even more considering the recent initialization of it and the uncertainties linked to

the hardware: once everything is fixed and works as expected, this could be implemented if conve-

nient. As an alternative, the schlieren technique is set to be used with rectangular windows instead:

the combustor-holding plate is designed so that it can mount either round cylinders (two different

diameters) or rectangular windows forming a square shape, as shown in Figure 5.

Being one of the goals of the project, the study of the blow-out of the different configurations, as well
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(a) Collimated beam passing through a cylinder. (b) Correction lenses.

Figure 4: Schlieren images in round cylinders. [31]

Figure 5: Combustor-holding plate.

as the characterization of the flame structure, the confinement ratio plays an important role on it, as

proven in [32]. They showed that the lean blow-out limit decreases by increasing the confinement,

thus indicating a better stabilization performance: bigger chambers were observed to enhance the

resistance to the stretch-induced extinction.

Because of the change in geometry in order to incorporate the flat windows for the schlieren purposes,

an extra cylinder diameter is also considered to be tested in order to get a more detailed study of

the confinement ratio effect. Thus, two different areas (between both cylinders) and two different

geometries with the same areas (smaller cylinder and squared shape) are planned to be tested. For

the round cylinders, however, the schlieren technique will not be used because of limitations with the

optical access.
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2.4.2 OH* chemiluminescence

Hydrogen flames are not invisible, but weaker than typical hydrocarbon flames [5]. These have shown

reduced light levels, so not just the visible spectra but also the ultraviolet flame emissions are com-

monly used on their analysis: OH*, CH* and C2* chemiluminescence are often used as a passive

diagnostic related to heat release, flame structure and reaction rate.

As stated in the cited article, the blue emission from these hydrogen flames corresponds to the super-

imposition of structured emissions and broadband continuous emissions.

Figure 5a in [5] shows the relevance of OH* chemiluminescence emissions on hydrogen-air flames,

with an ultra-violet wavelength of around 308 nm, as well as the vibration excitation of water molecules,

in the infrared band.

Due to the relevance of OH* emissions, they are set to be studied within this project, as [8] did. In the

cited article, OH * and CH * chemiluminescence was used to control premixed flames, by means of a

correlation between OH* emissions and the equivalence ratio ϕ, the heat release rate, and the adiabatic

flame temperature. Figure 6 reflects the increasing trends of OH* with an increasing equivalence ratio.

The OH* can be correlated to the adiabatic flame temperature, since the latter is computed using the

equivalence ratio. For a given air flow, the equivalence ratio determines the fuel flow (the higher the

equivalence ratio, the higher the fuel flow), according to Equation 1. See [33] for a more detailed

experimental study of the effect of the equivalence ratio on OH* chemiluminescence.

Chemiluminescence refers to the process by which specific molecules are lifted to an excited state

(the * symbol stands for the electronic excited state) by exothermic reactions, and then evolve to

equilibrium energy levels when a photon is emitted [8]. Because chemiluminescence is formed by the

exothermic reactions of combustion, it marks the temporal location of the originating reactions. These

emissions also provide information about the fuel/air reactions, by means of the responsible molecules

of the chemiluminescence (OH*, CH*, C2*...) [34].

A commonly used approach to capture these emissions is by using an oscilloscope, by converting

the UV light into electrical signals and then visualizing them as waves on the oscilloscope screen.

However, the present study is inspired by [9] to capture the ultraviolet (UV) radiation with devices

as simple as possible. ICCD (Intensified Charge-Couple Device) cameras are a powerful tool to cap-

ture OH* chemiluminescence emissions, by picking up and amplifying weak OH * signals with the

image intensifier and capturing the amplified light signal as an image with the image sensor. On the

other hand, simpler solutions such as smartphones were shown capable of detecting UV radiation in

the broadband between 200 and 370 nm, with the UV photodiode, UVM-30A, Guangzhoy Logoele

Electronics Technology sensor (as mentioned in the cited article). It has also been proven that CMOS

sensors are able to detect this radiation [35].
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Figure 6: "Temporal evolution of the pressure (black line) and OH* (gray line in the left plots) and

CH* (gray line in the right plots) chemiluminescence in n-heptane premixed combustions with au-

toignition for different equivalence ratios, with a fixed initial pressure and temperature of 2.0 MPa and

443 K, respectively." [8]

It seems reasonable, thus, to use low-cost smartphone sensors for UV detection, although the problem

arises in the use of specialized filters, which drastically increase the cost (up to a few thousand dollars).

A cheap alternative is proposed in [36], in which a PiCam lens and filter (originally absorbing the UV

signal) are manipulated to develop a UV camera (ranging in the order of a few hundred dollars). Both

the improvement and enhancement of the UV sensor are used in the 200 to 400 nm wavelength range,

as stated in [37], to allow the photons detection in this near-UV (NUV) range. NUV digital imaging

is problematic, since conventional CCDs and CMOS detectors have limited responses in this band,

whereas commercial digital cameras present UV blocking layers in sensor windows: no UV blocking

filter CCD or CMOS sensor, and a filter to block all except NUV radiation could be the solution [38].
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Sony’s IMX487 sensor (see [39] for more details) offers a promising relative quantum efficiency curve,

for the wavelength range of interest. It is a CMOS UV waveband sensor, from Sony Semiconductor

Solutions Corporation, that could work for the sought OH* chemiluminescence emissions capturing.

It is a new model, so it is rarely found in commercial cameras; after some research, the Dynacolor

USB3 Vision Camera, FB-N9-U model (see [40] for more details) has been found to mount it. The

UV camera datasheet shows a relative response larger than 0.7 for the wavelength of interest, 308 nm,

which means that it could be used to detect the OH* chemiluminescence.

This would mean a significant cost reduction from the iStar Andor camera, previously used by the

laboratory group to capture the OH* emissions (see more details in [41]).

2.4.3 OH* chemiluminescence and NOx emissions

The greatest contribution to NOx emissions from gas turbines comes from thermal NO, which is

generated in the post-flame area at temperatures above 1800 K [42]. As detailed in [43], the limiting

reaction of such mechanism is affected by temperature, and has a high activation energy. Due to this

linkage between NO formation and temperature, controlling the latter is an effective way to restrict

NOx emissions. Additionally, the prompt NO pathway also plays an important role in hydrocarbon

flames.

As has been previously introduced, OH* chemiluminescence is generated by the transition of excited

radicals. These are involved in the production and consumption reactions of NO [44], so they can

be linked. Additionally, OH* chemiluminescence is also related to the rate of heat release, and since

temperature is a decisive factor in NO formation, a linkage between NO formation and chemilumines-

cence must exist.

Several studies have compared NOx emissions based on NO* and OH* chemiluminescence, among

others, like Wang et al. [45] and Liu et al. [43]. The latter proposed an experimental relationship

between NOx emissions and CH* and OH* chemiluminescence:

CNOx = 16.64OICH∗,m − 3.26 (3)

CNOx = 22.90OIOH∗,m − 10.62 (4)

where OIm stands for the normalized overall intensity (ranging from 0 to 1) and CNOx was measured

in ppm corrected at 15%O2.

Therefore, it has been proved that OH* chemiluminescence is directly related to NOx emissions,

following an increasing linear trend.
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2.4.4 High speed imaging

Many combustion research projects use high frame rate imaging for diagnostics, such as [46] in which

a high-speed video camera was used to detect the luminosity of the natural flame for the studies of flat

walls impinging spray flames.

High-speed imaging is used for mixing processes, flame stabilization, and ignition, among others, as

described in the review paper [47], by recording chemiluminescence emissions, schlieren or shadowg-

raphy images fluorescence, etc.

The nonlinearities of combustion that cause the peculiar evolution of a flame, the mixing process, or

the ignition and extinction of a flame are processes in which high-speed imaging is required to capture

their nature. Therefore, it is the stability study of a flame, and high-speed video cameras play an

important role in this project.

Digital cameras employed in this mode allow one to capture transient processes with very short time

scales, allowing the opportunity to use very high frame rates to understand detailed combustion as-

pects. The cited review [47], discusses some limitations regarding the maximum frame rate, minimum

pulse energy, and pulse repetition rate, according to the instrument used and the phenomena studied.

In the present study, the aforementioned iStar Andor camera, and possible the GB-N9-U Dynacolor

camera, are used in a high frame rate to capture these high-speed phenomena for the later imaging

diagnostics.

2.4.5 Flame characterization through digital imaging

Digital imaging is an effective way for flame stability monitoring and characterization: a camera

captures the intensities of each pixel, the geometric, luminous and thermodynamic parameters are

computed, and the flame stability is assessed [48]. There are different ways to do so: using chemilu-

minescence radicals; studying lift-off height, length and emission levels; using direct imaging for 2D

and 3D flame monitoring; among others, where the ultimate goal is to measure and quantify the rele-

vant features of a flame (size, shape, brightness...), and then assess the stability through the statistical

analysis of them.

Some geometric and luminous parameters, such the ignition points, the luminous region, brightness

and non-uniformity, are found using digital image processing techniques; geometric and luminous

instabilities are computed with the statistical analysis of the previous; the oscillation frequency is

also derived from the intensity signals; and the temperature distribution can also be measured with a

two-color method, according to [48].

Based on [49], the following parameters are defined.
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• Geometric parameters. Ignition points (Ip in Figure 7) represent the distance between the

burner and the flame ignition, and they should be steady for a stable flame. Each Ip is found

by looking for the illuminating point over the flame root. The ignition area (Aip) is the area

between the burner outlet and the ignition points, normalized to the area of the entire field of

view. It gives information about the flame ignitability. Finally, the spreading angle (αs) is

formed between the straight lines limited by the outer edges of the flame.

Figure 7: Flame geometric parameters. [49]

• Luminous parameters. The brightness is given by the average gray-level of the luminous

region of the flame (according to [50], the cross-section area occupied by the flame, normalized

to the entire field of view), normalized to the full-scale gray-level, while the nonuniformity is

computed as the mean deviation of the gray-levels of each pixel over the luminous region

• Thermodynamic parameters. The temperature can be measured by means of a two-color

pyrometry, based on the emissivity associated with temperature radiation; see also [51] for

more details. Finally, they define the flicker as "the dynamic alternating components (ACs)

superimposed on the steady state (DC) or brightness level of the flame" ([49] page 3)).

Other factors as the flame length and width have been widely used when characterizing flames, as well

as the color pattern and other various features [52].

2.4.6 Image recognition and machine learning algorithms

An automatic process for image classification might be based on image recognition. It can be found

in many industries and processes, such as defect identification, medical imaging, etc., and it is based

on the identification of objects or features in images or videos. It relies on deep, machine learning

algorithms trained on the training data set (with their associated categories) and then implemented
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into the test data.

Matlab, the software to be used for the imaging post-processing in the current work, has some built-in

features that allow such a process [53], based on some image labeling apps like the one explained in

[54], or based on deep learning and machine learning algorithms.

Because of the already created machine learning libraries that Python has, it is a commonly used

language to implement machine learning algorithms. Based on the applications for the current work,

below is a brief introduction to some machine learning algorithms that could be considered:

• Deep Artificial Neural Network, or Deep ANN: a deep ANN is an artificial neural network

with various hidden layers between the input and output layers. ANNs were originally inspired

by models of brain processing, simulating a model of neurons to learn from training data. It

consists of a series of units that receive input information from the previous layer, weigh each

of them, and add them all together to construct the output for the following layer. By means of

some activation functions, the amplitude of the output is regulated. [55] [56]

• Random Forest: a random forest algorithm is a combination of decision trees, each depending

on a series of random variables. These trees are a binary recursive partitioning of the sample

space, and the succession of decisions made by each stage produces the final prediction based

on the inputs. [57] [58]

• AdaBoost, or Adaptative Boosting: AdaBoost was the first functional implementation of the

boosting techniques in machine learning. These are intended to create accurate predictions by

integrating various less accurate algorithms or rules. [56]

• Support Vector Machine, or SVM: it is a supervised algorithm (i.e., the available data is la-

beled containing the features or factors and the corresponding label or category) that builds a

model to assigns to the new data one of the different categories in which the training data set

was divided, dividing the data space by maximizing the gap between classes. [59]

2.5 Takeaways from the literature review

The decarbonization of gas turbines has aimed towards the use of hydrogen as fuel. However, com-

pared to commonly used natural gas fuels, certain drawbacks regarding its stability and possible issues

with flashback phenomena should be considered. Pre-mixed systems are currently used to obtain low

emissions, but they inherently increase the risk of flashback. To simulate the preferred conditions of a

premixed combustion, but to reduce this risk, lean direct injection has been studied. For the lean direct

injectors to be used, the lean stability must be characterized as a function of the injector geometry

parameters and the operating conditions.
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Because of the dim visible spectrum that hydrogen flames present, the studies in the literature typically

use the OH* chemiluminescence emissions to characterize the flame front, locate the temporal origin

of such reactions, etc. Therefore, the UV spectrum is set to be studied deeply on this project, in order to

characterize the reactions of the set of injectors. A proper imaging technique was required to capture

the combustion phenomena occurring under various operating conditions. Once the techniques are

selected, the captured images need to be processed to extract the meaningful information: therefore,

there is a clear need to properly define the representative imaging characteristics. Then, these imaging

responses need to be analyzed to describe how they are influenced by the design factors, so as to

explain the resulting flames with the controlled variables.

The imaging characterization of these flames is meant to be correlated with NOx recordings, in order

to further study the effect of micromixing technologies on such emissions. The overall idea is that this

concept creates more compact flames, therefore reducing the residence time at high temperatures of

the reaction products. Furthermore, the ability of hydrogen to stabilize reactions at very lean mixtures

could allow the reaction to be operated at lower adiabatic flame temperatures and therefore decrease

the thermal NOx mechanism. Several studies have stated that there is a direct correlation between NOx

emissions and (OH*) chemiluminescence, and therefore, the question of a feasible way to predict NOx

is open, based on the imaging characterization of the combustion.
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Part 3

Approach

The ultimate goal of the thesis is to find the best performing injector to be used in an industrial engine

gas turbine, based on an aeroengine-derived lean direct injector. The lean direct injection approach was

implemented to mimic the premixed conditions that favor the NOx emission reduction, but limiting

the risk of flashback. Because of this stability criteria, the set of hardware needs to be assessed in

terms of its LBO limits. The experimental rig and corresponding test matrix have to be addressed first.

Due to the various scenarios to be assessed, especially the main differences between hydrogen and

natural gas combustion flames, the proper imaging diagnostics tools need to be selected and configured

on the optical tables. Once the setup is implemented, all the performance data can be collected from

the experimental testing, and further post-processed so as to obtain the representing models.

For this overarching goal of linking imaging diagnostics with injector performance, during atmo-

spheric testing screening, the following tasks were completed:

• Task 1: Design the test rig setup

The experimental test rig was composed by the combustion apparatus itself, and also the data logging

devices that were used to characterize each testing condition. The combustor was installed between

two optical tables on which the three different cameras were sitting, and it contained an emissions

probe right at the exit of the upper plate connected to the gas analyzer. Auxiliary equipment was also

mounted around the apparatus. A more detailed picture of the setup of the test rig can be found in

section 4.2.

Three different flows were needed to conduct the experiments: air, natural gas, and hydrogen. Before

any experiments were performed, these lines needed to be calibrated to obtain the governing equation

between the input variable (pressure before the sonic orifice for the air line and percentage of the MFC

valve opening for both fuel lines) and the output flow rate.

To do so, different elements were used and compared with each other to validate the curves obtained:

a laminar flow element (LFE), a rotometer, and a Gilibrator. More details on each of the flow metering

characterizations can be found in section 4.1.

• Task 2: Design the imaging diagnostics setup

Starting with the literature review to assess which type of camera was more suitable to characterize

the combustion that was sought here, their distribution on the optical tables was organized so as to

allow their corresponding fields of view to capture the reacting flames.
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Due to the need to accommodate different cameras simultaneously, a preliminary design was created

using computer design tools. Once the decision on the cameras to be used was made, they were finally

mounted one next to each other pointing towards the quartz combustor, as their field of view were big

enough to capture the flames from their corresponding focal distance. A more visual description of

the imaging diagnostics setup can be found in section 4.3.

• Task 3: Construct the test matrices

The statistically-designed test matrices were constructed using Design Expert, based on a Box-Behnken

design of experiments model. Two different experiments were conducted here, one to verify the sta-

bility limits of the injectors and the other to evaluate the performance.

The first set was formed by three main factors (apart from the geometric parameters of the injector):

the pressure drop of the air across the airbox, the preheat temperature of the air, and the fuel composi-

tion (natural gas, hydrogen or a 50/50 mix in volume). This resulted in a 15-point matrix for each of

the 16 injectors, so a total of 240 test points.

The second set was formed by four main factors (apart from the injector geometric parameters): the

same three as the previous set, and the adiabatic flame temperature. This resulted in a 27-point matrix

for each of the 16 injectors, so a total of 432 test points.

More details on the designs and both test matrices can be found in section 4.4.

• Task 4: Gather all the experimental data

Using the first test matrix that was described before, the lean blow-out limit for each conditions was

recorded as the fuel flow rate at the flame extinction, and then translated in terms of the equivalent

ratio and adiabatic flame temperature. The tests were initialized by fixing the air pressure drop with

the air flow rate and the preheat temperature with the electric heater; then, the fuel flow was set at a

high enough value to obtain a stable combustion, and slowly decreased until the flame blew off.

Regarding the performance testing, the emissions were recorded from the gas analyzer readings, and

the three imaging techniques were recorded simultaneously, capturing one frame with the visible-

spectrum camera, a frame with the ultra-violet-spectrum camera, and a sequence of frames with the

high-speed camera.

A more detailed procedure can be found in section 4.6.

• Task 5: Analyze the experimental data

The statistical study for both experiments was performed using Design Expert. For the lean blow-out

study, the analysis of variance resulted in the equation describing the stability response as a function of

the significant factors and their interactions. From this, conclusions about how each factor influences
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the equivalence ratio or, equivalently, the adiabatic flame temperature at the LBO were extracted.

The imaging diagnostics was performed mainly on the OH* chemiluminescence recording from the

performance study. First, each frame was post-processed to obtain the imaging responses of interest

to characterize the flame: flame width and height, average brightness of the flame area, location of the

heat release area with respect to the injector, etc. Once these responses were obtained for all the test

points, an analysis of variance was conducted using Design expert, to find the statistical models that

describe each of them as a function of injector parameters and testing conditions.

Finally, the imaging responses and the NOx emissions were coupled to aim the goal of predicting the

emissions based on the injector geometry, combustion conditions, and imaging responses.

A more detailed description of each step of the analysis and the main results can be found in sec-

tion 4.5.
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Part 4

Experimental methodology

4.1 Flow metering characterization

4.1.1 Air metering

A flow is considered as choked or critical when the absolute pressure ratio is 0.528, so the downstream

pressure is 52.8% of the upstream pressure [60]. By doing so, the air flow velocity is kept constant

after the sonic orifice, even though the mass flow rate could keep increasing because of its dependence

on the density.

The mass flow rate going through a sonic orifice, then, depends on the velocity, the density, and the

orifice dimensions. Thus, a high-accuracy control can be obtained by fixing the diameter of the hole

and changing the inlet pressure. Due to the air flow rates requested, an 125 O’Keefe metal orifice
air flow is set to be used for the air metering. According to its manual (see [60]), this 0.125 inches

diameter orifice supplies the air flow rates given in Table 2 as a function of the given upstream pressure.

Table 2: 125 O’Keefe metal orifice air flow specifications.

Supply
pressure
[psig]

1 5 10 15 20 25 30 40 50 60 70 80 90 100

Air flow
rate
[SCFH]

50.1 108 148 178 210 241 273 337 401 465 531 596 660 729

However, instead of using the linear trend found with the points from Table 2 (without considering

the first three points, in which a nonlinear behavior is found because the non-choked conditions), a

calibration curve previously found for this orifice is used (Equation 5, where Q stands for volumetric

flow rate, and P for pressure).

Qoutlet [SCFM ] = 0.2273 Pinlet [psig] + 2.8291 (5)

In order to control the upstream supply pressure, a Swagelok valve is installed before the sonic orifice,

followed by a pressure transducer (Tek Bar 3120 B) to allow reading (and later recording, if desired)

of the adjusted pressure.
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However, before using this setup, it needs to be calibrated. To do so, the pressure transducer reading

is compared to a mechanical manometer, which is reliable due to previous laboratory experiments

that use it: Equation 6 is the calibration curve for the pressure transducer with respect to the dial

reading. On the other hand, the sonic orifice is calibrated as a function of the inlet pressure by using a

flowmeter: The air line is connected to this element, and it shows the actual air flow rate going through

it. This latter calibration is also validated using a pitot probe to measure the velocity at the center of

the air line: approximately, this velocity times the cross section of the line is the flow rate. This

calibration curve is shown in Equation 7, to go from the expected Qoutlet from the previous equation

(Equation 5) to the actual flow rate (calibrated using both the flowmeter and the pitot probe).

Preal [psig] = 0.7985 Ptransducer [psig] − 2.0076 (6)

Qflowmeter [SCFM ] = 0.7862 Qexpected [SCFM ] + 0.7843 (7)

Then, the procedure to go from the pressure transducer reading to the actual air flow rate, would be:

1. Use Equation 6 to get the real pressure reading.

2. Use Equation 5 to obtain the outlet flow rate from the sonic orifice.

3. Use Equation 7 to obtain the calibrated real flow rate.

The resulting equation from this process was later corroborated with a direct calibration between pres-

sure reading and flow rate, by using a RMC-series Dwyer flowmeter1 and a M-series Alicat flowme-

ter2. The final calibration curve reads:

Q [SCFM ] = 0.1924 P [psig] + 2.853 (8)

4.1.2 Methane metering

For the fuel metering, a Mass Flow Controller (or MFC) from Brooks Instrument is used; according to

the flow rates that are sought, the model 5851i is appropriate (see [61] for more details), and because

of the i series, the microprocessor model 0154, from Brooks Instrument as well, is used for the read

out and control (see [62] for more details).
1RM-series Dwyer flowmeter operating principle: buoyacy. Fluid flow raises a float: the greater the flow, the higher the

increase.
2Alicat mass flow technology operating principle: laminar differential pressure. According to the manufacturer, the four

steps that the device uses to calculate the mass flow rate are: (i) conversion of turbulent into laminar flow, (ii) measurement

of pressure drop across the flow channel, (iii) calculation of the volumetric flow rate, and (iv) calculation of the standardized

mass flow rate.
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The mass flow controller accurately (±1% full scale) measures and controls the flow of the gas going

through it, based on thermal mass flow sensing: a temperature difference ∆T between the downstream

and upstream is created using a constant power heat input P , and it is used to determine the gas mass

flow m because of their direct proportionality as described on its cited manual:

∆T = A · P · CP · m (9)

where A is a constant of proportionality, and CP the specific heat of the gas at constant pressure.

Because of this CP , property of the used gas, the mass flow controller needs to be calibrated for the

ultimate purpose gas: in this case, methane.

Alternatively, if the mass flow controller is operated on a different gas, a scale shift must be used

because of the difference in molar specific heat capacities, resulting into an extra ±5% accuracy loss.

In this case, the used MFC model 5851i is calibrated for natural gas (methane)3, and a flowrate of 1.5

SCFM is specified.

Because of the lack of precision showed for flow rates displayed on the microprocessor, a calibration

curve is defined between the displayed values and the fuel flow rates measured with a flowmeter

(Gilibrator-2 Calibrator, from Sensidyne, with a range between 20 cubic centimeter and 6 liters per

minute). This calibrator gives the actual flow rate reading for any gas that is introduced, by measuring

the rise speed of a bubble on a known-diameter cylinder.

It was observed that the flowrate readings from the microprocessor were independent on the specified

engineering units. The controller allows the user to set the flow units, but the outlet flow was observed

to be the same no matter the specification. For this reason, the unit was fixed to be the percentage

reading on the microprocessor (%micro), corresponding to the % of the MFC full scale. Thus, the

calibration curve for the methane is given by Equation 10.

QCH4 [SCFM ] = 0.0152 %micro − 0.0063 (10)

4.1.3 Hydrogen metering

Equivalent to the methane metering, the hydrogen is controlled by a MFC model 5851i, now cal-

ibrated for hydrogen and with a specified flowrate of 19.8 SLPM, and the same microprocessor
model 0154, both from Brooks Instrument. The microprocessor has four different control channels,

so each fuel can be controlled independently with their corresponding units, or using its blending

mode (detailed in the next section).
3As specified on its manual, the natural gas is commonly approximated by its major component, methane. In a previous

gas composition study developed by the laboratory group, it was found that a 95.8% of the natural gas was methane.
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As it was detected with the methane, the microprocessor is not responding to the defined engineering

units, so a new calibration curve is obtained for the hydrogen mass flow controller (Equation 11

and Equation 12). Two different mass flow controllers were used to obtain the highest flow rates

of hydrogen that were needed: one calibrated for hydrogen with a maximum flow rate of 20 SCFM

(QH2,1) and the second one with a flow rate of 40 SCFM (QH2,2).

QH2,1 [SLPM ] = 0.007 %micro (11)

QH2,2 [SLPM ] = 0.0142 %micro + 0.0058 (12)

4.1.4 Blending mode

As defined in the microprocessor manual (cited before, [62]), the blending mode allows to link one

slave channel to another master port: the master channel is adjusted as before, so in this case using

the percentage calibration curves presented above, and the slave is linked to the previous by means of

the blending ratio:

Blending ratio = Qslave

Qmaster
(13)

Then, in order to control the slave channel, one just has to define the percentage with respect to the

master that it corresponds to. See the following examples of mixtures and how to set them with the

microprocessor:

• 75% CH4 − 25% H2 mixture of 100 SLPM fuel: the hydrogen channel is set as the slave of

the methane port, then CH4 is set to its flow rate of 75 SLPM, and H2 is defined as a 33.33%
blending ratio, which would correspond to 25 SLPM (a third of the 75 SLPM of CH4).

• 50% CH4 − 50% H2 mixture of 100 SLPM of fuel: the hydrogen channel is set as the slave

of the methane port, then CH4 is set to its flow rate of 50 SLPM, and H2 is defined as a 100%
blending ratio, which would correspond to 50 SLPM (the same as CH4). Methane could also

be defined as the slave of hydrogen and do everything reversely.

• 25% CH4 − 75% H2 mixture of 100 SLPM fuel: the methane channel is set as the slave of

the hydrogen port, then H2 is set to its flow rate of 75 SLPM, and CH4 is defined as a 33.33%
blending ratio, which would correspond to 25 SLPM (a third of the 75 SLPM of H2).

However, in this case, since each of the two mass flow controllers has its own calibration curve, the

percentage displayed on the microprocessor does not correspond to the same flow rate: 50 % in the

methane channel corresponds to a flow rate of 0.754 SCFM , while 50 % in the first hydrogen channel

corresponds to 0.350 SCFM .
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Due to this deviation, to obtain a mixture 50 − 50 (that is, the same amount of each gas), the H2

channel is defined as the master and the CH4 as the slave with a mixing ratio of 47.5 %.

4.1.5 Emissions check

The hydrogen-methane combustion is given by the following stoichiometric reaction,

aCH4 +bH2 +(2a + 0.5b)(O2 +3.76N2) → aCO2 +(2a + b)H2O+(7.52a + 1.88b)N2 (14)

where a and b are the stoichiometric coefficients of both fuel components, methane and hydrogen.

Because it is a lean combustion, the fuel is the limiting reactant, so it is used as a calculation basis. On

the other hand, as there is an excess of air, some unburnt air will result as a product after the reaction

is completed.

This theoretical combustion is used to check the air and fuel metering, as well as the presence of leaks

along the lines: in order to consider them as correct, the expected and obtained emissions must be

coherent. The Horiba PG 350 gas analyzer is used to characterize the products of combustion: it is

placed right after the flame, so it analyzes the gases from the flame.

However, since it only considers the dry products (that is, without water), the products of the stoichio-

metric reaction are CO2 and N2, as well as the excess air components O2 and N2.

The gas analyzer allows the user to obtain the fraction of oxygen as a percentage of the analyzed

gas, so the expected oxygen excess can also be computed to compare both values and determine the

correctness of the system.

By using the fuel flow metering, the fuel molar rates a and b are computed by using the volumetric

rate, density and molecular weight,

molar rate = volumetric rate
density

molecular weight
(15)

[mole/s] = [m3/s] [kg/m3]
[kg/mole]

and so it is the air flow rate used with the air flow metering. The stoichiometric oxygen flow rate is

given by 2a + 0.5b.

Then, the unburnt oxygen can be easily computed as the difference between the total used oxygen

(coming from the air flow rate) and the stoichiometric O2 (2a + 0.5b),

excess O2 = total O2 − stoichiometric O2
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The same procedure applies for the nitrogen excess. Thus, the four expected dry products are deter-

mined: stoichiometric CO2 and N2, and excesses of O2 and N2. So the oxygen excess fraction reads

as follows,

%O2 excess = O2,excess

CO2 + N2 + O2,excess + N2,excess
× 100 (16)

Table 3: Emissions check for some burning conditions.

Air [SCFM] CH4 [SCFM] H2 [SCFM] % O2 expected % O2 measured % deviation
7.9708 0.4236 0 11.12 11.38 2.37

11.9535 0.6898 0 10.22 10.47 -0.46

11.4340 0.4696 0.4696 11.60 11.91 2.67

10.5682 0.6303 0.6303 6.94 7.14 2.87

10.4913 0 0.6571 18.50 18.57 0.41

13.9930 0 2.1258 14.64 14.92 1.94

Table 3 exemplifies some burning conditions that were executed. It shows a slight misalignment

between the expected (from the stoichiometric reaction) and the measured (with the gas analyzer)

oxygen emissions: however, as this deviation is less than a 5% in all cases, one can conclude that the

system is well calibrated (according to section 4.1) and no significant leaks are found, so it is ready to

be used.

The deviation is computed as,

% deviation = measured − expected

expected
× 100 (17)

The difference between both percentages is linked to different contributions: the air and fuel metering

accuracies, the gas analyzer precision, and also the real combustion reaction, mainly. Equation 14

represents the theoretical combustion of methane and hydrogen; however, in reality there are other

products as CO, NO, NOx... which should also be considered into Equation 16.

4.2 Test rig setup

The experimental setup is basically formed by the elements shown in Figure 8. On the air side, the

line coming from the room facilities is injected into the airbox passing through a 6kW Convectronics

electric heater, in order to allow its preheat temperature as desired; and from here it gets into the

injector. The fuel, on the other hand, is directly introduced into the injector after being mixed (in case

that both methane and hydrogen are used) inside the manifold. This manifold has three inlets, each of

them coming from each of the fuel components MFC (controlled by the microprocessor, represented
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as its model number 0154), and one outlet corresponding to the fuel line going into the injector. See

below for more details.

On top of the airbox, enclosing the injector, is located the quartz tube within which the combustion

takes place, and where the flame is designed to be contained. On top of it, guided by four threaded

rods, an upper plate encloses part of exit, leaving an open area of 1.02".

Regarding the data logging, a pressure transducer is used to monitor the pressure drop across the

airbox, and two thermocouples to monitor the temperature at the bottom and top of it. Right at the exit

of the quartz tube, a probe is placed so as to get the exhaust gases into the gas analyzer (Horiba PG

350) for their study.

From the imaging diagnostics point of view, the cameras are placed so as to enable the field of view

across the quartz part. See next section for more details.

Figure 8: Test rig setup drawing.

As mentioned, both the air and fuel lines are detailed in Figure 9. Regarding the airline, it goes into

the heater after the sonic orifice metering (depicted as 2 in the figure): right before the O´Keefe sonic

orifice, a pressure transducer (1) is installed so as to control the upstream pressure. Equation 6 refers

to the calibration curve of 1, while Equation 7 and Equation 5 are associated to 2.

On the other hand, the three fuel lines are equivalent in terms of their elements: their corresponding

lines go into the mass flow controllers, followed by a check valve to avoid counter-flow from the
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later manifold, in which the three lines are mixed and sent into the reducer to adapt the line size for

the injector inlet. In terms of the calibration curves showed in the previous section, Equation 10,

Equation 11 and Equation 12 correspond to elements 3 and 4 (both hydrogen lines are depicted as one

single element in the drawing), respectively.

Figure 9: Air and fuel lines drawing.

4.3 Imaging diagnostics setup

After considering the many different options of cameras, Figure 10 was considered as a solution to

use them all simultaneously. With the experimental rig on the middle, the needed material is intended

to be sat on each of the two optical tables on the sides.

Because of the four threaded rods sketched in Figure 8, the schlieren light beam and the fields of view

of the cameras must be oriented in specific directions. The drawing has been located such as the two

free paths are horizontal and vertical.

First, the Z-type schlieren has the LS represented as the red dot on the top right of Figure 10, followed

by the two PM as the red rectangles, the KE and the corresponding camera, all connected by the pink

arrows standing for the light beams. The camera to be used for this purpose could be a conventional

Nikon D-90.

In order to capture the OH* chemiluminescence, a glass is oriented at 45o with respect to the second

light beam (the horizontal one, crossing the flame) in order to reflect the desired light into the OH*

dedicated camera. The purpose of the glass is to allow the light to go through it, but not the OH*

chemiluminescence: it occurs within the range of the UVB (280 to 315 nm), so the rays are mainly

blocked by the glass. To capture this phenomena, cameras like the Dynacolor, Andor, or the Phantom

with an intensifier, are considered.

For the high speed phenomena, a similar concept was considered. With the use of a different type
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of glass, to allow the desired light to go through or reflect, some light beams go into the high speed

camera, such as the Phantom or the Andor.

The ultimate purpose of this layout is to get all the images from the same angle of the flame, so one

can easily superimpose them to get more data for each frame. Thus, the heat release captured with the

OH* camera could be superimposed to the visible flame structure, and they can be linked.

Figure 10: Initial cameras setup.

However, as it was introduced in subsection 2.4.1, the schlieren effect on round surfaces is not straight-

forward, but it needs some correction lenses. Because of the complex and detailed design they require,

and the first stage of the design using the round cylinder (rather than the flat windows), Figure 10 is

not intended to be used at this first approach.

Figure 11 shows the final configuration of cameras that was used. On the top left part of it, one can see

the three cameras that record the images simultaneously: from front to back, Phantom v7.1, Dynacolor

FB-N9-U and Nikon D90. The three of them pointed towards the combustion with the same angle.
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Figure 11: Cameras setup.

4.4 Experiments design

Two main sets of testing were defined at this first stage of the process: one to characterize the LBO

performance of each injector, and a second one to assess their performance in terms of emissions and

imaging characterization.

4.4.1 Lean blow-out limits

First, the lean blow-out limits need to be determined for each of the configurations, injector-plate, in

order to determine the lower limit of the equivalence ratios. Once they are known, all the configura-

tions can be tested so as to obtain the desired data (emissions, images...) to perform the analyses.

The lean blow off test plan was defined to be a three-level, Box-Behnken surface design, constructed

using the software DesignExpert 13. A total of six factors were used: the three corresponding to the

injector geometry, and three referring to the testing conditions, as shown in Table 4. The combustion

conditions were defined by the airbox pressure drop, which indeed fixed the air flow rate that needed to

be supplied; the preheat temperature of such air flow, which greatly contributes to determine one other

parameter of interest, the adiabatic flame temperature (since the fuel is introduced into the combustion

at room temperature); and the fuel composition, the percentage of hydrogen present in the mixture.

This resulted in a 15-points matrix (see Table 5), considering the three repeat points, for which the

equivalence ratio at which the blow-out occurs is recorded as the response.
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Table 4: Levels for the LBO factorial design.

Factor Low Mid High
A - Air Split -1 0 1

B - Fuel Swirl -1 0 1

C - Air Swirl -1 0 1

D - Preheat temperature [K] 465 573 675

E - Pressure drop [%] 1 4 6

F - Fuel composition [%H2] 0 50 100

Table 5: LBO testing matrix for each injector.

Standard
order

Factor 1
Pressure drop

[psig]

Factor 2
Preheat T

[K]

Factor 3
Fuel composition

[%H2]
1 2 465 50

2 6 465 50

3 2 675 50

4 6 675 50

5 2 573 0

6 6 573 0

7 2 573 100

8 6 573 100

9 4 465 0

10 4 675 0

11 4 465 100

12 4 675 100

13 4 573 50

14 4 573 50

15 4 573 50

4.4.2 Performance testing

On the other hand, the performance testing was also designed as a three-level, Box-Behnken design,

but adding an extra factor, the adiabatic flame temperature, as shown in Table 6. This second study

resulted in a 27-points matrix (see Table 7), once again with three repeated points.
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Table 6: Levels for the performance factorial design.

Factor Low Mid High
A - Air Split -1 0 1

B - Fuel Swirl -1 0 1

C - Air Swirl -1 0 1

D - Preheat temperature [K] 465 573 675

E - Pressure drop [%] 1 4 6

F - Fuel composition [%H2] 0 50 100

G - Adiabatic flame temperature [K] 1500 1675 1850
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Table 7: Performance testing matrix for each injector.

Standard
order

Factor 1
Pressure drop

[psig]

Factor 2
Preheat T

[K]

Factor 3
Fuel composition

[%H2]

Factor 4
Adiabatic flame T

[K]
1 2 465 50 1675

2 6 465 50 1675

3 2 675 50 1675

4 6 675 50 1675

5 4 573 0 1500

6 4 573 100 1500

7 4 573 0 1850

8 4 573 100 1675

9 2 573 50 1500

10 6 573 50 1500

11 2 573 50 1850

12 6 573 50 1850

13 4 465 0 1675

14 4 675 0 1675

15 4 465 100 1500

16 4 675 100 1675

17 2 573 0 1675

18 6 573 0 1675

19 2 573 100 1675

20 6 573 100 1500

21 4 465 50 1500

22 4 675 50 1500

23 4 465 50 1850

24 4 675 50 1850

25 4 573 50 1675

26 4 573 50 1850

27 4 573 50 1850
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4.5 Experimental data collection

4.5.1 Lean blow-out limits

For these tests, the only data to be collected is the LBO limit for each of the cases. Once each of the

three factors are fixed, the equivalence ratio is initialized in a high enough value such that the flame is

stable. Once the combustion is stabilized, ϕ is decreased gradually (by keeping the air flow constant,

and decreasing the fuel flow) until the flame blows off: this is the ϕ corresponding to the LBO limit

that is sought.

Regarding the pressure drop, though, the followed procedure is as follows: without any reaction

initialized, the heater is set at its corresponding temperature and the air flow rate is adjusted so as

to match the desired pressure drop. This airflow is the one to use for each combination of pressure

drop and preheat temperature; this initial procedure is performed for each particular injector before its

testing, since the required air flow will change because of the injector effective area (see Table 1).

Thus, for each injector it is required to get 9 different air flow rates, one for each combination of

pressure drop (2%, 4%, 6%) and preheat temperature (500 K, 650 K, 800 K).

Since the equivalence ratio is not directly controlled, but via the fuel flow rates (since the air flow rate

is fixed by means of the pressure drop across the airbox), the data to be taken from each test is the fuel

flow rates reading from the microprocessor. From the air and fuel flow rates, the equivalence ratio is

computed.

4.5.2 Performance testing

For each of the 16 injectors, the testing matrix shown in Table 7 was followed. Each burning condition

was set and stabilized before collecting the emissions and imaging data. To do so, the heater was set

at the corresponding preheat temperature, and both the air and fuel lines were fixed at the conditions

needed to ensure the pressure drop, fuel composition and adiabatic flame temperature.

Regarding the emissions data, the following values were recorded: CO, NO, NOcorrected (corrected

at 15% O2), NOxcorrected (corrected at 15% O2), CO2, and O2. Except for the last two, which were

expressed as a percent of the dry sample, the rest of measurements were in ppmvd (parts per million

by volume, dry).

On the imaging side, the three types of images that were previously introduced were recorded simul-

taneously. The Nikon D90 was used to capture the visible spectrum, establishing the manual mode to

2.5 shutter speed and a F4 aperture. The FB-N9-U Dynacolor camera with the Sony CMOS sensor

was employed to capture the OH* chemiluminescence, using an exposure time of 999900 µs and a

gain of 6 dB. The Phantom v7.1, aimed to capture the high-speed dynamics of the flame, with a sample
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rate of 200 frames per second and an exposure of 4997 µs.

4.6 Experimental data analysis

4.6.1 Lean blow-out limits

First of all, regarding the LBO testing, even though the data was collected in terms of the equivalence

ratio, ϕ, the data analysis was determined to be performed using the adiabatic flame temperature (AFT)

at this condition. To do so, Ansys Chemkin-Pro was used: first, the equilibrium temperature of the

mixture was computed using the flow rates of both the air and fuel, as well as the preheat temperature

of the air. Once the equilibrium temperature was defined with the gas mixer model, it was inputted

into an equilibrium model, together with the mixture equivalence ratio. The software provided the

adiabatic flame temperature for each of the conditions.

Once all the conditions were processed (see Table 9), an analysis of variance (ANOVA)) was per-

formed. ANOVA is a statistical formula to compare the variances across the means of different groups,

aimed to determined if there is any significant difference between the means. The outcome of this

study is the so-called F statistic, a ratio between "within group variance" and "between group vari-

ance": a large F-ratio means that there is a significant difference between groups, whereas a small

ratio means that the null hypothesis is supported (no significant difference). This statistical study

could be performed manually, but DesignExpert v13 was used to facilitate and speed up the process.

The AFT response was studied in terms of the six factors shown in Table 4, in order to get the model

that describes the response in terms of the significant factors. Each factor, or factor interaction, was

considered as significant if its statistical p-value was lower than 0.05. This p-value represents the

probability of obtaining an F-ratio large enough to have a significant difference between means.

4.6.2 Performance testing

On the other hand, the second set of testing requires some more analysis on the recorded images.

Because of the significance of the OH* chemiluminescence images (see subsection 2.4.2), the main

focus was over the Dynacolor images. A Matlab code was developed to process the images and extract

the flame characteristics of interest (detailed next in subsection 5.2.4).

Once all the imaging responses were extracted, DesignExpert was used again to get the statistical

model with the factors listed in Table 6. Again, p-values lower than 0.05 made the factors or factors

interactions considered as significant.

Apart from the models to get the imaging responses as functions of the testing conditions, a further step

was performed linking the OH* responses and the emissions. More specifically, the NOx emissions
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were modeled as a function of the testing conditions and the imaging responses.

This latter coupling between emissions and imaging was further exploited with a Matlab script to plot

the emissions versus some of the imaging responses, to examine particular relationships.

Additionally, because of the complexity of the DesignExpert model, some machine learning tech-

niques were examined to result into the sought model. The overall target would be a model that can

predict the emissions based on the combustion characteristics and the imaging responses, without

needing a designated gas analyzer.
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Results. Data collection

5.1 LBO testing

Table 8 presents the LBO response for each of the 16 injector configurations (referred to as in each

column), according to the standard order (std column) shown in Table 5. On the other hand, Table 9

shows the corresponding AFT (adiabatic flame temperature) for each of the points shown in Table 8,

in Kelvin. Both tables graphically represent the heat map associated with their values: the greener the

cell, the lower the equivalence ratio and adiabatic flame temperature, respectively. This system was

employed during the testing to detect any significant outliers on each injector, since the same pattern

was expected and observed throughout the testing matrix.

Table 8: LBO testing data.

Table 9: AFT [K] of LBO testing data.

It can be observed that there are mainly four cases that showed lean responses: standard orders 7, 8,
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11 and 12. As one can read from Table 5, these correspond to the hydrogen combustion points. Some

of these points, though, could not be recorded (as observed by the blank cells on the table) because of

the limited maximum flow rate of the mass flow controller: By the time this testing was performed,

only one of the two hydrogen MFCs was available (the one with a maximum flow rate of 20 SCFM),

so it was not possible to achieve the fuel-to-air ratio to sustain the flame under the given conditions.

Additionally, some outliers were detected on these hydrogen conditions: standard points 7 and 12,

especially, for injectors 3, 8 and 12, among others. It can read that their ϕLBO were extremely low, in

the order of 0.00x. Because of the high diffusivity of hydrogen, the LBO was registered when the very

last flame spot was extinguished, even though that was clearly off from a premixed flame. This non-

premixed behavior is clearly represented in Figure 12: the sequence of the hydrogen LBO approach

captured with the UV sensitive camera, where the brightest regions correspond to the different flame

spots situated on top of the fuel ports of the injectors. Matlab’s colormap was applied to each frame

to help visualize the gradient from the monochromatic images.

Figure 12: Sequence of OH* images before reaching the non-uniform H2 LBO.

5.2 Injectors testing

5.2.1 Phantom camera imaging

This section exemplifies one frame of the high speed recordings captured with the Phantom v7.1 cam-

era, for each of the three fuel compositions that were tested. Figure 13a shows standard order 5 (natural

gas combustion, 4% pressure drop, 573K preheat temperature, and 1500K adiabatic flame tempera-

ture), Figure 13b shows standard order 1 (50% natural gas and 50% hydrogen, 2% pressure drop,

465K preheat temperature, and 1675K adiabatic flame temperature) and Figure 13c shows standard

order 6 (hydrogen combustion, 4% pressure drop, 573K preheat temperature, and 1500K adiabatic

flame temperature), all of them for injector 3, the midpoint of the hardware set.
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(a) Natural gas combustion, stan-
dard point 5.

(b) 50% CH4 and 50% H2 com-
bustion, standard point 1.

(c) Hydrogen combustion, stan-
dard point 6.

Figure 13: High speed frames recorded with Phantom v7.1, from injector 3.

5.2.2 Nikon D90 camera imaging

This section exemplifies one frame of the UV spectrum captured with the Dynacolor camera, for

each of the three fuel compositions that were tested. Figure 14a shows standard order 5 (natural gas

combustion, 4% pressure drop, 573K preheat temperature, and 1500K adiabatic flame temperature),

Figure 14b shows standard order 1 (50% natural gas and 50% hydrogen, 2% pressure drop, 465K

preheat temperature, and 1675K adiabatic flame temperature) and Figure 14c shows standard order

6 (hydrogen combustion, 4% pressure drop, 573K preheat temperature, and 1500K adiabatic flame

temperature), all of them for injector 3, the midpoint of the hardware set.

5.2.3 Dynacolor camera imaging

This section exemplifies one picture of the visible spectrum captured with the Nikon D90 camera, for

each of the three fuel compositions that were tested. Figure 15a shows standard order 5 (natural gas

combustion, 4% pressure drop, 573K preheat temperature, and 1500K adiabatic flame temperature),

Figure 15b shows standard order 1 (50% natural gas and 50% hydrogen, 2% pressure drop, 465K

preheat temperature, and 1675K adiabatic flame temperature) and Figure 15c shows standard order

6 (hydrogen combustion, 4% pressure drop, 573K preheat temperature, and 1500K adiabatic flame

temperature), all of them for injector 3, the midpoint of the hardware set.
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(a) Natural gas combustion, stan-
dard point 5.

(b) 50% CH4 and 50% H2 com-
bustion, standard point 1.

(c) Hydrogen combustion, stan-
dard point 6.

Figure 14: UV spectrum frames captured with Dynacolor FB-N9-U, from injector 3.

(a) Natural gas combustion, stan-
dard point 5.

(b) 50% CH4 and 50% H2 com-
bustion, standard point 1.

(c) Hydrogen combustion, stan-
dard point 6.

Figure 15: Visible spectrum images captured with Nikon D90, from injector 3.
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5.2.4 Imaging processing

OH* chemiluminescence images were postprocessed using a Matlab script. First, Otsu’s method was

used to determine the brightness threshold from which a pixel should be considered as part of the

flame, or just as the background: this was used to obtain a binary set of pixels (flame versus no flame),

from which the flame contour was extracted (see the white contour in Figure 16c). A kernel was

used so as to implement the neighbor averaging [63] and thus accommodate minor sources of random

noise. This flame area was quantified by counting its number of pixels. It is worth to mention that the

lateral injector limits were identified in the image (see the magenta + symbols in Figure 16c), and the

corresponding reflection of the plate mounting the injector was neglected from the flame area (even

though its brightness was over the defined threshold). The luminous region was determined as the

ratio between this flame area and the total field of view.

From this flame area, three main spots were pinpointed: the top point defining the flame height or

length (see the cyan +) with respect to the injector base, and the points furthest to the left and right

(green +) defining the flame width. These last two points were also characterized in terms of their

height with respect to the injector base, and their horizontal location with respect to the center of the

injector.

Within the flame area, the maximum brightness was identified, as well as the average gray-level (de-

noted as brightness for shortness). As defined in subsection 2.4.5, the nonuniformity of the brightness

throughout the luminous region was also computed.

Based on the maximum value for each flame, the heat release area (colored in red in Figure 16c) was

measured as the amount of pixels with an intensity higher than a 90% of the maximum: this can be

associated with the region where the maximum heat release occurs [8]. From this subset, two specific

spots were marked: the center of gravity (COG, yellow + in Figure 16c) and the leading edge (LE,

white + in Figure 16c).

The center of gravity of the heat release area was defined as its geometric center (i.e., average of

horizontal and vertical components of the pixels forming the area), and was characterized by its height

with respect to the injector base, and its horizontal location with respect to the center of the injector.

On the other hand, the leading edge was defined as the bottom spot of this heat release area, closer to

the injector base, and was just characterized by its height.

All the distances and areas were converted from pixel units into distances, by using a known distance

as a reference. The outer diameter of the quartz tube liner (known to be 85 mm wide) was measured

in pixels, and the conversion was computed.
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(a) Frame captured with Dynacolor camera. (b) Matlab’s colormap applied to Figure 16a.

(c) Imaging responses from Figure 16a.

Figure 16: OH* chemiluminescence images from standard point 19, injector 3.
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A loop was created to go through all the images for each injector, and their responses were saved into

a spreadsheet for their later analysis.

As shown in Figure 16b, and was previously shown in Figure 12, Matlab’s colormap function was

also used to help visualizing the brightness gradients from the monochromatic images captured with

Dynacolor camera. From dark blue up to red, the rainbow represents the pixel intensity from 0 to 255.

5.2.5 Emissions

As it was previously introduced, emissions data was recorded for each test point by manually recording

CO, NO, NOcorrected, NOx, and NOxcorrected, as well as CO2 and O2 for checking purposes.

The current work is not directly focused on the emissions characterization, but NOx emissions are

going to be used as a target response to be characterized.

5.3 Repeatability and uncertainties

To assess the repeatability of the data, some repeat points were recorded. Apart from those required

by the testing matrix (which has 3 repeat points at the midpoint of the design space), the full LBO

matrix was repeated, as well as a notorious part of the performance matrix, both for injector 3 and a

total of 3 times (so 2 extra).

The average deviation of the 2 extra times with respect to the original set was considered as the

repeatability of each response.

Apart from the measured repeatability, the uncertainty of the process was computed. According to

[64], the uncertainty of the LBO results was found by using the partial derivatives of the independent

variables on the defining equation.

For product functions,

R = xa1
1 · xa2

2 · ... · xai
i (18)

the uncertainty ω comes from

ωR =
[∑ (

∂R

∂xi
ωi

)2]1/2

(19)

By using the definition of the equivalence ratio (Equation 1), the uncertainty ωϕ reads as follows:

ωϕ

ϕ
=

[(
ωF · 1

F

)2
+

(
ωA · (−1)

A

)2]1/2

=
[(

ωF

F

)2
−

(
ωA

A

)2
]1/2

(20)

where A and F are the air and fuel flowrates, and ωA and ωF their associate uncertainties. The latter

come from the precision of the pressure transducer for the air side (±0.0075% of the full scale, which
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was 145 psi), and the accuracy of the mass flow controllers that were used (±1% of the full scale).

The worst-case scenario gave an uncertainty of ωLBO = 6.68%.

Regarding the emissions, the gas analyzer specified a ±0.5% full scale, which were: 25% O2, 500

ppm CO, 50 ppm NO and 50 ppm NOx. This yielded into an average uncertainty of 11.1%.
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Part 6

Results and discussion

6.1 Lean blow-out study

DesignExpert was used to perform the statistical study of the data from Table 8 and Table 9, as in-

troduced before. The overall idea of the hardware design space was to draw the main conclusions

with injectors 1 to 13, and then use 14 to 16 to test and verify the models. Thus, an adiabatic flame

temperature prediction model was sought. These models will then be used to study how the stability

of the injector affects its performance.

According to the nomenclature of Table 4, the model describing the LBO equivalence ratio, ϕLBO,

was given by Equation 21. All six factors (A through F) were found to be significant, as well as the

AC, AF, CE, EF interactions, B2, C2, D2, and F2.

This model gave deviations of 2.89%, 9.46%, and 12.46% for injectors 14, 15, and 16, respectively.

These figures do not consider the hydrogen cases (because of their nonpremixed behavior). The maxi-

mum deviations for hydrogen points were found to be 30% for injector 14, 50% for 16, and 3.69 times

higher than the measured for injector 15.

The repeatability of these results had a standard deviation of 1.45%.

(21)
ϕLBO =

[
0.2517 + 0.0627A − 0.0035B + 0.0487C + 0.0245D − 0.0323E − 0.1351F

+ 0.0381AC − 0.0171AF − 0.0102CE − 0.0077DF + 0.0102EF + 0.0085B2

+ 0.0091C2 − 0.0139D2 − 0.0184F 2
]1/0.83

However, as mentioned, the ANOVA of interest was the one done over the adiabatic flame temper-

ature. A linear regression was used to get the model, using all six main factors and the following

interactions: AB, AC, AF, CE, DF, EF, B2, C2, D2, and F2. The resulting model presented a coeffi-

cience of variance of 4.12%, R2 of 0.9720, adjusted R2 of 0.9693 and predicted R2 of 0.9654, so good

predictors overall. In order of statistical significance, according to their F-value, the highest contrib-

utors to the model would be: fuel composition (F-value: 3213.17), air splits (F-value: 994.06), air

swirl (F-value: 622.90), splits and air swirl interaction (F-value: 195.69), and pressure drop (F-value:

142.45), followed by F2, AF, EF and D2, then the preheat temperature (F-value: 19.77), and in last

term the fuel swirl (F-value: 2.56) whose p-value was higher than the chosen 0.05 but it was included

because of the hierarchy of the model.
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Figure 17a shows the clear effect of the fuel composition on the temperature of the adiabatic flame

at LBO. The greater the amount of hydrogen in the fuel composition, the lower the temperature;

therefore, the more stable the combustion. This corresponds to the wider flammability limits of the

hydrogen compared to those of the natural gas, its higher diffusivity (causing the nonpremixed behav-

ior) and the higher flame speed. Low air splits (i.e., more air bypassing the injector), air swirl (i.e.,

more vertical air flow) and pressure drop (i.e., lower air flow velocity) also increase the stability (i.e.,

decrease the AFT), while the fuel swirl barely affects it.

Another important plot to mention is Figure 17b, the interaction between the air split and the air swirl.

It can be observed that the effect of the air swirl is enhanced for higher levels of splits: when most of

the air goes through the air ports (i.e., high air split), the air swirl has a higher effect, as the majority

of the flow suffers from this geometry. If most of the air bypasses the air ports (i.e., low splits), then

the geometry of these has a reduced effect.

According to this plot, thus, lower air split are preferable to increase the stability of the flame (reduce

the AFT at LBO). Because of the reduced effect of the air swirl, either high or low levels would work,

but if any preference was to be taken, it would be lower air swirl.

These results make sense in terms of mixing: the greater the volume of swirled air (high air splits and

swirl), the greater the mixing with the fuel flowrate, and thus further from the non-premixed behavior

that increases the stability of diffusive flames.

(a) Fuel composition. (b) Air split and air swirl.

Figure 17: AFT at LBO - ANOVA factors.

The obtained model was then tested with injectors 14 to 16 to validate the conclusions. Unlike the
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observed behavior with the hydrogen cases on the ϕLBO model, the AFT is also predicted for them

with an acceptable margin of error. The average deviation for each of the three injectors was 2.18%,

4.78% and 5.87%, respectively, presenting maximums of 6.35%, 8.68%, and 14.86%.

6.1.1 Effect of confinement ratio

The previous results were all taken with a quartz liner tube of 80mm ID (inner diameter). The effect

that this confinement ratio might have on the results was tested by comparing these results versus the

behavior measured with a combustor of 47mm ID. Table 10 shows the results of the study.

Most of the cases showed deviations lower than the LBO uncertainty value (found to be ωLBO =
6.68%), so the effect of the confinement ratio was considered negligible. The two cases showing

large deviations, standards 7 and 12, correspond to the two most extreme hydrogen cases, where the

non-premixed behavior was clearly identified. Thus, the latter were considered as outliers on this

study.

Table 10: Confinement ratio effect on the LBO study.

Standard
order

80mm ID
ϕLBO

47mm ID
ϕLBO

Deviation
[%]

1 0.1864 0.1840 1.29

2 0.2173 0.2141 1.53

3 0.1549 0.1505 2.91

4 0.1762 0.1735 1.51

5 0.2507 0.2374 5.64

6 0.3135 0.2933 6.89

7 0.0822 0.0092 792.94

8 0.0975 0.0938 3.88

9 0.3419 0.3262 4.83

10 0.2559 0.2468 3.68

11 0.1080 0.1055 2.40

12 0.0813 0.0177 358.33

13 0.1997 0.1925 3.76

14 0.2013 0.1967 2.34

15 0.1997 0.1952 2.29
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6.2 Performance assessment

6.2.1 Imaging analysis

From the responses introduced previously, five were selected as potential significant characteristics to

describe the structure of the flame: the average brightness, the flame area, the heat release area, and

the leading edge and the center of gravity of the heat release area. An analysis of variance (ANOVA)

was performed for each of them, using as factors the combustion conditions and the features of the

injector geometry. To do so, just injectors 1 to 13 were used, in order to keep the last 3 injectors as

validation for the obtained models. The simplified, coded equations are shown below, using factors A

through F of Table 4 ranging from -1 to 1 according to their corresponding levels.

(22)Average brightness = 173.48 + 26.24D + 42.01E + 45.61F + 0.24G

+ 13.45DE − 4.48EG − 7.61D2 + 13.16F 2

Flame area = 547+41.22D −156.40E −111.24F +98.08G−63.53DF −110.18EG−95.81FG

(23)

(24)Heat release area = 17.17 + 5.30D + 1.06E + 12.33G + 6.26DG + 7.75EG + 7.49G2

(25)Leading edge = 1
0.1938 + 0.0466E + 0.0609F − 0.0258G

(26)Center of gravity = e2.18−0.0008D−0.2371E−0.3315F +0.1941F +0.0737D2+0.0847G2

Each of these responses presented a variability of 9.97% for brightness, 8.91% and 31.59% for the

COG and LE of the heat release area, respectively, 8.59% for the flame area and 100.25% for the heat

release area. These were calculated by averaging the deviation of the measured responses in three sets

of tests and were used to assess the computed models. The corresponding coefficients of variance for

all five responses were 7.27%, 3.15%, 19.98%, 9.79% and 24.13%, respectively, for the brightness,

COG, LE, flame area, and heat release area. Therefore, by comparing variability and coefficients of

variance, it can be concluded that the ANOVA models closely represented the responses as a function

of the factors studied.

The brightness of the flame was identified to be mainly linearly dependent on the fuel composition

F (i.e., higher contents of hydrogen) and the preheat temperature E, as shown in subsection 22,
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both increasing trends. The former was linked to the higher flame speed and diffusivity of hydrogen

compared to methane [65], which results in lower ignition times and therefore less time to mix and

higher hot spots. The effect of the preheat temperature was again linked to a decrease in the ignition

time with higher temperatures, resulting in less mixing time and a higher concentration of hot spots

[66]. The dependence of brightness on pressure drop was concave down, as shown with the second-

order component of D, and coupled with F in an interaction factor, as shown in Figure 18a. The

higher the pressure drop, the brighter the flame because of the increased air axial velocity and the

corresponding reduction in the mixing with the fuel. This increase with the pressure drop was even

more pronounced for higher hydrogen content in the fuel mixture. The plot shown in Figure 18b was

used to corroborate that the brighter the flame, the higher the NOx emissions, which makes sense with

the mixing argument used [67]; note the increasing linear trend that agrees with the results of Liu et

al. [43] (the slope and intersection of the regression vary with the combustion conditions).

(a) Fuel composition. (b) Air split and air swirl.

Figure 18: Average brightness study.

Regarding the flame area, the main contributor to the model was the preheat temperature (with a de-

creasing linear component), followed by the fuel composition (again, linearly decreasing with the

hydrogen content) and the flame temperature (increasing trend in this case). The former is in agree-

ment with the previous argument, since a more compact area was obtained due to the reduced ignition

time. Hydrogen flames were more compact than natural gas or blends, again in agreement with the

higher reactivity argument. This effect of the fuel composition was decreased at lower adiabatic flame

temperatures, since the natural gas flames were also compact at these lower AFT levels. The interac-

tion of the preheat and adiabatic flame temperatures was also significant: At low AFTs, the effect of

the preheat was reduced, whereas higher AFTs enhanced the effect of the preheat. The adiabatic flame

temperature was expected (and observed) to generally increase the flame area because of the linkage
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between the OH* chemiluminescence (images that are being analyzed) and the rate of heat release:

The higher the AFT, the higher the heat release of the flame, and therefore the more intense the OH*

chemiluminescence recordings.

The heat release area followed a pattern quite similar to that of the flame area, with some differences.

In case of the pressure drop, in this case it always increased the area, whereas for the flame area it

depended on the fuel composition (it increased the area for natural gas flames but slightly decreased it

for hydrogen flames). At higher flame temperatures, the heat release area increased with the preheat,

but it decreased at lower levels: this was inconsistent with the previous explanation for the flame area

and the discrepancy was linked to the poor repeatability of this response. Due to this latter conclusion,

the study of the heat release area was not considered a crucial response.

It is worth mentioning that, in this case, one cannot find any effect of the fuel composition. It is now

known that the fuel composition drastically affected the flame brightness, but since this response was

obtained using the maximum brightness for each particular case, the effect of the fuel was suppressed.

In terms of the center of gravity and the leading edge of the heat release area, the same main three

factors (in the same order of relevance) that were determined in the brightness study apply. The

hydrogen content made both COG and LE closer to the injector, because of the higher diffusivity of

this fuel and the decreased ignition time. The adiabatic flame temperature caused these heights to

increase, as observed with the increased flame area. An increase in the preheat temperature reduced

the heights, because of the lower ignition times: more compact, but brighter flames occurred.

6.2.2 Imaging and emissions coupling

One of the main goals of the overall project is to assess the impact of hydrogen introduction on NOx

emissions. For this reason, the current work tried to establish a relationship between the injector ge-

ometry, the combustion conditions, and the imaging responses, toward the prediction of such result. To

do so, two main methodologies were applied. First, DesignExpert software was applied to determine

the model representing NOx as a function of 20 factors:

• Injector geometry: (A) Air split, (B) Fuel swirl, (C) Air swirl.

• Combustion conditions: (D) Pressure drop, (E) Preheat temperature, (F) Fuel composition, (G)

Flame temperature.

• Imaging responses: (H) Height, (J) Width, (K) Left height, (L) Left width, (M) Right height,

(N) Right width, (O) Average brightness, (P) Maximum brightness, (Q) Flame area, (R) Heat

release area, (S) Center of gravity of the heat release area, (T) Horizontal location of center of

gravity, (U) Leading edge of the heat release area.
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Because of the expected complexity of the model, a machine learning "black box" was sought to

predict the emissions as a function of these given features or factors. Due to the reduced number of

samples (688 in total), several algorithms were tested to refine the level of accuracy, using Python.

6.2.2.1 DesignExpert model

A model with a total of 166 factors and interactions was constructed, based on a cubic process order,

selecting the terms with p-values lower than 0.05. Several data points were considered as outliers

according to the ANOVA diagnostics, and by doing so the fit statistics looked like:

• Standard deviation: 0.1538

• Coefficient of variance: 4.77 %

• R2: 0.9757

• Adjusted R2: 0.9630

• Predicted R2: 0.8530

• Adequate precision: 48.7538

The predicted and adjusted R2 were in a reasonable agreement (within 0.2 difference) according to

DesignExpert statements. The adequate precision also indicated an adequate signal-to-noise ratio.

However, the resulting model was then tested with all data points to assess its level of accuracy, and

the results were not as promising as the statistics shown above. An average error of ± 4.42 ng/J was

obtained, which represented a deviation of 37. 15% (i.e. an average accuracy of 62.85%).

This result was attributed to different sources of error: first, it was established that the emissions had

an average uncertainty of 11.1%, then the imaging responses also presented coefficients of variance

ranging up to25%, some of the imaging responses had notorious variability ranges, etc. Apart from

the responses by themselves, one has to add the statistical error coming from the model construction.

For this moderate-to-low level of accuracy and also because of the complexity of the model, some

alternatives were sought by means of machine learning algorithms. These would allow performing

simpler predictions, potentially: the 166 terms from the statistical model made it hard to deal with,

and the chances of introducing external errors by manipulating such complex equation were also

considered.

6.2.2.2 Machine Learning. Random Forest

First, a Deep Artificial Neural network was implemented. The accuracy of the model was around 50%,

a quite low result because of how the deep AAN are intended to work: they work fine when a big set
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of data (more than 50k records) is available for the learning process. For smaller data sets, supervised

machine learning models work better.

A second algorithm was tested, a random forest model. In this case, the level of accuracy was found

to be between 65 and 75%. Then, an AdaBoost regression was implemented, to end up finding levels

of accuracy around 70%. Finally, a Support Vector Machine (SVM) regression was tested, showing

an accuracy around 50%. Refer to subsection 2.4.6 for more details on these algorithms.

None of these methods has yet been refined, but just preliminary testing was performed to select one of

them for its furthest development. Due to its higher initial performance, the Random Forest algorithm

was chosen for this study case.

It is worth mentioning that up to this point, the machine learning algorithms just included the com-

bustion conditions and the imaging responses introduced earlier. Even with this reduced set of factors,

some of them actually performed better than the DesignExpert model. The following optimization of

the Random Forest algorithm included the injector geometric parameters as factors, as did the previous

statistical model.

After some iterations looking for a more accurate model, the following Random Forest algorithm

was employed using Python’s library Pandas: the label or target variable was the NOx emissions, in

ng/J, and the features were those described at the beginning of the section (the 3 injector parameters,

4 combustion conditions, and 13 imaging responses). A k-fold cross-validation method was used,

with k = 10, to optimize data usage by having such a reduced data set in terms of machine learning

algorithms. Therefore, all 16 injectors could be used for model construction and testing.

An iterative process was performed to select the most suitable number of estimators (or number of

decision trees), by testing 1, 10, 100 and 500, to end up finding that one hundred was performing

the best, closely followed by five hundreds. The accuracy achieved was around 78%. This was

considerably better than the statistical model found using DesignExpert software and quite accurate

for the limits imposed by the data variability.

According to the typical Random Forest Regressor parameters,

• R2 Training Score: 0.96

• OOB Score: 0.75

• R2 Validation Score: 0.61

the model shows some overfitting, since the OOB and the validation set perform much worse than the

training set. The R2 scores indicate how well the model fits the data, whereas the OOB (out-of-bag)

error is a measurement of the properly predicted samples in the validation set.
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With the model defined, the features importances were computed, in order to see how each of the fac-

tors or features impact on the final prediction. Using the proper Python’s libraries, the following plot

was obtained (see Figure 19): each bar represents how much the feature contributes to the response,

being the sum of all 21 bars equal to 1. One can rapidly observe the huge importance of the brightness

on the NOx predictions, as it was highlighted in Figure 18b: both the maximum and average responses

are highly related with the NOx emissions (contributing 21.36% and 15.46%, respectively, to the pre-

diction), but for normalization purposes the average was selected for the previous, more detailed study,

rather than just the maximum value (which could just occur on an insignificant portion of the flame).

Both the center of gravity and the leading edge of the heat release area also had a significant impor-

tance on the prediction (9.92 and 8.87% importances, respectively), so their previous detailed study is

therefore justified. From the testing conditions, one can see how the pressure drop (PD) predominated

over the rest, with a contribution of 8.32% to the final prediction. Finally, the air split was the most

relevant feature from the injector’s geometry, with a 4.09% contribution.

Figure 19: Features importances of the Random Forest algorithm.

For a given sample, apart from the features importances, one could also get how each of the features

contribute to the prediction value. Figure 20 shown an example for a data point prediction, of an

injector with air split, fuel swirl and air swirl mid-levels, and a prediction yielding to 8.69 ng/J of

NOx emissions. This plot also shown the greater importance of the pressure drop and the brightness
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of the flame, representing if the feature makes the predicted value to increase or decrease.

A machine learning algorithm is typically referred as a "black box" with a series of inputs and a given

output, without being the end-user fully aware of how it is working towards the obtained prediction.

This plot, at least, gives a sense of how each of the features contribute to such output. It has a base

component, which would act like an offset, and then each feature contributes adding or subtracting a

certain amount to it: by adding each contribution to the base, one finally gets the prediction.

Figure 20: Features contributions for a sample.

Taking advantage of this features contributions set of information, an optimization process was sought

to find the best-performing injector geometry. The overall idea was to compute the average contribu-

tion of each level (low, mid and high) for each injector factor (air split, fuel swirl, air swirl) towards

the NOx formation, and thus select the level with lower emissions. Table 11 shows the average contri-

bution of each of the factors of the injector, towards the NOx emissions predictions. It can be observed

that, in order to get the lower emissions, high levels of air split and air swirl are preferred, whereas low

levels of fuel swirl are desired. This same conclusion was extracted from the emissions optimization

study performed in [67], which reinforces the accuracy of the used algorithm.

Table 11: Average contributions to the NOx emissions by each injector’s factor.

Injector factor Low level Mid-level High level
Air split 16.36 -9.63 -13.95

Fuel swirl -0.79 0.03 0.76

Air swirl 0.98 4.34 -6.25

6.2.3 Imaging, emissions and LBO coupling

Seeking an improvement on the machine learning algorithm, the results from the stability study were

included into the model. Equivalently to Equation 21, Equation 27 shows the coded equation for the
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adiabatic flame temperature at the lean blow-off as a function of the splits (A), fuel swirl (B), air swirl

(C), pressure drop (D), preheat temperature (E) and fuel composition (F).

(27)AFTLBO = 1069.95 + 130.81A − 6.59B + 102.56C + 52.98D + 19.59E

− 261.51F − 13.82AB + 90.56AC − 30.87AF − 21.35CE

− 17.38DF + 29.38EF + 17.14B2 + 13.68C2 − 29.41D2 − 38.71F 2

This equation was then used to compute the AFTLBO for each of the test points from the performance

testing. Therefore, an extra factor or feature could be included into the predictive model.

The same Random Forest algorithm was used, being this extra feature the only difference with the

previously described algorithm. No improvement was observed in terms of the obtained accuracy,

again being around an 78%. This conclusion is reasonable, since the LBO model actually depends on

some of the features that the machine learning algorithm already incorporated, so it is not introducing

any extra information that can be used to predict the emissions. Therefore, coupling the LBO data into

the imaging and emissions model is not increasing the performance of the prediction.
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Summary, Conclusions and Next steps

7.1 Summary

The sixteen injectors were able to operate on natural gas, hydrogen, and any fuel blend in between,

showing a solid design concept and appropriate adaptation from the previous model. Hydrogen had

a lower lean blow-out limit, as originally expected because of its wider flammability limit. A clear

difference was observed in the spectrum of lean hydrogen combustion flames with respect to natural

gas, which enhanced the need for imaging studies of such reactions.

Because of the weak visible spectrum of hydrogen combustion flames, OH* chemiluminescence was

selected as the reference imaging technique for this study. Furthermore, since this emission is linked

to exothermic reactions, it is a good index of the rate of heat release, and so it can be used as a

flame front indicator. The imaging parameters can be kept constant, so direct comparison is facilitated

between the wide variability of the flames. The flame brightness of the UV-spectrum images was

directly correlated with the NOx emissions, so it was a convenient representative response image for

the later coupling between the imaging and emissions. Other responses such as the size of the flame

and the spatial location of the heat release area were also determined as significant.

As reflected in the correlation between the flame brightness and NOx emissions, the maximum and

average brightness of the flame were the two responses with a higher impact on the prediction: the

linear increasing trend of NOx as a function of OH* brightness from the literature was confirmed in

this study. They were followed by the location of the heat release area, thus supporting the argument

that has been used linking this vertical location with the level of mix of air and fuel: the closer the

flame to the injector, the lower the mixing time, and therefore the greater the emissions. In terms of

the combustion conditions and injector geometry, the pressure drop and air split were predominant,

respectively, because of the detrimental effect of the air axial velocity on the mixing (and therefore the

NOx emissions) and the improvement of the mixing with the inner air.

A machine learning random forest algorithm was constructed using the injector geometry, combustion

conditions, and imaging responses as input features. This model predicted NOx emissions as output,

with an overall accuracy of about 78%. The introduction of the injector’s LBO limits did not add any

significant improvement to the model, since this was a dependent variable on the rest of inputs.
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7.2 Conclusions

The goals or research questions established in the Introduction are listed and answered here.

1. Assessment of the lean blow-out limits of the different injectors, operating under a range of

combustion conditions, and their effect on the injector performance.

(a) Can the supplied injectors operate on 100% hydrogen fuels?

All 16 injectors were tested in 100% hydrogen conditions, and all showed their capabili-

ties in such fuel operation. Therefore, it can be concluded that Collins Aerospace did an

outstanding job of deriving the gas injectors from the original liquid injection concept.

This fact allowed the incorporation of the whole set of hardware into the performance

testing.

Not as a determinant factor, but the OH* imaging allowed to assess some critical behavior

from the hydrogen reactions when reaching the LBO limit.

(b) How is the injector geometry affecting the stability of the combustion?

The stability of the combustion was analyzed in terms of the adiabatic flame temperature

at which the LBO occurred.

Both air split and air swirl had a relevant impact on the LBO performance of the injector,

and so did their interaction. Higher levels of either factor increased the flame temperature

at the LBO, which implies a reduction of the lower stability limit: Low levels of air split

and air swirl were preferred to enhance the LBO stability. However, their interaction

stated that the effect of the air swirl was highly dependent on the air split: for low air

splits (i.e., less air flowing through the interior passages), the significance of the air swirl

(i.e., the inclination angle of the air passages) was minimum, which makes sense as less

air is affected by it. However, for high air splits, the detrimental effect of increasing the

air swirl had a major impact.

However, even though the statistical p-value of the fuel swirl stated that it was not a

significant factor for the model, it had to be included in the model to ensure the hierarchy.

Therefore, its effect on the LBO stability could be considered as negligible.

(c) How are the operating conditions affecting the stability of the combustion?

The fuel composition was the most significant factor of the six studied (three times more

than the second, according to its statistical F-value). The higher the hydrogen content on

the fuel, the lower the flame temperature at LBO, so the more stable the lean combustion.

However, this fact was also associated to the nonpremixed behavior that some hydrogen
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data points experienced, which allowed the diffusive flames to last longer compared to

the natural gas scenarios. This was linked to the higher reactivity of the hydrogen, as well

as its wider flammability limits and higher flame speed.

The pressure drop also had a significant effect on LBO: Low levels (i.e., lower air flow

velocities) were preferred to increase stability. On the other hand, the preheat temperature

had a reduced effect on this response, its F-value being two orders of magnitude lower

than the fuel composition.

(d) Can a model be extracted to explain, or predict the stability behavior based on the testing

factors?

Yes, a model was derived from the statistical analysis of variance using the first 13 injec-

tors, and then it was evaluated with the additional 3. The adiabatic flame temperature at

the LBO limit could be predicted for all the studied cases within an acceptable margin of

error, even for hydrogen cases showing a non-premixed behavior. The average deviation

for each of the three tested injectors was 2.18%, 4.78% and 5.87%, respectively, showing

maximum deviations of 6.35%, 8.68% and 14.86%.

2. Characterization of the reaction flames by means of different imaging techniques.

(a) Find an imaging technique that can be used to record the wide variability of flames that

result from the testing design.

Because of the reduced visibility of the hydrogen flames, the OH* chemiluminescence

was used to describe all the testing conditions. Camera parameters were fixed through-

out the testing matrix to facilitate direct comparison between cases, selecting values that

allowed visualization of all cases.

A different technique was also tested, the z-type schlieren. However, due to (1) the limited

visibility window caused by the post holding the flat windows, (2) the elevated heating of

the metallic posts, (3) the noise created by the quartz windows, and (4) the high sensitivity

of the schlieren imaging to the heat release, it was not used for the quantitative analysis

of the flames.

(b) Determine the representative imaging responses to characterize the flames.

From the different imaging responses that were extracted from each frame, its was con-

cluded that the average brightness was a good flame characterization. This was mainly

associated to the direct link between the OH* chemiluminescence intensity and the rate

of heat release, so capturing the average luminosity of the flame could give a preliminary

understanding of the level of heat release of the flame.
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The overall flame area was also selected as a representative response. Although the de-

fined heat release area was not considered significant due to its wide variability (reduced

repeatability), its characterization by means of the center of gravity (i.e., the geometric

center) and leading edge (i.e., the closest point to the injector) was remarkable.

(c) What are the factors that affect the selected imaging responses and how do they change

them?

The average brightness was mainly affected by the fuel composition and the preheat tem-

perature. Both factors presented increasing linear trends: The higher the hydrogen con-

tent and the preheat temperatures, the brighter the flame. The former can be linked to the

higher flame speed and diffusivity of this fuel, resulting in lower ignition times and the

corresponding decrease in mixing time. The latter comes with the decrease in ignition

time with higher temperatures, as stated in the literature. Higher pressure drops also in-

creased the average brightness of the flame because of the decreased mixing time because

the air had a greater axial speed: the increase was quadratic and specially pronounced for

higher contents of hydrogen. The adiabatic flame temperature had a minor effect on this

response.

The flame area was mainly characterized by the preheat temperature (decreasing linear

component), the fuel composition (decreasing linear component), and the adiabatic flame

temperature (increasing linear component). The interactions between the preheat tem-

perature and the adiabatic flame temperature, and between the fuel composition and the

adiabatic flame temperature, were also remarkable for the model construction. The pres-

sure drop was also significant to the response, although with a less intense component.

The leading edge was dependent on the preheat temperature, the fuel composition, and

the adiabatic flame temperature. The pressure drop was not significant for this response.

Finally, the center of gravity was again dependent on the preheat temperature, the fuel

composition, and the adiabatic flame temperature. The pressure drop had a slight signifi-

cance with a quadratic term but was an order of magnitude lower than the previous three

factors.

3. Is it possible to predict the NOx emissions based on the injector factors and their LBO stability,

the operating conditions and the imaging study of the flames?

The recorded NOx emissions were compared to two different approaches for their prediction.

First, an ANOVA model with injector factors, operating conditions, and all OH* chemilumi-

nescence imaging responses was constructed. Then, with a machine learning, random forest

algorithm.
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The ANOVA resulted in an accuracy of 62.85%, with an average deviation of ±4.42 ng/J. This

was achieved with a complex model, composed of 166 terms up to cubic terms with p-values

lower than 0.05.

On the other hand, the random forest algorithm was improved to a precision of almost 80%. This

was a promising result considering the variability of both the recorded emissions (established to

be around an 11%) and the imaging responses used.

This model concluded that the optimal injector factors to decrease NOx emissions were high

levels of air split and air swirl, and low levels of fuel swirl (even though the latter was not as

important as the first two). This conclusion was also extracted from the emissions study itself.

Regarding the LBO stability of the injectors, since it was characterized by using the same factors

that were later used as features for the predictive models, no extra value was added.

(a) What are the most relevant imaging responses to this correlation?

The most significant responses to the machine learning correlation were both the max-

imum and average brightness of the flame. This was in agreement with the correlation

between NOx emissions and OH* chemiluminescence, established in the literature and

corroborated in the current study. The center of gravity of the heat release area was also

relevant for the prediction of the NOx emissions as well as its leading edge. Regarding

the injector geometry, air split was predominant, followed by air swirl. The fuel swirl

had a minor effect. Finally, in terms of combustion conditions, the pressure drop was

predominant, followed by the preheat and adiabatic flame temperatures.

7.3 Recommendations

As future steps for the imaging characterization of the reaction flames, it could be considered to further

develop the schlieren technique for round cylinders. There are some studies in the literature that

implemented some corrections to avoid the interference created by the rounded surface, but because

of their complexity and the available alternatives, they were not further considered.

Alternatively, other cameras or imaging techniques could be used, such as a CMOS camera with

an intensifier. This could be focused on the comparison with the novel Dynacolor model that was

tested. It would be great to show this comparison between these two models and see if the quality

improvement is worth the price difference (being the Dynacolor camera that was used 10 times cheaper

than the other reference).

Collins Aerospace was given the guidelines found at UCI, and is going to design and manufacture

two other injectors varying the levels of the used factors on the desired trend lines, to see if they
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perform as expected (even better than those tested). Therefore, the constructed models will be tested

by predicting the emissions with the new set of data. To do so, OH* chemiluminescence images are

going to be taken for each configuration and test with the same parameters that were used in the current

effort.

Finally, in order to establish a baseline for hydrogen emissions similar to the Leonard and Stegmaier’s

for natural gas, a premixer is set to be designed and tested for conditions similar to those exposed

here. Some of the arguments for the higher emissions of hydrogen compared to natural gas were

based on the level of mixedness; therefore, to support them, the combustion conditions are intended to

be replicated but adding a premixing region before combustion. To support the mixedness argument

that has been used during this study and the corresponding published papers, OH* chemiluminescence

imaging is going to be processed to determine if the premixed flames are less bright than those that

are not premixed and if their heat release area is closer to the injector.
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