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EPIGRAPH

It’s a dangerous business, Frodo, going out your door. You step onto the road, and

if you don’t keep your feet, there’s no knowing where you might be swept off to.
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Those who set off never to rest, shall never tire.
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ABSTRACT OF THE DISSERTATION

From Microbial Communities to Human Cancer:
Methods for Exploring Diversity Across Varying Levels of Biological

Organization

by

Doruk Beyter

Doctor of Philosophy in Computer Science

University of California, San Diego, 2017

Professor Vineet Bafna, Chair
Professor Jonathan B. Shurin, Co-Chair

Biological diversity can be defined as the total variation of life across levels of

biological organization from genes/cells to communities/ecosystems. Exploiting the

observed diversity can be of vital interest for environmental, or clinical applications

as it may translate into improved responses in community management or patient

treatment. Advancements in biological data acquisition technologies such as next-

generation sequencing, tandem mass spectrometry or cell imaging enabled scientists

explore diversity in complex samples. The high volume of data, however, created

xvi



the need for efficient and sensitive computational techniques, to perform useful

analyses. In this dissertation, I present three studies, where we explore the presence

and the level of biological diversity together with the computational tools and

analyses developed for three different data modalities.

First, I describe our computational analysis of the bacterial small subunit

rRNA (16S) and the eukaryotic internal transcribed spacer 2 (ITS2) sequencing

data of industrial scale open algae ponds, where we explored the associations of

community composition and ecosystem variables, over a year. We found that

periods of high eukaryotic diversity were associated with high and more stable

biomass productivity.

Second, I present ProteoStorm, our computational workflow on performing

efficient and sensitive peptide identifications of metaproteomics samples on massive

microbial protein databases. Our approach focuses on efficiently reducing the set

of candidate peptides for each spectrum, thus obtaining 100 to 1000-fold speedup

at the expense of minimal sensitivity. Our re-analysis of urinary tract infection

datasets using a comprehensive database, identified bacteria genera previously

unknown to be associated with said samples.

Last, I present our study on the landscape of extrachromosomal DNA

(ecDNA) in human cancer, where we employed whole-genome sequencing, structural

modelling and cytogenetic analyses of 17 different cancer types, including metaphase

of 2, 572 dividing cells. I focus on the exploration of the presence and diversity

of ecDNA in tumor cells, which we conducted using ECdetect, an image anaysis

software I developed. We discovered that ecDNA was found in nearly half of human

cancers, and was almost never found in normal cells. Using ECdetect, we were also

able to provide estimations on the ecDNA count diversity in tumor cell lines.

xvii



Chapter 1

Introduction

Biological diversity can be defined as the total variation of life across levels

of biological organization from genes/cells to communities/ecosystems. Exploiting

the observed diversity can be of vital interest for environmental, or clinical appli-

cations as it may translate into improved responses in community management,

more extensive information regarding environmental concerns such as declining

species, and the reasons behind them, monitoring for pre-emptive virulence patterns

over the globe to prevent epidemics, or simply more targeted approaches during

patient treatment. The ever-advancing data collection technologies are continuously

producing more data, demanding for more efficient and sensitive computational

techniques for comprehensive analyses. This phenomenon is especially pronounced

in environments with high potential variation and diversity, as high volumes of

data are of special interest in order to detect all variations, common and rare, in a

deluge of possibilities.

In this dissertation, I present three studies, where we explore the presence

and the level of biological diversity together with the computational tools and

analyses developed for three different data modalities. I would like to present some

1
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background and overview in advance, to help the reader.

1.1 Estimating diversity using marker gene se-

quencing

The staggering speed observed in genomic technologies in the last decade

enabled access to high-throughput in a quick and low-cost fashion. Although

particularly in multi-species environment sampling studies, traditional approaches

including microscopy cell counting, or species culturing are still in use in various

settings (e.g., clinical) their low-throughput, labor and time intensive nature, and

potential low efficacy is paving the way for the more large scale use of genomic

technologies, where information about highly complex environments can be deduced

not only in highly practical time frames, but also more accurately.

Open algae ponds, for instance, can be a prime example for a managed

ecosystem where constant interaction between three kingdoms (Viridiplantae, Bacte-

ria, and Fungi) is observed – all regulated/affected by the environmental conditions

(ecosystem variables) that the ponds are not concealed from. Marker gene (e.g.

16S, 18S, ITS2, ... etc) sequencing technologies are specifically geared towards

exploiting the universal existence of “fingerprinting” genes that can be used for

identification purposes. Using such technologies, the understanding of the content,

behavior, and interaction of highly complex communities, can merely be reduced to

assigning the fingerprints to the correct donors. Altough marker genes may not be

able to provide a final answer on either diversity, or presence, it can safely provide

valuable comparative information accross analyzed samples via seeking convergence

patterns in incrementally subsampled data in larger and larger sizes.

In chapter 2, I describe our computational analysis of the bacterial small sub-
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unit rRNA (16S) and the eukaryotic internal transcribed spacer 2 (ITS2) sequencing

data in industrial scale open algae ponds, where we explored the associations of

community composition and ecosystem variables, over a year. We found that

periods of high eukaryotic diversity were associated with high and more stable

biomass productivity, when controlled for temperature. In addition, bacteria and

eukaryotic diversity were inversely correlated over time, possibly due to their oppo-

site response to temperature. Although the addition of temperature as a potential

confounding factor has not had a loss of significance in the relationship between

diversity and productivity, in the relationship between bacteria and eukaryotic

diversity, temperature alone was enough to explain this behavior. Our results have

indicated that maintaining diverse communities may be essential to engineering

stable and productive bioenergy ecosystems using micro-organisms.

1.2 Searching for peptide needles in particularly

large protein haystacks

Genomic technologies such as marker gene sequencing or shotgun (meta)

genomics can be highly effective in estimating the content or potential expression

and available function by setting the universe of all available genes in the analyzed

samples; however, it is via transcriptomics and proteomics that context-specific

expression and function can be learned. Proteomics, specifically, since it can reveal

the final product of mRNA, can achieve additional context and information that

cannot be obtained in transcriptomics studies.

High throughput tandem mass spectrometry (MS/MS), similar to marker

gene sequencing or shotgun genomics enabled comprehensive studies without the

focus on single proteins, genes, or other entities of interest. In a multi-species
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context, the high throughput nature of MS/MS renders functional information

at scale, from regardless how complex the environment of interest can be. This

benefit, however, also presents its own challenges in extracting useful information,

particularly in higher complexity and data-intensive settings. In a metaproteomics

setting, for instance, where spectra are obtained from a large list of different and

most usually unknown set of organisms, a common technique will be searching the

spectra against a protein database [ESCT11] consisted of the suspected species,

called “database search”. Whether extra genomic data is provided alongside the

proteomic data or not; in highly complex samples, or sample cohorts, using a

large search database will be necessary for comprehensive analyses. This necessity,

further creates computational challenges by requiring either prohibiting memory

requirements or impractical time frames using conventional search engines.

In chapter 3, I present ProteoStorm, our computational workflow on per-

forming efficient and sensitive peptide identifications of metaproteomics samples on

massive microbial protein databases. Our approach focuses on efficiently reducing

the set of candidate peptides for each spectrum, thus obtaining 100 to 1000-fold

speedup at the expense of minimal sensitivity on tested data. Most importantly,

our re-analysis of urinary tract infection datasets using a comprehensive database,

identified bacteria genera previously unknown to be associated with said samples.

1.3 The landscape of extrachromosomal DNA

(ecDNA) in cancer

Circular extrachromosomal DNA as free standing DNA loops in cancer cells,

although long known of [BSH63], were yet rarely understood, or have not been

accurately characterized/cataloged due to their potential low overall prevalence,
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therefore difficult detection. More recently, previous work [FML+11, MJM16,

SSG+13] on their prevalence have indicated very low overall occurrence (1.4%),

or elevated (31.7%) occurrence on samples analyzed specific to neuroblastoma.

Although next generation sequencing (NGS) techniques can be an effective tool in

analyzing the content of genes, localizing DNA material as extrachromosomal has

been out of the capabilities of such technologies. Extensive microscopy imaging,

however, at relatively high numbers for each sample analyzed, has proven to be a

useful approach in deciphering/estimating the presence of ecDNA in cancer.

The high overlap of several extrachromosomally amplified genes with known

oncogenes rendered the ecDNA a functioning mechanism rather than a mere

structural oddity.

Most importantly, however, following the localization (thus the counting) of

ecDNA, the heterogeneity (i.e. diversity in counts) in ecDNA counts has been of

particular intrigue due to its providing of the raw material for a suspected evolution

of subject cell lines.

In chapter 4, I present our study on the landscape of extrachromosomal

DNA (ecDNA) in human cancer, where we employed whole-genome sequencing,

structural modelling and cytogenetic analyses of 17 different cancer types, including

metaphase of 2,572 dividing cells. I will focus on the exploration of the presence

and diversity of ecDNA in tumor cells, which we conducted using ECdetect, an

image analysis software I developed. We discovered that ecDNA was found in

nearly half of human cancers, and was almost never found in normal cells. Using

ECdetect, we were also able to provide estimations on the ecDNA count diversity

in tumor cell lines.



Chapter 2

Diversity, Productivity, and

Stability of an Industrial

Microbial Ecosystem

2.1 Abstract

Managing ecosystems to maintain biodiversity may be one approach to

insuring their dynamic stability, productivity, and delivery of vital services. The

applicability of this approach to industrial ecosystems that harness the metabolic

activities of microbes has been proposed but never been tested at relevant scales.

We used a tag-sequencing approach of bacterial small subunit rRNA (16S) genes

and eukaryotic ITS2 to measuring taxonomic composition and diversity of bacteria

and eukaryotes in an open pond managed for bioenergy production by micro-algae

over a year. Periods of high eukaryotic diversity were associated with high and

more stable biomass productivity. In addition, bacteria and eukaryotic diversity

were inversely correlated over time, possibly due to their opposite response to

6
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temperature. The results indicate that maintaining diverse communities may be

essential to engineering stable and productive bioenergy ecosystems using micro-

organisms.

2.2 Introduction

Microalgae are one of the most productive photosynthetic organisms on

the planet, using sunlight to convert CO2 and nutrients into biomass which can

be used to generate products ranging from high value chemicals such as pigments

or nutritional oils to commodities such as protein and biofuels. They can be

cultivated on agricultural scales in open ponds using non-arable land and non-

potable water, and as such are attractive candidates for the production of low cost

biomass [SDBR98, Wal09]. A large limiting factor for reliable low cost biomass

production in open ponds is contamination [Cha93,Ric04,Tre04,STHS+08,Shi04].

Managing biological contamination is costly and while it has been achieved in open

ponds for the production of high value algae biomass [Lee01, BM13], managing

algae stably in open ponds for the production of low cost algae biomass remains

challenging [RCZB+09].

Agricultural pesticides or chemicals have been deployed to mitigate the chal-

lenges of contamination in algal production systems [MBB+13,ZR13,WR09,LHK83].

Approaches to managing contamination using precepts from ecology have been

suggested as a viable low cost alternative [SAD+13,KAS12].This perspective is in-

formed by the idea that traits that determine fitness are not independent and often

experience tradeoffs [SAD+13]. For instance, Shurin et al. [SMA14] showed that

species that are good N and P competitors generally grow poorly at low light levels.

Tradeoffs between other ecologically important functions have also been shown
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among algal taxa [LK08]. These tradeoffs can give rise to negative associations

between fitness under different conditions or abilities to perform functions such

as compete for resources or resist consumers [Chi92,LKSF07,EKL11]. Tradeoffs

also imply that in heterogeneous environments open to invaders, maintaining a

stable monoculture will be challenging or impossible. In contrast, poly-cultures

or ecosystems may be more stable and productive than monocultures [CSD+06].

This assertion has been validated in natural and constructed algal assemblages,

where increasing diversity was associated with higher productivity [SGHS12]. Other

experiments have indicated that assemblages of algae are more efficient at taking

up nutrients and resisting invasion than monocultures [SAD+13], however, more

basic research is needed to determine if consortia are a viable option for algae

biomass production at industrial scales. Open ponds are very distinct from natural

environments experienced by most strains of algae, where they encounter nutrient

limitation, consumers and pathogens, sinking, and fluctuating environmental condi-

tions. Whether algae in the nutrient replete and highly productive environments of

managed open ponds follow the same patterns observed in natural communities

and lab experiments is still an open question.

In this study, we monitored the bacteria and eukaryotic composition of

an algae pond managed to optimize biomass productivity over the course of a

year. We used 16S and ITS2 (Internal Transcribed Spacer 2) Ion Torrent Personal

Genome Machine (PGM) tag-sequencing to assess the bacteria and eukaryotic

taxonomic composition and diversity of the pond. We simultaneously monitored a

number of aspects of ecosystem structure and function (e.g. nitrate, phosphate, dry

weight, fluorescence) to examine the intra- and inter- relationships of ecosystem

structure with genomic composition, particularly between microbial diversity and

biomass productivity. We asked whether the positive relationships among diversity,
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stability and productivity observed in natural and experimental communities

of algae were also seen in an engineered environment managed for bioenergy

production. Our study seeks to establish the applicability of ecological principles to

industrial ecosystems at scales relevant to production of biomass to generate energy

or specialized products. Based on ecological theory [PSA+08, SGHS12, SAD+13,

SMA14], we expect that periods of high taxonomic diversity should be associated

with high and more stable biomass production.

2.3 Material and methods

2.3.1 Pond data collection

The algae were grown in a dirt-lined half acre pond on the Las Cruces, New

Mexico, Test Site of Sapphire Energy Incorporated. The pond was filled with water

on June 2011, became colonized by green algae and nutrients were added. The pond

had a volume of 400 000 liters and was circulated via a pump at an average speed

of 10cm/s. The maximum depth of the pond was 30cm. The pH of the pond was

maintained at 9 via the addition of CO2, and biomass was maintained between 0.4

and 0.8g/L, by harvesting (see Figure A.1 for harvest data and biomass). The media,

i.e. initial concentrations of the pond, was made up of a salt component to simulate

a possible commercial level total dissolved solids (TDS) and salt composition of

water not suitable for most agricultural practices. The composition of the media

on a liter basis are 3.675g NaHCO3, 4.766g Na2SO4, 0.490g KCl, 1.090g NaCl,

0.518g MgSO4-7H2O, 0.146g NaF. The nutrient component of this media on a

liter basis is comprised of urea 0.3g, 8.5% H3PO4 (v/v) 0.344mL, trace 0.06mL

(1g sodium EDTA, 0.194g ferric chloride, 0.072g manganese chloride, 0.021g zinc

chloride, 0.013g sodium molybdate, and 0.004g cobalt (II) chloride into 1 L DI H2O,
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sterilized using a Corning 0.22mM filter system and Fe 0.024mL (per liter - versene

powder 336.3g and ferix-3 100g). Nutrient addition such as urea, NH4, NO3, and

PO4 was performed to maintain the initial state of the pond media, a N level of 100

ppm, and PO4 level of 40ppm (see Figures A.2 and A.3 for N and PO4 addition

data, together with measured urea and PO4 levels). The pond was treated on four

separate occasions (days 152, 168, 177, and 190) with two commercial fungicides to

address a decline in biomass that was suspected to be the result of fungal pathogen

outbreak. The active ingredients in the fungicides applied were Fluazinam and

Pyraclostrobin. 1 ppm of Fluazinam was applied on days 152, 177, and 190; and

1 ppm of Pyraclostrobin on day 168. McBride et al. [MBB+12] shows the effect

of Fluazinam, and Pyraclostrobin on uncontaminated and contaminated algae for

various dosage levels, including 1ppm, by observing the culture density (OD 750

nm). According to the study, Fluazinam has a microalgae toxicity for doses greater

than 7.5ppm, and Pyroclostrobin for doses greater than 15ppm. Indeed, results in

cited document demonstrate higher optical density values at applications of 1ppm

doses of Fluazinam or Pyroclostrobin in contaminated algae, whereas these doses

show no visible adverse effects to the optical density values on uncontaminated

algae [MBB+12].

The pond was regularly monitored for a number of parameters, referred to as

“pond ecosystem values” in this paper. Standard measurements such as temperature,

pH, OD750, OD560, fluorescence 430/685nm, fluorescence 363/685nm, fluorescence

590/650nm, fluorescence 450/685nm, pond volume, Fv/Fm (PAM), dry weight g/L,

alkalinity, NH4, urea, NO3, NO2, PO4, and harvest volume data were collected. OD

and florescence were collected on a SpectraMax plate reader (Molecular devices,

Sunnyvale, CA). PAM measures were collected using a PAM Fluorometer (Walz,

Effeltrich, Germany). Alkalinity was measured on a TitroLine (Si-Analytics, Mainz,
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Germany), NH4 and urea were measured using colometric assays (Sapphire Energy

assay, similar to Seal Analytical, Mequon, Wisconsin), NO3, NO2, and PO4 were

measured using an iron chromatography (IC). Dry weight was collected using

standard techniques [ZL97].

Approximately every seven days a biological sample was collected from the

pond in a 50 mL tube. Samples were taken at a depth of around 15cm from the same

location of the pond, which was near its southwest corner. The sample was flash

frozen in liquid nitrogen within 4 hours (maximum duration) of collection and stored

at −80◦C until processed for this evaluation. Most samples were collected within 1

hour. Although the maximum duration could have skewed some prokaryotic relative

abundance data, Cuthbertson et al. [CRW+14] present an acceptable window of up

to 12 hours without significant divergence in bacterial community, though suggests

within 1 hour collection as optimal window, as was performed in most of our

samples.

The first tag-sequencing sample used in this project corresponds to November

2011.

2.3.2 Sample Sequencing

The PCR amplified products of 16S and ITS2 (see “DNA preparation”

in Supplementary Methods) were applied for bi-directional sequencing using Ion

Torrent PGM following a modified protocol of “Long Amplicon (400bp) Libraries

using a modified long reads Ion XpressTM Plus Fragment Library Kit” (Life

Technologies, Carlsbad, CA - Ion Torrent Community website). Briefly, PCR

products that contained a phosphate at 5′ end of each strand were directly ligated

to a pair of Ion adaptors, P1 (universal) and A (barcoding) provided in the kit.

The 34 samples derived from 16S gene PCR were ligated to Ion barcode-1 to -34
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respectively, while the 34 samples derived from ITS2 gene PCR were ligated to Ion

barcode-37 to -70 respectively in a 96-well plate. The ligation was performed in

a 25µL reaction containing 50-100ng PCR sample, 2µL Ligation Buffer (5x), 1µL

dNTP (10mM), 1µL DNA ligase (5 units/µL), 2µL Nick Repair Polymerase, 1µL

Adaptor P1 and 1µL of barcoding adaptor A, incubated for 15 minutes at 15◦C,

and 5 minutes at 72◦C. After clean up and size selection using “Magnetic Bead

Cleanup Module” (Life Technologies), the ligated samples were pooled together

and PCR amplified in 110µL of reaction containing 100µL HiFi Platinum®Taq

Supermix (Life Technologies), 5µL P1 and A primer mix and 5µL of pooled samples,

under the condition of initial 95◦C for 5 minutes followed by 8 cycles of 95◦C for

15 seconds, 58◦C for 15 seconds and 70◦C for 1 minute. After clean-up, the PCR

product was quantified by qPCR. The multiple emulsion PCRs were performed to

generate template-positive Ion Sphere Particles (ISPs) following the protocol of Ion

OneTouchTM 2 System using Template OT2 400 kit (Life Technologies). About 25

to 30 million template-positive ISPs were loaded to each Ion PGM 318 chip. For

16S genes, three chips were sequenced on PGM; while for ITS2 genes, four chips

were sequenced on PGM. The FASTQ files from Torrent Server were downloaded

and used for downstream data processing.

2.3.3 Sequence analysis

Our ITS2 Ion Torrent PGM data contained an abundance of algal se-

quences. While OTU-based sequence analysis approaches are widely used and

provide pipelines for 16S or fungal-only ITS data in determining sample composi-

tion, they are not readily available for ITS data from other eukaryotic taxa. e.g.

green algae. Grattepanche et al. [GSMK14] suggest that the cutoffs applied in

OTU-based analyses are taxon-dependent, and that tools developed for bacterial
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studies (16S data analysis) are not directly applicable for all eukaryotic species (see

Supplementary Methods for further discussion). Therefore, we mapped the 16S

and ITS2 reads onto selected databases after applying certain quality controls. We

also compared the results of our 16S mapping results to an OTU-based approach

(see Supplementary Methods) for validation purposes. We obtained Mantel test

r-statistics of 0.99, 0.98, 0.94, 0.94, 0.91 with P = 0.001 for 999 repetitions, for ranks

phylum, class, order, family, and genus, respectively. Diversity results from both

approaches had a Pearson R = 0.96 with P = 2.60 · 10−14. Therefore, we confirm

that the taxonomic relative abundance and diversity results in both approaches are

highly similar.

In the three chips used for 16S sequencing, we obtained 1.6, 3.8, and 4.4

million reads, while the four ITS2 chips resulted in 3.7, 4.7, 4.6, and 3.7 million

reads, respectively (see Figures A.4, A.5, and A.6 for read length distributions). In

order to estimate sample compositions and associated taxonomic information, we

mapped our reads to the following databases: for 16S data, we used the GreenGenes

16S sequence database (version May 2013, 1.3 million sequences) [DHL+06], and

for ITS2 data, we constructed a custom database from NCBI [NCB15a] using

the keywords “ITS2” or “internal trancscribed spacer” for sequences with length

smaller than 100, 000 under the “Nucleotide” database section, which resulted

in 1.1 million sequences. For mapping purposes, we used the alignment software

TMAP [NH15b], optimized to deal with variable read lengths, and Ion Torrent

specific error profiles [NH15a]. See Supplementary Methods for detailed usage of

TMAP. We filtered any read having length shorter than 50 nucleotides, and an

error rate higher than 2.0 for 16S reads, and 4.0 for ITS reads, due to their longer

average size compared to 16S (see Figure A.6). We accepted any mapping that

breached a query coverage of 70% and percent identity of 95% per hit, as applied by
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“16S Ribosomal RNA Reference Sequence Similarity Search” by NCBI [NCB15b]

(see Supplementary Results and Figure A.7, and A.8 for mapping statistics). For

practical purposes, among the 26, 135 and 9, 631 total reference sequences hits in

all chips, we picked the top 2000 and 200, corresponding to 97.16% and 96.31% of

all hit reads, for 16S and ITS2 data, and used their normalized hitting read counts

to represent a sample composition.

We obtained the taxonomic composition of our 16S samples using the

GreenGenes taxonomy, and for ITS2 samples, we used the taxonomy database of

NCBI using Biopython [CAC+09]. We measured sample composition similarities

across all 26 genomic samples, together with the 8 technical replicates, using Bray-

Curtis dissimilarity on the top 2000 and 200 sequences’ relative abundances, for 16S

and ITS2 data, respectively. We provide intra-sample reproducibility assessment in

Supplementary Results and Figure A.9.

Here we present our results from chip 3, for both 16S and ITS2 data, due to

the higher percent of mapping reads (Figures A.7c and A.8b), while simultaneously

confirming reproducibility among different chips using Mantel tests (see Supple-

mentary Methods) achieving r-statistics in the range 0.98-0.99 with all other chips

in both datasets.

2.3.4 Diversity analysis

We used Hill numbers to measure diversity with sensitivity parameter,

q = 1, which is equal to exp(Shannon entropy H) [Hil73, Jos06, CCJ10, LC12].

We computed the Shannon entropy at genus level, after using a rarefaction of

5000 hit reads in all samples for Bacteria, Eukaryota, Viridiplantae, and algae

diversities; and 500 for Fungi diversity due to the comparably small number of

hits, using 100 iterations. As shown in Supplementary Figures A.11, all rarefaction
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curves converged. We used the functions “rrarefy” and “diversity” in package

“vegan” [OBK+13] in R. Diversity estimations using the top 200/2000 reference

sequences, vs all hits resulted in a Pearson R > 0.99 due to the large portion

(96-97%) the top sequences comprised in the community (rarefaction curves shown

in Figure A.10).

2.3.5 Ecosystem variables

We collected fifteen pond ecosystem variables on a regular basis, ranging

from every day for some variables to a few times a week for others, over the span

of a year. We imputed the missing data points on dry weight (g/L) using 750 OD

(optical density) as it had more frequent measurements, and it was the variable

most strongly correlated with dry weight (Pearson R = 0.85). Since dry weight

is the major input in the computation of productivity, and standard deviation

in productivity was of interest, imputation was a necessary step in order to have

approximately similar number of sample sizes (Figure A.19 ) in varying time

windows. See Figure A.20 for variance patterns in original and imputed DW data.

Other ecosystem variables than dry weight (g/L) were either sufficiently sampled or

did not require such pre-processing as their standard deviations were not of interest.

We used the function “mice.impute.norm.predict”, in package “mice” [vGO11] in

R.

We removed the outliers (see Supplementary Methods), applied linear inter-

polation on missing data, and a 7-day central moving average smoothing. To reduce

the redundancy in ecosystem variables, we identified highly positively correlated

(Pearson R) groups using CAST (Cluster Affinity Search Technique) [BDSY99],

with a θ = 0.5, where we measured the pairwise similarities using the Pearson

correlation coefficient. After finding the highly collinear ecosystem variable clusters,
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we standardized (µ = 0, σ = 1) all variables, and represented each such cluster

using the first principal component of variables inside the cluster – as a technique

to represent/combine highly positively correlated variables [Fre11,GNLJ11], and

capture the maximum variance in the subject cluster. For example, the six ecosys-

tem variables (560 OD AVG, 750 OD AVG, DW g/L, Chloro1 450/685 nm AVG,

Green1 430/685 nm AVG, and Cyano1 383/685 nm AVG) found in one of the

ecosystem variable clusters, are variables related to optical density, dry weight,

and fluorescence — all sharing biological relevance to each other (see Figure A.18).

Since the standardized forms of all six variables in this cluster showed similar

patterns in time, i.e. have high correlation to each other, we decided to represent

this cluster using their standardized first principal component, explaining 86.18%

of the variance of the six ecosystem variables the cluster included.

We computed dry weight in terms of kg, by multiplying dry weight (g/L)

and pond volume (L) divided by 103, and applying a 7-day central moving average

smoothing. Finally, we obtained productivity (kg d-1) by subtracting the two

consecutive dry weight (kg) measurements in time with no harvesting in between.

We also applied the same smoothing approach to our productivity variable. We

chose to measure stability in terms of variability, and used standard deviation as

the metric, following previous studies [KLH+14, Pim84]. Thus, high stability is

associated with low standard deviation in productivity over a window of days.

Ecosystem variables present a time series of data points Xt. To reduce the

variance in measurement, we computed statistics (mean and standard deviation) for

ecosystem variables over a sliding window of length 2h+ 1 days (Xt−h, . . . , Xt+h),

centered at each time point of the sample. The choice of window-size is based

on a trade-off between reduction of measurement noise versus retention of true

signal, and we used a published empirical method to identify the appropriate
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window size [CCP+11]. Specifically, we experimented with h values of 1 to 6 weeks.

The noise in mean, and standard deviation patterns reduced around 3-4 weeks,

and stabilized thereafter (see Figure A.22). Moreover, the difference between two

distinct peaks (days 165 and 228) in the dry weight (kg) data (see Figure A.12) was

a duration of approximately 8 weeks. Therefore, we chose windows with h = 4 weeks

for our figures; however, we also reported final analysis results on varying window

sizes (see discussion on “Relationship between algal diversity and productivity

measures” under the Results section).

2.4 Results

2.4.1 Sample dissimilarity over time

Figure 2.1: Sample Dissimilarities: Panel a shows the Bray-Curtis dissimilarities
among the samples between the bacterial (16S) samples, and panel b shows the
dissimilarities between the eukaryotic (ITS2) samples. Seasons are denoted with
a color bar atop the x axis as fall (orange), winter (blue), spring (green), and
summer (silver).
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The Bray-Curtis dissimilarities among all samples in 16S data in Figure 2.1a

demonstrated two distinct time regions (days 1-100, and 200-350) in composition.

Both time regions showed gradual dissimilarity increase over time, however, samples

in one of the distinct time regions were at roughly similar distance to all samples in

the other. ITS2 data dissimilarities across all samples in Figure 2.1b showed three

main distinct regions in time (days 1-200, 200-300, and 300-350), with a fourth

inner region (days 250-280). Sample compositions remained highly similar in the

first 200 days (a dissimilarity of 0-0.2), and were highly different (dissimilarity

of 0.8-0.9) around days 300-350, with an intermediary region of days 200-300. In

both bacterial (16S) and eukaryotic (ITS2) samples, we observed that sample

compositions have changed overall compositional state and showed high/increasing

dissimilarity after around day 200. This roughly corresponded to the beginning of

the recovery of algal dry weight (see Figure A.12) after its sharp fall, possibly as a

response to the fungicide treatment (see Results section 3.2 for more detail).

2.4.2 Temporal bacteria and eukaryotic taxonomic profile

We observed the temporal taxonomic changes in the bacteria (16S) and

eukaryotic (ITS2) composition of our samples using area plots for various taxonomic

ranks (Figure 2.2). Area plots consist of stacked relative abundances over time of

taxa at different levels of taxonomic resolution. Relative abundances less than 1%

(1.3% for bacteria genera) are masked as “Other” for clarity. To examine patterns

at an even finer resolution than genus level, we also included histomaps of the top

2000 and 200 reference sequences for 16S and ITS2 data in Figure A.13. We also

placed a black shading on the plots between days 152 - 190 as the duration of the

four dosages of fungicide, followed by the algal dry weight recovery (day 200). We

referred the samples before day 200 as “pre” and the ones after as “post” recovery
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samples.

Phylum level 16S composition (Figure 2.2a) revealed that Verrucomicrobia,

Proteobacteria, and Cyanobacteria comprised the majority of the taxonomic profile.

Proteobacteria decreased in the post recovery samples, while Verrucomicrobia and

Cyanobacteria increased in abundance. Analyses at class (Figure 2.2c) and genus

levels (Figure 2.2e) revealed that few taxa dominated the phyla present, such as

the class Alphaproteobacteria in Proteobacteria, and the genus Luteolibacter in

Verrucomicrobia. The abundance pattern shifts in these taxa also correspond to

the algal dry weight recovery, rendering Luteolibacter the most abundant genus in

the “post” samples, starting day 204 reaching a high 48%, and occupying 37% of

the sample composition by day 350.

The eukaryotic (ITS2) taxonomy analysis at the kingdom level (Figure 2.2b)

shows that Viridiplantae, which mainly consists of algal species in our samples,

and Fungi constitute the dominant community members across all time points.

Although class level composition (Figure 2.2d) was dominated by Chlorophyceae,

the genus level analysis (Figure 2.2f) reveals striking changes in the abundance

patterns of two genera: Coalestrum and Scenedesmus. The consistent dominance

of Coalestrum changed in the “post” recovery samples, followed by a sharp decline

by day 300 to be overtaken by Scenedesmus.

The decline in the algal dry weight (kg) measurements (see Figure A.12)

triggering the fungicide application prior to day 152 (first dosage) coincided with

an increased fungal relative abundance period, whereas the time interval between

days 152 - 190, where all 4 dosages have been applied, correspond to low (lower

than overall mean) fungal relative abundances. We observed that the top five

most abundant fungal sequences had high percent identities to Cryptomycota,

Chytridiomycota, and Amoeboaphelidium sp., which are reported as algae pathogens
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Figure 2.2: Area plots: The plots depict the relative abundances of various taxa
and are organized with increasing level of rank in their corresponding taxonomy
for 16S (left hand side) and ITS2 (right hand side) compositions. Plots 2.2a and
2.2b represent the relative abundances at phlyum and kingdom level, whereas
2.2c/2.2d and 2.2e/2.2f further analyzes the compositions at the class and
genus levels, respectively. Taxa that had no information at their respective rank
are shown in paranthesis using the lowest available taxonomic rank. The black
shading between days 152-190 represents the time interval that includes the 4
time point of fungicide application.
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in a previous study on a Sapphire Energy open algae pond [LLS+13]. Specifically,

references gi|532165669, and gi|532165968 had percent identities (PID) of 87%,

and 89% with a Cryptomycota sp. Reference gi|194354257 had 89% PID with a

Chytridiomycota sp. (see Figure A.16 for a distance tree result), whereas references

gi|532165358 and gi|532166006 had 85% with Amoeboaphelidium sp. PML-2014

isolate FD01, a sequence previously reported by Letcher et al. [LLS+13] on Sapphire

Energy ponds. All hit subject sequences were the highest scoring BLAST hits,

which contained at least a phylum level annotation, except for gi|532165358. See

Figure A.15 for sequence mapping results.

2.4.3 Bacteria and eukaryotic diversity over time

We measured diversity at genus level using Hill numbers, with sensitivity

parameter, q = 1 after rarefying to an equal number of subsampling on all time

samples (see Methods).

We detected a structural break in the temporal diversity trends around

the algal dry weight recovery (day 200) in both datasets as shown in Figures 2.3a

and 2.3b. The bacteria diversity was high and decreasing in the “pre” period,

and remained low in the “post” period, while the eukaryotic diversity showed the

opposite trend.

A Chow Test revealed a significant improvement in fit was achieved by

modeling the data on two subintervals rather than a regression across the entire

time series available (P< 0.01 for both 16S and ITS2 data, respectively). In addition,

a two-sided Wilcoxon rank sum test showed a significant difference between the

median diversities in the two different periods for both bacteria and eukaryotes,

where the signal was stronger (P = 3.05 · 10−3, and 2.07 · 10−7, respectively), as

shown in Figures 2.3c and 2.3d.
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Figure 2.3: Diversity patterns: 2.3a and 2.3b show the diversity patterns of
bacteria (16S) and eukaryotic (ITS2) data, respectively, in time. 2.3c (16S) and
2.3d (ITS2) show the distributions of the diversities at the two different time
periods.
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We initially observed a significant negative correlation (Pearson R = −0.56,

P = < 0.01) between the bacteria and eukaryotic diversities. Controlling for

temperature and fungal relative abundance (suspected algal pathogen levels and the

effect of fungicide on it), however, revealed that bacterial and eukaryotic diversities

had no significant explanatory value to each other (P = 0.62). We also confirmed that

fungal relative abundance did not have a significant explanatory value on bacterial

or eukaryotic diversity (P = 0.35, and 0.57), after controlling for temperature.

We, therefore, think that the initial negative correlation between bacteria and

eukaryota diversities could be due to their different responses to temperature. See

Supplementary Methods, section 1.7 for controlling for confounding variables and

associated model comparison.

2.4.4 Correlations between the pond ecosystem and taxo-

nomic composition

Although the pond was managed to maintain a stable environment through

biomass harvesting and nutrient additions, we observed seasonal shifts in the avail-

ability of energy and nutrients. Figure A.18 shows seasonal patterns in temperature

(an indicator of day length and light availability), the concentration of urea, and

Fv/Fm (photosynthetic health). Urea availability peaked in winter (around days

100 and 400), while temperature peaked between days 200 - 300 (summer). Fv/Fm

fluctuated strongly, but showed apparent peaks in Spring and Fall (around days 150

and 350), with a decrease in summer, possibly due to the reduction in urea, similar

to patterns in some natural phytoplankton communities [ELK13]. The sharp fall in

Fv/Fm prior to day 200 could probably be associated with the dry weight fall (see

Figure A.12).

The ecosystem variables in the pond showed patterns of collinearity as well
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as associations with the genomic data. Figure 2.4 shows several variables that

cluster in blocks of high correlation. We clustered the ecosystem variables using

Cluster Affinity Search Technique (CAST) [BDSY99], where pairwise similarities

were measured using Pearson correlation. The 15 variables could be described by 8

independent clusters, with a θ of 0.5, which all showed expected grouping (see Table

2.1), including for example the clustering of NO2 and NO3. Figure A.21 displays

another example ecosystem cluster consisting optical density, fluroescence and dry

weight measurements, alongside their standardized first principal component. Since

the first principal components of all clusters explained over 75% of their variance

as shown in Table 2.1, the final pond ecosystem versus taxonomic composition

correlations are conducted using these first principal components.

Heatmaps in Figure 2.5 show the Pearson correlations for kingdom diversities,

and bacterial phyla relative abundances versus ecosystem clusters. Kingdom

level diversity - pond ecosystem correlation analysis (Figure 2.5a) showed that

Bacteria and Viridiplantae had antagonistic correlations with temperature and

urea-NH4 group. Viridiplantae, in addition, showed positive correlation with the

DW-fluorescence group, as well. Fungi diversity, on the other hand, was positively

correlated with alkalinity, urea-NH4, and negatively with DW-fluorescence.

Temperature, pH, urea-NH4, and NO2-NO3 groups were the major ecosystem

variables to show correlation with the relative abundances of bacteria phyla, as

displayed in Figure 2.5b. The row dendrogram also showed that there were two

major clusters of bacterial relative abundance patterns at phylum level, based on

the correlations with ecosystem variables.
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2.4.5 Relationship between algal diversity and productiv-

ity measures

We investigated the relationship between algal diversity and the mean

and standard deviation of pond productivity measurements (kg d-1), centered at

genomic sampling dates (see Methods). We removed the only non-algal genus

Plagiomnium (class Bryopsida (moss)) from the Viridiplantae composition for

calculating algal diversity. Figure 2.6 shows the relationship between algal diversity

and pond productivity statistics. Algal diversity was positively correlated with

mean (Pearson R = 0.33, P = 1.1 · 10−1) and negatively correlated with standard

deviation (sd) in productivity, (Pearson R = −0.6, P = 1.9 · 10−3), suggesting high

stability in biomass production.
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In order to control for temperature and fungal relative abundance (suspected

algal pathogen levels and the effect of fungicide on it) as potential confounding

variables, we used a model comparison using F-test to examine the explanatory

value/power of algal diversity on productivity mean and standard deviation. We

conducted our analysis on various window sizes (h from 16 to 36). Our results show

that algal diversity has significant explanatory value on both productivity mean

and sd (P < 0.5) for h = 22 through h = 32 (window sizes of 45 to 65 days), and on

productivity sd for h = 34, and h = 36 as well, as Table 2.2 indicates. Temperature,

however, did not have a significant explanatory value (when controlled for algal

diversity and fungal relative abundance) on any of the window sizes experimented

(see Table 2.3). Although the explanatory values of temperature for h = 24, through

h = 28 had P < 0.1 for productivity mean; they had P > 0.3 for productivity sd

in all window sizes. Since other ecosystem variables (such as urea, NH4, or PO4)

were highly affected by the maintaining of nutrient supply, unlike temperature, we

refrained from adding them into a predictive model.

2.5 Discussion

Open algae ponds as an agricultural platform have the potential to revolu-

tionize the production of low cost biomass for food, fuel and specialty chemicals if

their productivity can be optimized and their stability maintained. Research into

this effort has generated progress in terms of the scale, productivity and stability

of these ponds, however, substantive challenges remain. A novel and potentially

transformative solution is to switch from the traditional agricultural paradigm

of monocultures to one which deploys multiple strains (polycultures). The first

step in this process is to understand if the benefits that have been ascribed to
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increased diversity in natural systems also occur in open ponds, which are very

distinct from most natural systems as algae typically are maintained at a high

density and not limited by any resource except for light. In this study, we observed

the relationships between algal diversity and both algal productivity and standard

deviation of productivity in an open algae pond managed to maintain productivity

but open to colonization from aerial sources of microbes. We found a positive

relationship between productivity and algal diversity, and a negative relationship

between standard deviation in productivity and algal diversity, suggesting that

research into how to construct and manage consortia for deployment in open ponds

may be an effective tool for pond management, as indicated by studies of natural

and experimental systems. [PSA+08,SGHS12,SAD+13,SMA14].

Our study reveals that managed open algae ponds for the production of

biomass energy sustain a diversity of microbial life and a dynamic variability. The

most common bacteria phyla observed in our study included the Proteobacte-

ria, Verrucomicrobia, and Cyanobacteria, the same groups that dominate natural

aquatic assemblages [NJE+11]. Interestingly, the most abundant genus during

the high and stable algal biomass yield period, Luteolibacter, under Verrucomicro-

bia, contains species that utilize algal metabolites as carbon and nutrient source,

such as Luteolibacter yonseiensis and Luteolibacter algae [PBW+13, YMA+08].

Community composition also showed seasonal shifts comparable to natural assem-

blages [WKC+15] even though the environment was managed to achieve relative

homeostasis. Our results indicate that diversity and dynamic variability are un-

avoidable features of open algae ponds that should be incorporated as part of their

design and management.

Kingdom level eukaryotic taxonomic composition analysis (Figure 2.2b)

revealed three time intervals (days 77-146, days 230-251, and around day 292) with
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continuous high (higher than overall mean) fungal relative abundance , with a

decrease between the first and second. This decreased fungal relative abundance

period (days 147-229) encompassed the four fungicide application time points (days

152, 168, 177, 190). Although we observed a dry weight fall soon after the first high

fungal relative abundance time interval, we did not see a similar fall in biomass

during/after the other two intervals. We would like to note, however, that the algae

community composition was different in across the intervals. While the first time

interval coincided with low algal diversity, a more diverse algal community was

observed on the other two time intervals. Indeed, Smith. et al. [SC14], and Shurin

et al. [SAD+13] discuss the possibility of crop protection against disease/predation

through the use of mixed-species communities. Research also shows increased

associational resistance against consumers in prey algae assemblages [HC04] due to

various possible mechanisms [Duf02]. Although our observation supports the cited

findings, control experiments would be required to deduce concrete conclusions.

Disentangling the causal association between diversity and productivity

is complicated as diversity can be either a driving factor or a consequence of

variation in productivity [CHH+09]. A positive association between pond biomass

productivity and diversity of eukaryotes may reflect several underlying processes.

First, a more diverse algal community may acquire abiotic resources such as different

mineral nutrients [Til81,PSA+08] or wavelengths of light [SHdJ+04] more efficiently

due to niche partitioning among species. Sampling effects of randomly selecting

high productivity species may occur in assembled communities. Finally, the supply

of resources may determine diversity, with a loss of species under pulses of high

resource supply [IHH04]. However, nutrients were supplied to our community at a

constant high level throughout the course of the study and biomass was maintained

by harvesting. Alternatively diversity may not be the ultimate cause of high
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productivity or stability but rather may be an associated variable, for unknown

reasons. However, our results agree with studies of natural systems showing positive

associations between ecosystem productivity and stability and the diversity of the

phytoplankton community [PSA+08,ZC14].

Our results showed that algal diversity had significant explanatory value on

productivity mean and standard deviation, after controlling for temperature and

fungal relative abundance (and the effect of fungicide on it). We acknowledge that

the effect of algal diversity on productivity and stability could be confounded by

temperature, and the usage of fungicide. Although controlling for temperature is

simple, we believe that controlling for the possible confounding effect of fungicide

is harder because it is a merely four time point application. Therefore, we chose to

use fungal relative abundance as an extra covariate, given the microalgae toxicity

values shown in the patent (7.5ppm, and 15ppm), which were higher than the used

doses (1ppm) [MBB+12].

Our observations indicate that fungal pathogens may place strong limitations

on the productivity and composition of algal biofuel assemblages. These results

agree well with data from other algal bioenergy studies [SAD+13,CL14] and natural

freshwater ecosystems [KdBIVD07]. Fungal pathogens have been shown to be

important in terminating blooms of diatoms [IDBK+04,GdSDNW+13], however

their role in maintaining productivity is not well known. Our results indicate

that fungi may impose top-down control of productivity similar in magnitude to

mesozooplankton grazers like crustaceans, and may therefore shape algal community

composition.

Associations between diversity and ecosystem function varied among king-

doms. While we observed a negative correlation between temperature and bacteria

diversity, eukaryotic (mostly green algae) diversity showed a positive correlation
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with temperature. Indeed, Stomp et al. suggest a positive association between

temperature and phytoplankton richness [SHM+11]. It has also been reported

that many green algae genera we observed in our samples and Cyanobacteria have

optima in higher temperatures, which correspond to the higher spring/summer tem-

peratures at our research site [LdTPK+10]. The bacterial phylum Verrucomicrobia

has been shown to be positively correlated with temperature [LKVAZ05], and to

include genera (e.g. Luteolibacter) to have potential associations with Cyanobac-

teria [WKC+15]. Our data shows increased Luteolibacter relative abundance in

periods of increased Cyanobacteria relative abundance and temperature (post day

200, see Figure 2.2e), which have led to the decrease in overall bacterial diversity in

higher temperature periods particularly due to the dominance caused by the single

genus Luteolibacter.

The negative correlation we observed between diversity of phytoplankton

and bacteria over time provides some indications of the nature of the eukaryotic and

bacteria components of the ecosystem. Producers and microbes engage in a range

of pathogenic and mutualistic interactions that may drive positive or negative feed-

backs in diversity between the two groups [BWA97]. Phytoplankton and bacterial

communities show synchronous dynamics in nature, indicating that bacterial taxa

are engaged in specific interactions with phytoplankton taxa [RVGS+05,KYR+07].

Our data indicate that conditions favoring high phytoplankton diversity and pro-

ductivity are accompanied by low bacterial diversity. The causal basis for this

association is unknown; however the correlation could be explained by an opposite

response to temperature, since bacterial diversity had no explanatory power on

eukaryotic diversity, after controling for temperature. As discussed previously, the

relative abundance increases in Luteolibacter and Cyanobacteria during higher tem-

peratures, patterns also observed by [LdTPK+10] and [WKC+15], could have been
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the main reasons for diversity loss in bacteria in higher temperatures. Alongside

the rising temperature, continuous invasion by airborne propagules of microalgae

during a high light availability period could be another possible reason for increased

eukaryotic diversity in the post algal dry weight recovery period [SSDB10]. The data

therefore give no indication of a causal association between diversity of prokaryotes

and eukaryotes.

Managing consortia using traditional tools such as pesticide application

could be challenging for consortia stability. The data we collected showed a dramatic

impact of pesticide (fungicide) application on the fungal relative abundance, and

the recovery of algal dry weight. As mentioned earlier, our data do not allow us

to discriminate among several possible causal relationships for this pattern. That

said, the fungicide application may have reduced the fitness of the target algae and

provided an opportunity for other competing green algae species to begin to enter,

thus increasing diversity. Other traditional management tools for open algae ponds

may similarly impact consortia in unintended ways. For example, some ponds are

harvested using dissolved air flotation (DAF) technology which is commonly used

in wastewater treatment. This technology relies on the deployment of a polymer

which binds to and aggregates algae based on the surface charge of that algae.

The aggregates are then floated to the surface of a DAF tank and skimmed off

for further concentration. Without accounting for differential selectivity of this

approach on a consortia of algae, harvesting using this strategy would undoubtedly

also impact the makeup and stability of a deployed consortia.

Our results indicate that ecological principles relating ecosystem productivity

to community diversity are applicable to industrial ecosystems for the cultivation

of photosynthetic microbes. Intensifying biomass yield and fostering resilience

against the vagaries of the environment or contaminating organisms are keys to
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commercializing the industrial growth of microbial products [CRWC10, KAS12,

SSDB10, SAD+13]. Most research efforts in this area involve understanding the

genetic basis for phenotypic traits related to production of specific compounds

[GM12a]. Ecological engineering for productivity and stability has been proposed

and discussed [SGHS12], but never demonstrated beyond the laboratory scale.

Many ecological processes are highly scale and context dependent [Car96], therefore

principles demonstrated in tightly controlled laboratory studies must be validated

at whole-system scale under natural regimes of environmental variation in order

to ascertain their applicability. Our study indicates that managing microbial

polycultures for productivity and stability may form the basis of a viable industrial

practice to advance the commercial potential of phytoplankton for bioenergy or

other more high value products.
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Chapter 3

ProteoStorm: An ultrafast

metaproteomics database search

framework enabled by

multi-staged efficient and

sensitive filtering of massive

databases

3.1 Abstract

Shotgun metaproteomics has been shown to be an effective approach in

exploring the functional landscape of complex microbial communities. The neces-

sary usage of large databases in complex samples with unknown bacterial species

or strains creates the challenges of heavy computational workload and reduced

39
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sensitivity. We present ProteoStorm, an ultrafast multi-staged database search

framework, where each stage consists of i) a mass based partitioning of database and

spectra, ii) an efficient and sensitive ion mass-indexing based database filtration,

and finally iii) the computation of statistically calibrated peptide-spectrum match

(PSM) scores via MSGF+. We achieve 100 to 1000-fold speedup compared to

using the same search engine without the presented framework on a semi-tryptic

search with no variable modifications, on particular large microbial datasets, at the

expense of minimal sensitivity. Our re-analysis of urinary tract infection datasets

using a comprehensive database, identified bacteria genera previously unknown to

be associated with said samples. We further discuss the speed benefit of the usage

of partitioned and filtered database searches for practically any search engine with

a statistically calibrated and database independent PSM score or p-value.

3.2 Introduction

Metaproteomics, or whole community proteomics is a useful molecular

technology in deciphering the functional realm of complex microbial environments

employing high throughput tandem mass spectrometry (MS/MS). In a systems-

biology perspective, while genomics sets the universe of all available genes in the

analyzed samples for potential expression, and transcriptomics provides detailed

data on the expressed metagenome, proteomics can reveal the final product of

mRNA, and give additional context and information that cannot be obtained in

RNA transcriptomics studies [HPCG13]. Existing studies [HP13,EMY94] also focus

on the potential low correlation of mRNA and peptides, and suggest integrated

analyses.

The interpretation of MS/MS data depends on accurately identifying exper-
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imental spectra via assigning it to a peptide sequence. One common strategy is

to search the acquired MS/MS spectra against a protein database using available

database search tools such as SEQUEST [EMY94], Mascot [CBB99], Comet [EJH13],

or MS-GF+ [KP14], among others. Following the database search, peptide-spectrum

matches (PSMs) and peptides are reported after necessary false-discovery rate fil-

tering [EG10].

Conventional database search algorithms are mainly assumed to operate

on small size protein sequence databases (50-100M FASTA files). Although this

presents no obstacle in the analysis of single or known and limited number of

species proteomics samples, it can be a major computational challenge in complex

samples with no prior information of the sample composition, for which large

sample-independent databases will have to be used. Alternatively, additional

coupled metagenomics or marker gene sequencing (e.g., 16S, 18S, ITS) data may

be used to construct a sample-dependent, more focused database as a means to

reduce the search database size. Indeed, in a study by Tanca et al. [TPD+13]

search results using different size and complexity databases, including reference

proteomes and matched metagenomes, are evaluated, however, database specific

peptide identifications are established. Similarly, Erickson et al. [ECL+12] reports

similar findings, and suggests matched metagenome and reference databases to be

complimentary in peptide identification. A recent study [ZNM+16], removes the

need for using reference sequences by compiling a database (> 1 million entries) for

searching human and mouse microbiata spectra, using more than 1200 metagenomic

samples. This approach is only applicable when the environment of interest is well

studied via previous metagenomics studies. Also, since the compiled database is

already greater than 106 entries, the computational challenge remains. Another

approach to building a reference database is to use marker gene (e.g. 16S) sequencing
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to identify relevant taxa. This, however, requires additional sample preparation

and the resulting compiled database may still be too large for a practical time

frame run [FPS+12].

Although the usage of large search databases may be prohibitive in achieving

high identification rates due to the target-decoy (TD) based false-discovery rate

(FDR) control, the absence protein sequences, that are expected to be identified,

in the search database can result in matches to incorrect species. As reported in

[CSP+16], the re-analysis [KC11] of a honey bee-derived protein sample [BHW+10]

using an all species in the NCBI non-redundant database ( 80 million entries)

identified several spectra, previously concluded to be viral and fungal, as honey-bee

peptides due to their higher PSM scores. As a result, the usage of comprehensive

databases can be crucial.

Existing metaproteomics database search strategies include two-stage searches

[JGK+13], where a constrained second level database is formed by performing an

initial search, and including the proteins that matched to at least one spectrum

regardless of the match score. The conventional search strategy applied in both the

intial and second steps, however, may yet pose a challenge in runtime in sufficiently

large database and spectra sets. Another strategy [ZNM+16] makes extensive

use of previously published environment-specific metagenomic datasets for the

construction of a comprehensive yet restricted search database, before using the

aforementioned two-stage searching approach. As mentioned above, since rich

metagenome sequencing data may not be available for all desired environments,

such an approach is limited to the specific environments such data exists. A recent

search system published by Chatterjee et al. [CSP+16] addresses the challenges

of searching large databases via the usage of MongoDB databases, and the distri-

bution of the workload across several available machines, using an existing search
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engine. Although high speedups are achieved in this study, it requires the usage of

pre-loaded peptide data via database structures on servers with high RAM capacity

(96G). Other common practices include the dividing of the spectra and database

and performing several independent searches in parallel.

In all of the strategies mentioned above, where existing conventional search

algorithms are used, each spectrum is compared/scored with all peptides within the

parent-mass tolerance window of the respective spectrum. This exhaustive scoring

scheme results in impractically long runtimes or high memory usage when large

search databases are used due to the increased candidate peptides. To address all

such challenges, we present ProteoStorm, an ultrafast metaproteomics database

search framework enabled by multi-staged efficient and sensitive filtering of massive

databases. ProteoStorm makes use of a peptide mass based data partitioning, an ion

mass-indexing based database filtration, and an existing sensitive peptide-spectrum

p-value generating function by MS-GF+ [KP14]. ProteoStorm achieves orders-of-

magnitude speedup, particularly when employed with both large databases and

spectra at the expense of minimal sensitivity.

3.3 Methods

3.3.1 Multi-stage ProteoStorm Pipeline

A main assumption in our framework is that in order for a protein to exist

in a microbial sample, at least one fully-tryptic peptide belonging to it, needs to be

assigned to a spectrum, with a sufficiently high scoring (or low p-value) PSM, with

no variable modifications. This assumption motivates ProteoStorm to employ a

multi-stage strategy (see Fig 3.1), where an initial fully-tryptic search is followed by

a semi-tryptic search. For the semi-tryptic (second) stage, the original large search
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database is reduced to merely the proteins containing the fully-tryptic peptides

identified in the first stage.

Each stage in ProteoStorm is composed of three core units: i) database

and spectra partitioning, ii) efficient and sensitive peptide filtering, and finally

iii)peptide-spectrum match (PSM) p-value computing via MS-GF+ [KP14]. Since

our focus is the identification of microbial peptides, we remove any spectra matching

to Uniprot human proteome with 1% PSM-level FDR, before engaging in the multi-

stage microbial database search, in order to be able to perform a conservative

microbial peptide identification.

At the end of the second stage, we report the peptides below 1% peptide-level

FDR peptides as identifications.

3.3.2 Spectra and database partitioning

When large search databases are used, a common practice is to divide the

large FASTA file D into k arbitrary small sized files (chunks) di, where
k⋃
i=1

di = D,

and search all m spectra files s1, ..., sm against all such di small databases (typically

≤ 200M), so that each of the mn search can be completed with a practical memory

requirement, where the spectra file sizes are also limited. One major drawback of

this practice is that each of the database di and spectra sj files will be loaded m,

and k times redundantly, with k redundant candidate peptide consideration for

each spectra set sj. Furthermore, duplicate peptides across n databases will be

re-searched/scored against matching spectra, thus increasing the total runtime.

As shown in Fig 3.2, ProteoStorm addresses these drawbacks by first perform-

ing an in-silico digestion of the original large microbial database and retaining the

unique set of mass sorted digested peptides. It then bins the set of unique peptides

into database partitions with a pre-defined mass window in Daltons (Methods). Sim-
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Figure 3.1: ProteoStorm pipeline: ProteoStorm employs two consecutive stages
to identify the peptides, in which a fully-tryptic search is followed by a semi-
tryptic search on a much smaller database as follows: (a) The first stage in
silico digests the original large microbial database, partitions both the peptides
and spectra by mass, filters the any peptide with insufficient matched peaks
with spectra, and finally scores the remaining peptides against the spectra using
MSGF+. (b) A refined protein database is constructed, with a much smaller size
compared to the original microbial database based on the fully-tryptic spectra
identifications. (c) Similar to (a), the semi-tryptic stage only differs in the the
smaller protein database used, and the digestion level. Semi-tryptic peptides
are partitioned, filtered, and scored, after which final FDR control is made, and
results reported.
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ilarly, it places the spectra into the corresponding matching partitions, according to

their parent masses to remove the unnecessary candidacy consideration of peptides

with distant masses, a priori. As a result, spectra and unique peptide sequences

are loaded into the memory only once, and no redundant peptide-spectrum scoring

is performed, with the exception of partition boundary spectra for each spectra

partition, which are loaded twice (Methods). Database partitioning can be done

before the acquiring of spectra, without the knowledge of any parameters regarding

the mass spectrometry experiment, for the initial fully-tryptic search stage.

3.3.3 ProteoStorm Filtering

After the partitioning of peptides and spectra by mass into n corresponding

pairs, redundant I/O and spectrum-peptide scoring is eliminated. However, in

order to be able to compute a match score between a spectrum and a peptide, each

spectrum is scored against all peptides within their parent mass tolerance regardless

of the overlap between the b- or y-ions of the peptide and the spectrum peaks, in

conventional search engines. A potential low overlap may result in the computation

of a low match score, which will be discarded in the presence of a higher scoring

peptide. This extensive scoring of every peptide within the parent mass tolerance

of a spectrum can be quite costly in runtime, especially in the presence of a large

database.

Since several b- and y-ions of peptides in a partition may share the same

mass (within the fragment tolerance) and can therefore be matched with spectrum

peaks or discarded at once, low scoring peptides can indeed be quickly filtered from

any extensive match score calculation. To address this, ProteoStorm performs an

ultrafast, efficient and sensitive peptide filtering, which we refer as ProteoStorm

Filtering, by matching the prominent spectra peaks and the theoretical ions of
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Figure 3.2: Partitioning of peptides: ProteoStorm in-silico digests and par-
titions the database peptides into n bins based on mass. It finds appropriate
mass intervals for each bin, according to the database, and ensures each bin not
to be larger than a specified size. Similarly, spectra are also distributed into
respective bins that corresponds to the database partitions, given the parent
mass tolerance. The red vertical bars between the database-spectra partition
pairs shown the only necessary peptide-spectrum comparisons, achieved by the
mass binning strategy. The black dotted lines across the partitions depict the
alternative situation where all spectra and database partitions would have to be
compared against each other, in the absence of any mass based binning, resulting
in a much slower procedure.
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peptides using an ion mass-indexing based data structure (Methods) similar to

[RSW+08, KLA+17, BMT+17], also referred as “peaks-in-common screening” in

[Ste95]. The ion-mass index based data structure is the aggregation of the ions of

all peptides in a database partition, where the ion-masses are binned into indices,

each holding a reference to a list of peptides sorted by parent mass, containing

the indexed ion. As presented in Fig 3.3, every spectrum is peak filtered, and

searched against an ion-mass index based peptide set data structure via shared

spectra peak and theoretical ion indices only. This ion-mass based indexing enables

optimal querying of a spectrum in a peptide database as it bypasses all peptides

with no matched peaks, and matches all shared spectra peaks and theoretical ions

simultaneously. The number of matched peaks between a spectrum and peptide is

stored for all candidate peptides.

In order to be sensitive (retain true matches) and efficient (filter as many

peptides as possible), for every spectrum, we filtered any candidate peptide with

score less than max(Mmin,Mmax − 1) ions, where

Mmax = max
pi∈Ps

(f(s, pi)), (3.1)

in which we empirically picked a low Mmin = 7. f(s, pi) is the number of

matched ions between spectrum s and peptide pi, where Ps is the set of candidate

peptides of spectrum s, i.e. peptides with mass within the parent mass tolerance

range of spectrum s.

3.3.4 Peptide-spectrum match P-value computation

Finally, to report a peptide-spectrum match (PSM) and compute a P-value

for the match, we modified the database search engine MS-GF+ [KP14] in order
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Figure 3.3: Fast filtering of peptides: During the peptide filtering phase,
ProteoStorm (a) applies a window-based filtering on the experimental peaks,
and indexes their masses, for every spectra in the currently analyzed spectra
partition. (b) It then aggregates ions of all peptides the current database
partition, and similarly records the ion-mass indices. Each ion-mass index holds
a reference to a list of peptides containing an ion of the same ion-mass index
(defined by fragment tolerance), sorted by their peptide mass. Each color here
represents a unique peptide within the parent mass tolerance window. Peptides
outside the window are depicted with grey color. (c) Number of matched peaks
between the spectra and all candidate peptides (peptides within a parent mass
tolerance of d) are computed.
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to be able to use its P-value calculation method without performing a database

search. Using the spectrum-peptide pairs ProteoStorm Filtering provides, modified

MS-GF+ first finds the maximum scoring peptide for the spectrum, then calculates

the P-value of the match.

3.3.5 Refined protein database formation

Following the first-stage where fully-tryptic peptides are searched, Pro-

teoStorm performs a 5% peptide-level FDR detection to get a liberal set of tryptic

peptide evidence. We chose 5% as a reasonable cutoff for ensuring efficiency and

sensitivity. This concludes the first-stage, where we identify a slightly relaxed set

of fully-tryptic peptides. ProteoStorm then constructs a refined protein database

containing every protein with an exact match to any of the fully-tryptic peptides

found in the step above, i.e. without protein inference. The motivation here is to

provide the maximal set of sequence variation, given the original microbial database,

for the identification of the semi-tryptic peptides – the second-stage.

3.3.6 Second-stage search

In the second-stage, ProteoStorm follows the same three core units as in

the first-stage, as shown in Fig 3.1. It in-silico generates all possible semi-tryptic

peptides using the refined protein database, sorts by mass and partitions both the

peptides and spectra into respective mass bins. One major difference here is that

the time it takes to finish this step is included in the total ProteoStorm runtime

as the database partitions constructed here are spectra-specific, thus not usable

for any other set of spectra. Peptides in this stage are filtered using Mmin = 6 for

enhanced sensitivity purposes.
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3.4 Results

3.4.1 ProteoStorm efficiently searches massive databases

with minimal sensitivity loss

We evaluated the performance of ProteoStorm on a urine metaproteomics

dataset from urinary-tract infection (UTI) suspected individuals and healthy con-

trols used in [YSBG+15,YSS+17], and compared its performance to a conventional

usage of MS-GF+ [KP14]. We used 1.6M spectra from 25 individuals (13 suspected

UTI cases, 12 healthy controls), and used the Uniprot KB bacterial database, a 6G

fasta file, with 16M entries.

At 1% peptide-level FDR, ProteoStorm identified 13, 213 peptides in 0.65

days, whereas conventional MS-GF+ identified 11, 834 peptides in an estimated

20 weeks (Methods), achieving 215-fold speedup. Most importantly, 95% of

the peptides found in the conventional MS-GF+ search have been also found by

ProteoStorm indicating minimal sensitivity loss. This also confirms our initial

assumption suggesting the searching of semi-tryptic peptides in a protein, only if

there is a fully-tryptic evidence for the protein.

Using a larger spectra dataset (8M spectra), in which we analyzed 122

individuals (110 suspected UTI cases, 12 healthy controls), ProteoStorm completed

the search in 2.41 days, whereas conventional MS-GF+ is estimated to complete in

100 weeks, achieving a 290-fold speedup.

Refined databases created in the above datasets were 212MB, and 375MB,

respectively.
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3.4.2 ProteoStorm reveals previously unknown genera as-

sociated with analyzed samples

ProteoStorm have been able to identify bacteria species that were previously

unknown to be associated with the samples analyzed in a previous study [YSBG+15].

Among the the top 10 genera based on the unpooled (per individual, per replicate)

1% PSM-level FDR PSMs from pooled 1% peptide-level FDR peptides that are

genus-specific, the species Propionimicrobium lymphophilum, has not previously

been associated with any sample because it was not a part of the search database

used in the study. Propionimicrobium lymphophilum has also been found to be

associated with urinary tract infections in two separate studies [Wil15, IHCD08],

using 16S and metagenomic data, respectively.

3.5 Discussion

Thanks to the advancing sequencing efforts, reference protein databases are

expected to grow larger in the near future, and will further increase the need for

efficient computational tools for the analysis of complex multi-species environments.

Although metaproteomics datasets are best suited for the usage of ProteoStorm

our workflow can also be employed for practically any dataset with a database

size > 200Mb. We believe proteogenomic studies which make use of six-frame

translation can also provide good candidate datasets for ProteoStorm due to the

large database that may be required.

ProteoStorm Filtering can be an effective stand-alone tool that can be

combined with practically any search engine capable of reporting statistically

calibrated peptide-spectrum scores, independent of database size or composition.

Since ProteoStorm Filtering is a highly sensitive procedure, we suggest its usage
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as an efficient means to report a shortlist of spectrum-peptide pairs that can be

re-scored with any statistically more rigorous scoring function.
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Chapter 4

Extrachromosomal oncogene

amplification drives tumor

evolution and the development of

genetic heterogeneity in human

cancer

4.1 Abstract

Human cells have twenty-three pairs of chromosomes. In cancer, however,

genes can be amplified in chromosomes or in circular extrachromosomal DNA

(ecDNA), although the frequency and functional importance of ecDNA are not

understood [VPV+13, SDGW89, Sch84, FML+11]. We performed whole-genome

sequencing, structural modelling and cytogenetic analyses of 17 different cancer

types, including analysis of the structure and function of chromosomes during

54
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metaphase of 2,572 dividing cells, and developed a software package called ECdetect

to conduct unbiased, integrated ecDNA detection and analysis. Here we show that

ecDNA was found in nearly half of human cancers; its frequency varied by tumour

type, but it was almost never found in normal cells. Driver oncogenes were amplified

most commonly in ecDNA, thereby increasing transcript level. Mathematical

modelling predicted that ecDNA amplification would increase oncogene copy number

and intratumoural heterogeneity more effectively than chromosomal amplification.

We validated these predictions by quantitative analyses of cancer samples. The

results presented here suggest that ecDNA contributes to accelerated evolution in

cancer.

4.2 Letter

Cancers evolve in rapidly changing environments from single cells into

genetically heterogeneous masses. Darwinian evolution selects for survival of the

fittest cells, that is, those that are best suited to their environment. Heterogeneity

provides a pool of mutations upon which selection can act [VPV+13, Now76,

MS15, MAP12, YC12, GM12b]. Cells that acquire fitness-enhancing mutations

are more likely to pass these mutations on to daughter cells, driving neoplastic

progression and therapeutic resistance [AGJ+16, GVG12]. One common type of

cancer mutation, oncogene amplification, can be found either in chromosomes or

in nuclear ecDNA elements, including double minutes [SDGW89,Sch84,FML+11,

VHNVY+88,GMC+14,CDG+88]. Relative to chromosomal amplicons, ecDNA is

less stable, segregating unequally to daughter cells [WDY+91, KOW01]. Double

minutes are reported to occur in 1.4% of cancers with a maximum of 31.7% in

neuroblastoma, based on the Mitelman database [FML+11, MJM16]. However,
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the scope of ecDNA in cancer has not been accurately quantified, the oncogenes

contained therein have not been systematically examined and the impact of ecDNA

on tumour evolution has yet to be determined.

DNA sequencing permits unbiased analysis of cancer genomes, but it cannot

spatially resolve amplicons to specific chromosomal or extrachromosomal regions.

Bioinformatic analyses can potentially infer DNA circularity [SSG+13], but the

number of extrachromosomal amplicons may vary from cell to cell. Consequently,

copies of oncogenes amplified on ecDNA may be greatly underestimated. Cytoge-

netic analysis of tumour cells during metaphase can localize amplicons, but this

technique does not permit unbiased analysis. To quantify the spectrum of ecDNA

in human cancer cells and systematically analyse the contents of the ecDNA, we

integrated whole-genome sequencing of 117 cancer cell lines, patient-derived tumour

cell cultures and tumour tissues from a range of cancer types (Fig. 4.1a) with

bioinformatic and cytogenetic analysis of 2, 049 cells in metaphase from 72 cancer

cell samples for which cells during metaphase could be obtained. Additionally, 290

cells in metaphase from 10 immortalized cell cultures, and 233 cells in metaphase

from 8 normal tissue cultures were analysed, with a total of 2, 572 cells in metaphase

analysed.

The fluorescent dye DAPI (4,6-diamidino-2-phenylindole) allows ecDNA

detection (Fig.4.1b), which was confirmed using genomic DNA and centromeric

FISH (fluorescence in situ hybridization) probes (Fig. 4.1b-d and Extended Data

Fig. B.1). We developed an image analysis software package called ECdetect (Fig.

4.1e and Methods), providing a robust, reproducible and highly accurate method for

quantifying ecDNA from DAPI-stained metaphases in an unbiased, semi-automated

fashion. ECdetect accurately detected ecDNA and this detection rate was highly

correlated with visual detection (r = 0.98, P < 2.2 · 10−16; Fig. 4.1f), allowing the
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Figure 4.1: Integrated next-generation DNA sequencing and cytogenetic analy-
sis of ecDNA: a, Schematic diagram of experimental flow. BM, brain metastasis;
GBM, glioblastoma; MB, medulloblastoma. b, Representative cells during
metaphase stained with DAPI and a genomic DNA FISH probe (ecDNA, ar-
rows). c, DNase treatment abolishes DAPI staining of chromosomal and ecDNA
(arrows). d, Pan-centromeric FISH shows that a centromere in the ecDNA
is absent (arrows). e, Schematic illustration of ECdetect. (1) DAPI-stained
metaphase as input, (2) semi-automated identification of ecDNA search region
through segmentation, (3) conservative filtering, removing non-ecDNA compo-
nents and (4) ecDNA detection and visualization. f, Pearson correlation between
software-detected and manual calls of ecDNA (r = 0.98, P < 2.2 · 1016)
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quantification of 2, 572 cells in metaphase, including at least 20 cells in metaphase

from each sample.

ecDNA was abundant in the cancer samples (Fig. 4.2a), but was rarely

found in normal cells. Approximately 30% of the ecDNA were paired double

minutes . ecDNA levels varied among tumour types, with substantially higher

levels in patient-derived cultures (Fig. 4.2b). Using the conservative metric of

at least two ecDNA copies in ≥ 10% (2 out of 20) cells in metaphase, ecDNA

was detected in nearly 40% of tumour cell lines and nearly 90% of patient-derived

brain tumour models (Fig. 4.2c, d, Extended Data Fig. B.2 and Methods). No

significant associations between ecDNA level and primary tumour or metastatic

status; untreated or treated samples; or un-irradiated or post-irradiated tumours

were detected . The diverse array of treatments relative to the sample size limited

our ability to conclusively determine the effect of specific therapies on ecDNA

levels. ecDNA number varied greatly from cell to cell within a tumour culture

(Fig. 4.2e-g, Extended Data Fig. B.3 and ), as quantified by the Shannon diversity

index [ACR+14]. These data demonstrate that ecDNA is common in cancer cells,

varies greatly from cell to cell and is very rare in cells derived from normal tissue.

Whole-genome sequencing with a median coverage of 1.19X (Extended Data

Fig. B.4) showed focal amplifications that were nearly identical to the amplifications

found in The Cancer Genome Atlas (TCGA) analyses of the same cancer types

(Fig. 4.3a ), including amplified oncogenes found in a pan-cancer analysis of 13

different cancer types [ZSC+13]. All of the amplified oncogenes tested were found

solely in the ecDNA, or concurrently in ecDNA and chromosomal homogenous

staining regions (HSRs) (Fig. 4.3b, c and Extended Data Figs B.5, B.6). Oncogenes

amplified in ecDNA showed high expression levels of mRNA transcripts (Fig. 4.3d)

and the copy-number diversity of commonly amplified oncogenes in ecDNA far
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Figure 4.2: ecDNA is found in nearly half of cancers and contributes to
intratumoural heterogeneity: a, Distribution of ecDNA elements per cell in
metaphase from 72 cancer, 10 immortalized and 8 normal cell cultures, Wilcoxon
rank-sum test. PDX, patient-derived xenograft. b, ecDNA distribution per cell
in metaphase stratified by tumour type. c, Proportion of samples with two or
more ecDNA elements in at least two out of 20 cells (positive for ecDNA) in
metaphase. Data shown as mean±s.e.m. (Methods). d, Proportion of tumour
cultures positive for ecDNA by tumour type. e, Shannon diversity index. Each
dot represents an individual cell line sampled with≥ 20 cells in metaphase. f,
Shannon diversity index by tumour type. g, DAPI-stained cells in metaphase of
cell lines with histograms.
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exceeded oncogene copy-number diversity if the oncogenes were located on other

chromosomal loci (Extended Data Fig. B.7).

To determine whether extra- and intrachromosomal structures had a common

origin, we developed AmpliconArchitect to elucidate the finer genomic structure

using sequencing data (Methods). To better understand the relationship between

subnuclear location and amplicon structure, we took advantage of a spontaneously

occurring subclone of GBM39 cells in which a high copy EGFR mutant, EGFRvIII

(an EGFR mutant with exons 27 deleted), shifted from the ecDNA exclusively to

HSRs. Independent replicates of GBM39 containing an ecDNA amplicon, showed a

consistent circular structure of 1.29Mb containing one copy of EGFRvIII (Extended

Data Fig. B.8). Notably, the GBM39 subclone containing EGFRvIII exclusively on

HSRs had an identical structure with tandem duplications containing multiple copies

of EGFRvIII, indicating that the HSRs arose from reintegration of the EGFRvIII-

containing ecDNA elements [CDG+88] (Extended Data Fig. B.8). In GBM39

cells, resistance to EGFR tyrosine kinase inhibitors is caused by reversible loss of

EGFRvIII from ecDNA [NGM+14]. Structural analysis revealed a conservation

of the fine structure of the EGFRvIII amplicon containing ecDNA in naive cells,

during treatment and upon regrowth after discontinuation of therapy (Extended

Data Fig. B.9), indicating that ecDNA can dynamically relocate to chromosomal

HSRs while maintaining key structural features [CDG+88,SLG+10].

We next investigated whether ecDNA localization conferred a particular

benefit, relative to chromosomal amplification. We hypothesized that ecDNA

amplification may enable an oncogene to rapidly reach higher copy number because

of the unequal segregation to daughter cells [WDY+91] than would be possible by

intrachromosomal amplification. We used a simplified GaltonWatson branching

process to model the evolution of a tumour [BAO+10], where each cell in the current
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Figure 4.3: The most common focal amplifications in cancer are contained on
ecDNA: a, Comparison of the frequency of focal amplifications detected by next
generation sequencing of the 117 cancer samples studied here (blue) with those
of matched tumour types in the TCGA (red) demonstrates significant overlap
and representative sampling (P-value 10−6 based upon random permutations
of TCGA amplicons; Methods). b, Localization of oncogenes by FISH. c,
Representative FISH images of focal amplifications on ecDNA (arrows). d,
EGFRvIII and MYC mRNA level, measured by qPCR (P < 0.001, MannWhitney
U-test). Data are mean±s.e.m.; n = 17; each data point represents an average
qPCR value of three technical replicates.



62

generation either replicates or dies to create the next generation. A cell with k

copies of the amplicon is selected for replication with probability bk as defined by

bk
(1−bk)

= 1 + sfm(k). We provided a positive selection bias towards cells with higher

ecDNA counts by choosing s in the range of 0.5 to 1, and different selection regimes

for f . Specifically, fm(k) increases to a maximum value fm(15) = 1, then declines

in a logistic manner with fm(m) = 0.5 to reflect metabolic constraints (Methods).

We allowed the amplicon copy number to grow to 1, 000 copies (Extended Data

Fig. B.10), but set bk = 0 for k ≥ 103. During cell division, the 2k copies resulting

from the replication of each of the k ecDNA copies segregate independently into

the two daughter cells. We contrasted this with an intrachromosomal model of

duplication with identical selection constraints, but with the change in copy number

affected by mitotic recombination, and achieved by increasing or decreasing k by

1, with duplication probability Pd. A range of values for Pd, (0.01 ≤ Pd ≤ 0.1)

was used, where the upper boundary reflects a change in copy number once every

five divisions. . Starting with an initial population of 105 cells, with s = 0.5,

m = 100 and a selection function f100(k) (Fig. 4.4a), we find that an oncogene can

reach a much higher copy number in a tumour if it is amplified on ecDNA, rather

than on a chromosome (Fig. 4.4b). As predicted by the model, we detected a

significantly higher copy number of the most frequently amplified oncogenes EGFR

(including EGFRvIII) and MYC, when they were contained within ecDNA instead

of within chromosomes (Fig. 4.4c). We also reasoned that if an oncogene is amplified

intrachromosomally, the heterogeneity of the tumour (in terms of the distribution

of copies of the oncogene) would stabilize at a much lower level. By contrast,

unequal segregation of ecDNA would probably rapidly enhance heterogeneity and

maintain it. Our model consistently confirmed this prediction (Fig. 4.4d) for a

wide range of simulation parameters . The heterogeneity of copy-number change
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stabilizes and even decreases over time [AGJ+16,LGP+14], much as predicted in

Fig. 4.4d. We also tested the validity of the model by comparing the Shannon

diversity index against the average number of amplicons per cell in our tumour

samples. Heterogeneity of a tumour with respect to oncogene copy number would

be more likely to rise relatively slowly if it is present on a chromosome, but would

rise more rapidly and be maintained much longer, if that oncogene is present on

ecDNA, as confirmed by a plot of Shannon diversity index versus copy number (Fig.

4.4e). Moreover, the predicted correlation in Fig. 4.4e is completely recapitulated

by the experimental data (Fig. 4.4f), thereby validating the central tenets of the

model.

There is growing evidence that genetically heterogeneous tumours are remark-

ably difficult to treat [AGJ+16]. The data presented here identifies a mechanism by

which tumours maintain cell-to-cell variability in the copy number and transcrip-

tional level of oncogenes that drive tumour progression and drug resistance. We

suggest that extrachromosomal oncogene amplification may enable tumours to adapt

more effectively to variable environmental conditions by increasing the likelihood

that a subpopulation of cells will express that oncogene at a level that maximizes

tumour proliferation and survival [VHNVY+88,NGM+14,MW16,SKAK78,NSG+14,

BSH63], rendering tumours progressively more aggressive and difficult to treat

over time. Even when using a selection function that only mildly depends on copy

number, we detected a very large difference between intra- and extrachromosomal

amplification mechanisms leading to a higher copy number of amplicons and greater

heterogeneity in copy number. Thus, even small increases in selection advantage

conferred by oncogenes amplified on ecDNA would be expected to yield a very

high fitness advantage . The notably high frequency of ecDNA in cancer, as shown

here, coupled to the benefits to tumours of extrachromosomal gene amplification
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Figure 4.4: Theoretical model for focal amplification via extrachromosomal and
intrachromosomal mechanisms: Simulated change in copy number via random
segregation (ecDNA) or mitotic recombination (HSR), starting with 105 cells,
100 of which carry amplifications. a, The selection function f100(k) reaches a
maximum for k = 15, then decays logistically. b, Growth in amplicon copy num-
ber over time. c, DNA copy number stratified by oncogene location. (P < 0.001,
ANOVA/Tukeys multiple comparison). n = 52; data points include top five
amplified oncogenes, mean±s.e.m.d, Change in heterogeneity (Shannon diversity
index) over time. e, Correlation between copy number and heterogeneity. f,
Experimental data showing correlation between ecDNA counts and heterogeneity
matches the simulation in e.
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relative to chromosomal inheritance, suggest that oncogene amplification on ecDNA

may be a driving force in tumour evolution and the development of genetic hetero-

geneity in human cancer. Understanding the underlying molecular mechanisms of

tumour evolution, including oncogene amplification in ecDNA, may help to identify

more effective treatments that either prevent cancer progression or more effectively

eradicate tumours.

4.3 Methods

4.3.1 Data reporting

No statistical methods were used to predetermine sample size. The experi-

ments were not randomized and the investigators were not blinded to allocation

during experiments and outcome assessment.

4.3.2 Cytogenetics

Metaphase cells were obtained by treating cells with Karyomax (Gibco)

at a final concentration of 0.01µg ml1 for 1-3 h. Cells were collected, washed

in PBS, and resuspended in 0.075M KCl for 15-30 min. Carnoys fixative (3 : 1

methanol:glacial acetic acid) was added dropwise to stop the reaction. Cells were

washed an additional three times with Carnoys fixative, before being dropped onto

humidified glass sides for metaphase cell preparations. For ECdetect analyses,

DAPI was added to the slides. Images in the main figures were captured with

an Olympus FV1000 confocal microscope. All other images were captured at a

magnification of 1, 000X with an Olympus BX43 microscope equipped with a

QiClick cooled camera. FISH was performed by adding the appropriate DNA FISH

probe onto the fixed metaphase spreads. A coverslip was added and sealed with
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rubber cement. DNA denaturation was carried out at 75◦C for 3-5min and the

slides were allowed to hybridize overnight at 37◦C in a humidified chamber. Slides

were subsequently washed in 0.4X SSC at 50◦C for 2min, followed by a final wash

in 2X SSC containing 0.05% Tween-20. Metaphase cells and interphase nuclei were

counterstained with DAPI, a coverslip was applied and images were captured.

4.3.3 Cell culture

The NCI-60 cell line panel (gift from A. Shiau, obtained from NCI) was

grown in RPMI-1640 with 10% FBS under standard culture conditions. Cell

lines were not authenticated, as they were obtained from the NCI. The PDX cell

lines were cultured in DMEM/F-12 medium supplemented with glutamax, B27,

EGF, FGF and heparin. Lymphoblastoid cells (gift from B. Ren) were grown

in RPMI-1640, supplemented with 2mM glutamine and 15% FBS. IMR90 and

ALS6-Kin4 (gift from J. Ravits and D. Cleveland) cells were grown in DMEM/F-12

supplemented with 20% FBS. Normal human astrocytes (NHA) and normal human

dermal fibroblasts (NHDF) were obtained from Lonza and cultured according

to Lonza-specific recommendations. Cell lines were not tested for mycoplasma

contamination.

4.3.4 Tissue samples

Tissues were obtained from the Moores Cancer Center Biorepository Tissue

Shared Resource with IRB approval (#090401). All samples were de-identified and

patient consent was obtained. Additional tissue samples that were obtained were

approved by the UCSD IRB (#120920).
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4.3.5 DNA library preparation

DNA was sonicated to produce 300-500bp fragments. DNA end repair was

performed using End-it (Epicentre), DNA library adapters (Illumina) were ligated

and the DNA libraries were amplified. Paired-end next-generation sequencing was

performed and samples were run on the Illumina Hi-Seq using 100 cycles.

4.3.6 DNA extraction

Cells were collected and washed with 1Xcold PBS. Cell pellets were resus-

pended in buffer 1 (50mM Tris pH 7.5, 10mM EDTA, 50µg ml1 RNase A), and

incubated in buffer 2 (1.2% SDS) for 5min on ice. DNA was acidified by the addition

of buffer 3 (3M CsCl, 1M potassium acetate, 0.67M acetic acid) and incubated

for 15min on ice. Samples were centrifuged at 14, 000g for 15min at 4◦C. The

supernatant was added to a Qiagen column and briefly centrifuged. The column

was washed (60% ethanol, 10mM Tris pH 7.5, 50µM EDTA, 80mM potassium

acetate) and eluted in water.

4.3.7 DNase treatment

Metaphase cells were dropped onto slides and visualized with DAPI. Cover-

slips were removed and slides washed in 2XSSC, and subsequently treated with

2.5% trypsin, and incubated at 25◦C for 3min. Slides were then washed in 2XSSC,

DNase solution (1mg ml1) was applied to the slide and cells were incubated at

37◦C for 3h. Slides were washed in 2XSSC and DAPI was again applied to the

slide to visualize DNA.
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4.3.8 ecDNA count statistics

In Fig. 4.2a, b the violin plots represent the distribution of ecDNA counts in

different sample types. In order to compare the ecDNA counts between the different

samples, we use a one-sided Wilcoxon rank-sum test, where the null hypothesis

assumes that the mean ecDNA-count ranks of the compared sample types are equal.

4.3.9 Estimation of frequency of samples containing ecDNA

There is a wide variation in the number of ecDNA across different samples

and within metaphases of the same sample. We want to estimate and compare the

frequency of samples containing ecDNA for each sample type. We label a sample

as being ecDNA positive by using the pathology standard: a sample is deemed to

be ecDNA positive if we observe≥ 2 ecDNA in≥ 2 out of 20 metaphase images.

Therefore, we ensure that every sample contains at least 20 metaphases.

We define indicator variable Xij = 1 if metaphase image j in sample i has

≥ 2 ECDNA; Xij = 0 otherwise. Let ni be the number of metaphase images

acquired from sample i. We assume that Xij is the outcome of the j-th Bernoulli

trial, where the probability of success pi is drawn at random from a beta distribution

with parameters determined by
∑

j Xij. Formally,

pi|αi, βi ∼ Beta(αi = max{ε,
∑
j

Xij}, βi = max{ε, ni − αi}). (4.1)

We model the likelihood of observing k successes in n = 20 trials using the

binomial density function as:

k|pi ∼ Binom(pi, n = 20) (4.2)
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Finally, the predictive distribution p(k), is computed using the product of the

Binomial likelihood and Beta prior, modeled as a “beta-binomial distribution”

[Lee12].

p(k) = Epi [k|pi] =

∫ 1

0

k|pi · pi|αi, βi dpi (4.3)

=

∫ 1

0

(
n

k

)
pki (1− pi)n−k ·

1

B(αi, βi)
pαi−1i (1− pi)βi−1 dpi

=

(
n

k

)
1

B(αi, βi)

∫ 1

0

pk+αi−1i (1− pi)n−k+βi−1 dpi

=

(
n

k

)
B(k + αi, n− k + βi)

B(αi, βi)

We model the probability for sample i being EC-positive with the random

variable Yi such that:

Yi = 1− Pr(sample i is EC-negative) (4.4)

= 1− (k = 1|pi)− (k = 0|pi)

The expected value of Yi is:

Epi(Yi) = 1− p(k = 1)− p(k = 0) (4.5)

= 1−
(

20

1

)
B(1 + αi, 19 + βi)

B(αi, βi)
−
(

20

0

)
B(αi, 20 + βi)

B(αi, βi)

The variance of Yi is:

Var(Yi) = Var(k = 1|pi) + Var(k = 0|pi) + 2Cov(k = 1|pi, k = 0|pi), (4.6)
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where,

Var(k|pi) = Epi [(k|pi)2]− Epi [k|pi]2 (4.7)

=

∫ 1

0

(k|pi)2 · pi|αi, βi dpi − (

∫ 1

0

k|pi · pi|αi, βi)2 dpi

=

(
n

k

)(
n

k

)
1

B(αi, βi)

∫ 1

0

p2k+αi−1i (1− pi)2n−2k+βi−1 dpi (4.8)

−
(
n

k

)(
n

k

)
B(k + αi, n− k + βi)

2

B(αi, βi)2

=

(
n

k

)(
n

k

)
1

B(αi, βi)
[B(2k + αi, 2n− 2k + βi)−

B(k + αi, n− k + βi)
2

B(αi, βi)
],

and

Cov(k = 1|pi, k = 0|pi) = Epi [k = 1|pi · k = 0|pi]− Epi [k = 0|pi] Epi [k = 1|pi]

(4.9)

=

(
n

0

)(
n

1

)
1

B(αi, βi)
[

∫ 1

0

p1+αi−1i (1− pi)2n−1+βi−1 dpi (4.10)

− B(αi, n+ βi)B(1 + αi, n− 1 + βi)

B(αi, βi)

=

(
n

0

)(
n

1

)
1

B(αi, βi)
[B(1 + αi, 2n− 1 + βi) (4.11)

− B(αi, n+ βi)B(1 + αi, n− 1 + βi)

B(αi, βi)
].

Let T be the set of samples belonging to a certain sample type t, e.g. immortalized

samples. We define

YT =

∑
i∈T Yi

|T |
(4.12)

We estimate the frequency of samples under sample t containing ECDNA (bar
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heights on Figures 2C and 2D) as

E[YT ] =

∑
i∈T E[Yi]

|T |
(4.13)

and error bar heights (Figure 2C and 2D) as:

sd(YT ) =
(
∑

i∈T Var[Yi])
1
2

|T |
(4.14)

assuming independence among samples i ∈ T . For any αi or βi = 0, we assign

them a sufficiently small ε.

4.3.10 Comparison of ecDNA presence between different

sample types

We construct binary ecDNA-presence distributions, based on the ecDNA

counts, such that an image with≥ 2 ecDNA is represented as a 1, and 0 otherwise.

In order to compare the ecDNA presence between the different samples, we use a

one-sided Wilcoxon rank-sum test using the binary ecDNA-presence distributions,

where the null hypothesis assumes the mean ranks of the compared sample types

are equal.

4.3.11 ECdetect: software for detection of extrachromoso-

mal DNA from DAPI staining metaphase images

The software applies an initial coarse adaptive thresholding [Mot15,BR07] on

the DAPI images to detect the major components in the image with a window size

of 150X150 pixels, and T = 10%. Components over 3, 000 pixels and 80% of solidity

are masked, and small components discarded. Weakly connected components of the
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remaining binary image are computed to find the separate chromosomal regions.

Connected components over a cumulative pixel count of 5, 000 are considered as

candidate search regions, and their convex hull with a dilation of 100 pixels are

added into the ecDNA search region. Following the manual masking and verification

of the ecDNA search region, a second finer adaptive thresholding with a window

size of 20X20 pixels and T = 7% is performed. Components that are greater than

75 pixels are designated as non-ecDNA structures and their 15-pixel neighbourhood

is removed from the ecDNA search region. Any component detected with a size less

than or equal to 75 pixels and greater than or equal to 3 pixels inside the search

region is detected as ecDNA. For more detail, please see Appendix C.

4.3.12 Bioinformatic datasets

We sequenced 117 tumour samples including 63 cell lines, 19 neurospheres

and 35 cancer tissues with coverage ranging from 0.6X to 3.89X and an additional

8 normal tissues as controls. See Extended Data Fig. B.4 for the coverage

distribution across samples. We mapped the sequencing reads from each sample to

the hg19 (GRCh37) human reference genome [LLB+01] from the UCSC genome

browser [KSF+02] using BWA software version 0.7.9a (ref. [LD09]). We inferred an

initial set of copy-number variants (CNVs) from these mapped sequence samples

using the ReadDepth CNV software [MHCM11] version 0.9.8.4 with parameters

FDR=0.05 and overDispersion=1.

We downloaded CNV calls for 11, 079 paired tumournormal samples covering

33 different tumour types from TCGA. We applied similar filtering criteria to

ReadDepth output and TCGA calls to eliminate false copy number amplification

calls from repetitive genomic regions and hotspots for mapping artefacts.

We used the filtered set of CNV calls from ReadDepth as input probes
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for AmpliconArchitect which revealed the final set of amplified intervals and the

architectures of the amplicons.

4.3.13 Reconstruction using AmpliconArchitect

We developed a novel tool AmpliconArchitect, to automatically identify con-

nected amplified genomic regions and reconstruct plausible amplicon architectures.

For each sample, AmpliconArchitect takes as input an initial list of amplified inter-

vals and whole-genome sequencing paired-end reads aligned to the human reference.

It implements the following steps to reconstruct the one or more architectures for

each amplicon present in the sample: (1) use discordant read-pair alignments and

coverage information to iteratively visit and extend connected genomic regions

with high copy numbers; (2) for each set of connected amplified regions, segment

the regions based on depth of coverage using a mean-shift segmentation to detect

copy-number changes and discordant read-pair clusters to identify genomic breaks;

(3) construct a breakpoint graph connecting segments using discordant read-pair

clusters; (4) compute a maximum-likelihood network to estimate copy counts of

genomic segments; and (5) report paths and cycles in the graph that identify the

dominant linear and circular structures of the amplicon .

4.3.14 Comparison of CNV gains between the sequencing

sample set and TCGA

We compared our sample set against TCGA samples to test the assumption

that the genomic intervals amplified in our sample set are broadly representative of

a pan-cancer dataset, by comparing against TCGA samples. Here, we deal with an

abstract notation to represent different datasets and describe a generic procedure
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to compare amplified regions. Consider a set of K samples. For any k ∈ [1, ..., K],

let Sk denote the set of amplified intervals in sample k.

Let c be the cancer subtype for sample k. We compare Sk against TCGA

samples with subtype c. Let T denote the set of all genomic regions which are

amplified in at least 1% of TCGA samples of subtype c. For each interval t ∈ T ,

let ft denote its frequency in TCGA samples of subtype c. We define a match score

dk =
∑
t∈Sk,T

ft = {t ∈ T, s.t.toverlapsanintervalinSk} (4.15)

The cumulative match score for all samples is defined as:

D =
∑

t≤k≤K

dk (4.16)

To compute the significance of statistic D, we do a permutation test. We

generate N random permutations of the TCGA intervals for subtype c and estimate

the distribution of match scores of our sample set against the random permutations.

We choose a random assignment of locations of all intervals in T , while retaining

their frequencies. For the jth permuted set Tj , we computed the cumulative match

score Dj relative to our sample set. Thus the significance of overlap between

amplified intervals in our sample set and the TCGA set is estimated by the fraction

of random permutations with Dj/gtD. Computing 1 million random permutations

generated exactly one permutation breaching the TCGA score D, implying a

P ≤ 106.

4.3.15 Oncogene enrichment

We compared the rank correlation of the most frequent oncogenes in our

sample set with the top oncogenes as reported by TCGA pan-cancer analysis in
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ref. [ZSC+13]. We identified 14 oncogenes occurring in 2 or more samples of our

sample set and compared these to the top 10 oncogenes from the TCGA pan-cancer

analysis. We found that 7 out of the top 10 oncogenes were represented in our

list of 14 oncogenes. Considering 490 oncogenes in the COSMIC database, the

significance of observing 7 or more oncogenes in common in the two datasets is

given by the hypergeometric probability

P =
10∑
i=7

(
480
14−i

)(
10
i

)(
490
14

) = 3.07 · 10−10 (4.17)

4.3.16 Amplicon structure similarity

We found high similarity between amplicon structures of biological replicates

(for example, Extended Data Fig. B.8). We estimate the probability of common

origin between two samples by measuring the pairwise similarity between amplicon

structures. In reconstructing the structures, we identify a set of locations repre-

senting change in copy number and we use the locations of change in copy number

to estimate the similarity in amplicon structures.

Let L be the total length of amplified intervals. These intervals are binned

into windows of size r, resulting in Nb = L
r

bins. We use a segmentation algorithm

that determines if there is a change in copy number in any bin, within a resolution

of r = 10, 000bp. Note that this is an overestimate, because with split-reads and

high-density sequencing data, we can often get the resolution down to a few base

pairs. Let S1 and S2 represent the set of bins with copy-number changes in the

two samples, respectively. S1 and S2 are selected from a candidate set of locations

Nb. Under the null hypothesis that S2 is random with respect to S1, we expect

I = S1 ∩ S2 to be small. Let m = min(|S1|, |S2|), and M = max(|S1|, |S2|). A

P-value is computed as follows:
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P =
m∑
i=|I|

(
Nb−m
M−i

)(
m
i

)(
Nb
M

) (4.18)

4.3.17 A branching process model for oncogene amplifica-

tion

Consider an initial population of N0 cells, of which Na cells contain a single

extra copy of an oncogene. We model the population using a discrete generation

Galton-Watson branching process [BAO+10]. In this simplified model, each cell in

the current generation containing k amplicons (amplifying an oncogene) either dies

with probability dk, or replicates with probability bk to create the next generation.

We set the selective advantage

bk
dk

=

 1 + sfm(k), 0 ≤ k < Ma

0 otherwise
(4.19)

dk = 1− bk (4.20)

In other words, cells with k copies of the amplicon stop dividing after reaching a

limit of Ma amplicons. Otherwise, they have a selective advantage for 0 < k ≤Ma,

where the strength of selection is described by fm(k), as follows:

fm(k) =


k
Ms

(0 ≤ k ≤Ms) ,

1
1+e−α(k−m) (Ms < k < Ma).

(4.21)

Here, s denotes the selection-coefficient, and parameters m and α are the ‘mid-point’,

and ‘steepness’ parameters of the logistic function, respectively. Initially, fm(k)

grows linearly, reaching a peak value of fm(k) = 1 for k = Ms. As the viability

of cells with large number of amplicons is limited by available nutrition [PT16],
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fm(k) decreases logistically in value for k > Ms reaching fm(k) → 0 for k ≥ Ma.

We model the decrease by a sigmoid function with a single mid-point parameter m

s.t. fm(m) = 1
2
. The ‘steepness’ parameter α is automatically adjusted to ensure

that max{1− fm(Ms), fm(Ma)} → 0.

The copy number change is effected by different mechanisms for extrachro-

mosomal (EC) and intrachromosomal (HSR) models. In the EC model, the available

k amplicons are on EC elements which replicate and segregate independently. We

assume complete replication of EC elements so that there are 2k copies which are

partitioned into the two daughter cells via independent segregation. Formally, the

daughter cells end up with k1 and k2 amplicons respectively, where

k1 ∼ B(2k,
1

2
) (4.22)

k2 = 2k − k1 (4.23)

In contrast, in the intrachromosomal model, the change in copy number

happens via mitotic recombination, and the daughter cell of a cell with k amplicons

will acquire either k + 1 amplicons or k − 1 amplicons, each with probability pd.

With probability 1− 2pd, the daughter cell retains k amplicons.

4.3.18 Data availability

Whole-genome sequencing data are deposited in the NCBI Sequence Read

Archive (SRA) under Bioproject (accession number: PRJNA338012). DAPI and

FISH metaphase images are available for download on figshare at https://figshare.

com/s/ab6a214738aa43833391.
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Appendix A

Supplementary Material for

Chapter 2

A.1 Supplementary Methods

A.1.1 DNA preparation

Each 50 ml biological sample was thawed, homogenized, and two 15ml

subsamples withdrawn from the original sample and placed in 15ml tubes. These

were centrifuged at 3500rpm for 20 minutes. The supernatant from each sample

was combined and transferred to a 50mL tube. This was then concentrated using

Amicon Ultra Centrifugal Filters (EMD Milipore, 2015). 15 mL of supernatant

was added to Amicon Ultra Centrifugal Filters. These were centrifuged at max

(3750rpm) for 1 hour. The liquid was disposed. The remaining supernatant was

added to the filter which was again centrifuged at max (3750rpm) for 1 hour. 200µL

from the top of the filter was transferred into a new centrifuge tube and stored.

This liquid was then added to the pellet from the original centrifuge and DNA

extracted using the PowerLyser PowerSoil DNA isolation Kit (Mo Bio Laboratories

79
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Inc., 2015).

The DNA from the extraction was amplified using primers designed to

target both the V4 region of 16S rRNA gene and the ITS2 region of prokaryotic

and eukaryotic genomes. Primers were ordered with with 5’ PHO modifications

to ensure compatibility with labeling for the sequencing steps. The amplicon for

the 16S should fall approximately between the 100-400bp range and the primers

were designed to universally target Archea and Bacteria (Forward: S-D-Bact-

0564-a-S-15 (41345) AYTGGGYDTAAAGNG, Reverse: S-D-Bact-0785-b-A-18

(41346) TACNVGGGTATCTAATCC). The amplicon for the ITS2 primer should

fall approximately between 200-400bp and were selected because they universally

target eukaryotes (Forward: (41343) GCATCGATGAAGAACGCAGC, Reverse:

(41344) TCCTCCGCTTATTGATATGC).

The PCR was set up in a 96 well plate as follows: 20.0µL 5X HF buffer

(Phusion kit), 4.0µL 10 mM dNTPs (NEB), 4.0µL DMSO (Phusion kit), 10.0µL

5M Betaine, 5.0µL 10µM of each primer, 0.8µL Phusion polymerase, 6.0µL DNA

template. To cover the diversity represented gradient PCR was performed with

the following PCR protocol: 98◦C 0:30, 25X (98◦C 0:10, 43◦C-53◦C 0:30, 72◦C

0:30), 72◦C 5:00, 4◦C hold. Gels were run to ensure correct band sizes. The DNA

was then pooled and cleaned using Invitrogen PureLink Pro 96 PCR purification

Kit (Life Technologies, 2015). The resultant DNA was then quantified to ensure 2

micrograms and prepped for sequencing.

A.1.2 TMAP usage

We applied the “map2” algorithm (based off of the BWA long-read algorithm

[LD10]), designed for reads longer than 150bps, due to the read sizes (a mean of

240bps for 16S and 420 for ITS2 sequences – see Figures SA.4, SA.5, and SA.6 for
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read length distributions in all chips and samples; individually, and all combined)

and other default parameters associated with it. For every read, TMAP returns

the mapping with the best score. If multiple sequences had the same best score, a

random mapping among them was returned.

A.1.3 OTU-based analysis for 16S data

Several OTU-based pipelines such as UPARSE [Edg13], QIIME [CKS+10],

MOTHUR [SWR+09] have been developed for the analysis of Illumina or 454

pyrosequencing 16S and fungal only ITS2 marker-gene sequencing data. Very

recently, a pipeline that includes 16S Ion Torrent PGM sequencing is developed

[PRM+14], and used it in the Brazilian Microbiome Project (BMP) [Pyl15]. The

BMP 16S profiling analysis pipeline makes use of the UPARSE OTU clustering,

and QIIME taxonomy assignment, using Ribosomal Database Project (RDP) naive

classifier [WGTC07].

In order to compare our 16S data analysis results with OTU-based pipelines,

we used the pipeline suggested by BMP. We began by truncating the reads at

length 200 as the read ends are assumed to have lowered quality, and discarded any

read with a smaller length. We then removed any read having an expected error

rate of 1.0, a suggested value in the UPARSE documentation [Edg15b]. We applied

dereplication that removes the identical reads for faster querying, and removed any

singleton reads. We clustered the OTUs, and applied a reference based chimera

filtering using a gold database, which contains the ChimeraSlayer reference database

from the Broad Microbiome Utilities version microbiomeutil-r20110519, as described

in [Edg15a], using the plus strand, as specified. We finally assigned all quality

filtered reads, including the singletons, to the constructed OTUs at 97% identity.

All analysis until this point was performed using usearch v7.0.1090 i86linux32. We
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gathered the taxonomy information using assign taxonomy.py version 1.7.0 from

QIIME, choosing RDP classifier as taxonomy assignment algorithm with the default

bootstrap confidence threshold of 80%, and OTUs pre-constructed from GreenGenes

(version May 2013) at 97% identity, as training sequences.

A.1.4 Comparison of sequence mapping and OTU-based

approaches and reproducibility assessment among

chips

We performed a Mantel test between the sample taxonomy composition

results of our approach and the BMP pipeline for 16S data analysis as follows:

at ranks phylum, class, order, family and genus, respectively we obtained the

taxonomies of both analysis results. We took the union of the taxonomies observed

in the two analyses, and assigned abundance values of 0 to any taxonomy in the

union set not observed in individual results, for all 26 time point samples. Thus,

for each approach, we had pairs of relative abundance values for all taxonomies in

the union set at all time points as a matrix, which we called a taxonomy abundance

matrix, for each of the aforementioned rank. We compared these pairs of taxonomy

abundance matrices using the package “ade4” [DD07] in R with the function

“mantel.rtest” using 999 replicates. We achieved Mantel r statistics of 0.99, 0.98,

0.94, 0.94, 0.91 for ranks phylum, class, order, family, and genus, respectively, all

with p-value 0.001, suggesting high result similarity. Since the RDP classifier is not

capable in classification beyond the genus level, we have no comparison available

with the BMP pipeline at species/sequence level of resolution. BMP pipeline area

plots at ranks phylum, class, and genus are shown in Figure SA.14, for visual

comparison purposes.
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We also note that a 16S genus level diversity comparison between the two

approaches yield a nearly identical pattern: the linear regression describing the

relationship between the two was: r2 = 0.96, P = 2.60 · 10−14.

The reproducibility assessment among chips for 16S and ITS2 data also

follows the same Mantel test approach, with the single difference of containing the

top 2000 and 200 sequence relative abundances (instead of taxa relative abundances)

in the compared pairs of abundance matrices coming from different chips.

A.1.5 Challenges in OTU-based approaches and taxonomy

assignment on ITS2 data

Given the high variance in the ITS2 region length, ranging from 100bps

to 700bps [YSL+10]; length trimming, a critically important step in an OTU-

based approach [Edg15b], is not practical. Moreover, the taxon dependent OTU

clustering identity percentages on microbial eukaryotes [GSMK14], may render the

OTU clustering step erroneous. The taxon dependency of OTU clustering identity

percentages also makes the RDP naive Bayesian classifier taxonomy assignment

(used in OTU-based approach) challenging, as its reference taxonomy database

is expected to be clustered at a certain identity percentage. Another challenge

in contructing a clustered ITS2 database from NCBI would lie in determining

the correct boundaries of the ITS2 region, previous to clustering, due to the

flanking 18S, ITS1, 5.8S, and 28S regions in the NCBI nucleotide entries. Previous

research [PALKX14] reports that taxonomy classification results using BLASTN, a

mapping based approach, and RDP naive Bayesian classifier are very similar on

ITS2 data. Considering these challenges and findings, we preferred to determine

the taxa relative abundances using a mapping approach.
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A.1.6 Outlier removal on time series ecosystem data

We initially subtracted the 7-day local central mean from each data point.

We perforned this step in order to reduce the dependency between successive

points in our time series ecosystem data and to satisfy the idenpendent, identicaly

distribution requirement for a normal distribution. We, then, tested for normality

using “shapiro.test” in R, using the package “stats” [R C14]. Upon confirming for

normality, we removed any data point that exceeded 3σ of distance from mean. We

did not perform outlier detection for NH4, urea, NO3, NO2, and PO4, due to the

expected high fluctuations stemming from pond nutrient management.

A.1.7 Model comparison using F-test

In order to explore the explanatory values of certain factors on a target,

controlling for other factor(s), we compared two models: a reduced and a full model.

The reduced model contains the factor we would like to control for, whereas the full

model contains additional factor(s), which we are interested to explore the effect

on our target.

Reduced Model y =β0 + β1x1 + · · ·+ βkxk + εr

Full Model y =β0 + β1x1 + · · ·+ βkxk + βk+1xk+1 + · · ·+ βpxp + εf (A.1)

where in one our tests, for instance, y was chosen as the eukaryotic diversity we

were targeting, x1, . . . , xk as the factors we controlled for such as temperature and

bacteria diversity, and xk+1, . . . , xp as any factor(s) we explored the effect it had on

the target, such as pre- and post-pesticide sampling. We tested if we could reject

the null hypothesis:
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H0 : βk+1 = · · · = βp = 0

to see if our full model added a significant explanatory value over the reduced

model, using an F statistic:

F =
(RSSreduced −RSSfull)/(p− k)

RSSfull/(n− p− 1)
(A.2)

where RSSi is the residual sum of squares of model i.

A.2 Supplementary Results

A.2.1 Mapping statistics

We initially discarded any read having length shorter than 50 nucleotides,

and an error rate higher than 2.0 for 16S reads, and 4.0 for ITS reads, due to their

longer average size compared to 16S. After mapping the remaining 16S and ITS2

reads to respective databases, we calculated percent identity, and query-coverage,

defined as the fraction of the query sequence matching to the target, for assessing

mapping quality. For these measures, the quality was uniformly high with a mean

percent identity of 97% and 96%, and mean coverage over 94% and 82% across

all 16S and ITS2 reads that mapped their respective database. (Figures SA.7 and

SA.8). Following the cutoffs applied by “16S Ribosomal RNA Reference Sequence

Similarity Search” by NCBI [NCB15b], we used a 95% percent identity and 70% of

query-coverage cutoff. On average among all chips, 75% of the 16S and 77% of the

ITS2 reads exceeded our chosen cut-offs, and were used in subsequent analyses.
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A.2.2 Intra-sample reproducibility assessment

In order to assess robustness in the sample composition analyses, two

redundant samples were used as technical replicates for each of samples 4, 11, 19

and 24, in the design (samples 27 and 31 were replicates of sample 4, 28 and 32 for

11, 29 and 33 for 19, and 30 and 34 for 24). Figure SA.9 demonstrates that the

technical replicates consistently show low dissimilarity values (mean Bray Curtis

dissimilarity values of 0.06, 0.03, 0.04, 0.02 and 0.04, 0.07, 0.50, 0.06, for the two

replicates of samples 4, 11, 19 and 24 for 16S and ITS2, chip 3.) suggesting good

reproducibility, except sample 19 for ITS2 data only. We note the replicates for

sample 19 (samples 29 and 33, ITS2 data) had a skewed read length distribution,

compared to sample 19 itself, (see Figure SA.5b), which might be a possible reason

for the observed noise.

A.2.3 Pre- and post-fungicide relationship of productivity

variability and temperature

We investigated whether temperature, based on its pre-fungicide era re-

lationship with productivity variability (standard deviation), could predict the

post-fungicide productivity standard deviation (sd) trends. Figure SA.17 shows

linear relationship between temperature and productivity sd in different periods.

During the pre-fungicide period, temperature showed a positive correlation with

productivity sd, whereas it had a negative correlation during the post-fungicide

period, therefore temperature alone cannot explain the change in the productivity

variability observed after the fungicide application.
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Figure A.1: DW (g/l) and harvest volume (kl) in time.
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data.
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Figure A.3: Measured PO4 levels and PO4 addition data.
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Figure A.4: Read length distribution for 16S data, chips 1, 2 and, 3.
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Figure A.4: Read length distribution for 16S data, chips 1, 2 and, 3, continued.
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Figure A.4: Read length distribution for 16S data, chips 1, 2 and, 3, continued.
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Figure A.5: Read length distribution for ITS2 data, chips 2, 3, 4, and 5.
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Figure A.5: Read length distribution for ITS2 data, chips 2, 3, 4, and 5,
continued.
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Figure A.5: Read length distribution for ITS2 data, chips 2, 3, 4, and 5,
continued.
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Figure A.5: Read length distribution for ITS2 data, chips 2, 3, 4, and 5,
continued.
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Figure A.6: Read length distributions for all 16S (A.6a) and ITS2 (A.6b) data.
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Figure A.7: Percent identities (%ID) and query coverages (%COV) of mapping
sequences for all 16S chips: Figures A.7a, A.7b, A.7c shows the percent identities
(%ID) and query coverages (%COV) of mapping sequences for chips 1, 2, 3;
together with the percentages of sequences that are accepted as hit, after applying
the 80% and 90% %COV and %ID cutoffs for all 34 samples.
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Figure A.7: Percent identities (%ID) and query coverages (%COV) of mapping
sequences for all 16S chips: Figures A.7a, A.7b, A.7c shows the percent identities
(%ID) and query coverages (%COV) of mapping sequences for chips 1, 2, 3;
together with the percentages of sequences that are accepted as hit, after applying
the 80% and 90% %COV and %ID cutoffs for all 34 samples, continued.
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Figure A.8: Percent identities (%ID) and query coverages (%COV) of mapping
sequences for all ITS2 chips: Figures A.8a, A.8b, A.8c, A.8d shows the percent
identities (%ID) and query coverages (%COV) of mapping sequences for chips
2, 3, 4, 5; together with the percentages of sequences that are accepted as hit,
after applying the 80% and 90% %COV and %ID cutoffs for all 34 samples.
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Figure A.8: Percent identities (%ID) and query coverages (%COV) of mapping
sequences for all ITS2 chips: Figures A.8a, A.8b, A.8c, A.8d shows the percent
identities (%ID) and query coverages (%COV) of mapping sequences for chips 2,
3, 4, 5; together with the percentages of sequences that are accepted as hit, after
applying the 80% and 90% %COV and %ID cutoffs for all 34 samples, continued.
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Figure A.9: Divergences across selected samples: A.9a, A.9b, A.9c, and A.9d
shows the distances between sample 4, 11, 19, 24, and all other samples, re-
spectively for 16S data, whereas A.9e, A.9f, A.9g, and A.9h shows it for ITS2
data. Grey points correspond to original samples, while green points represent
the technical replicates of the samples sharing their x-axis value. The zero
KL distance (y-axis) on each plot indicates which sample all other samples
are compared against. Good reproducibility is achieved when the green points
superimposed over the fixed samples (4, 11, 19, 24) also have zero KLD values.



103

●
● ● ●

●
● ● ● ●

●
● ●●

● ●

● ●●
●

●
●

●

●
●

●
●

●●
●●

●●
●
●

0.00

0.25

0.50

0.75

0 100 200 300
days

sK
L

D

(e)

●
● ● ●

●
● ● ● ●

●

●
●●

●
●

● ●●
●

● ●

●

● ● ● ●

●● ●●

●●
●●

0.00

0.25

0.50

0.75

0 100 200 300
days

sK
L

D

(f)

● ● ● ●
● ● ● ● ●

●● ●●● ● ●
●
●

●

●
●

●

● ● ●
●

●●
●●

●
●

●
●

0.0

0.2

0.4

0.6

0 100 200 300
days

sK
L

D

(g)

● ● ● ●●
● ● ● ● ●● ●●● ● ● ●●

●
●

●

●

●

●

●

●

●● ●●

●●

●

●0.0

0.2

0.4

0.6

0.8

0 100 200 300
days

sK
L

D

(h)

Figure A.9: Divergences across selected samples: A.9a, A.9b, A.9c, and A.9d
shows the distances between sample 4, 11, 19, 24, and all other samples, re-
spectively for 16S data, whereas A.9e, A.9f, A.9g, and A.9h shows it for ITS2
data. Grey points correspond to original samples, while green points represent
the technical replicates of the samples sharing their x-axis value. The zero
KL distance (y-axis) on each plot indicates which sample all other samples
are compared against. Good reproducibility is achieved when the green points
superimposed over the fixed samples (4, 11, 19, 24) also have zero KLD values,
continued.
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Figure A.10: Rarefaction Curves: Depicts the converging diversity (Shannon
H) rarefaction curves for Bacteria, Eukaryota, Viridiplantae, algae, and Fungi,
over all 16S and ITS2 reference sequences, averaged over 100 interations.
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Figure A.11: Rarefaction Curves (top species): Depicts the converging diversity
(Shannon H) rarefaction curves for Bacteria, Eukaryota, Viridiplantae, algae, and
Fungi, over the top 2000 and 200 16S and ITS2 reference sequences, averaged
over 100 interations.
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Figure A.11: Rarefaction Curves (top species): Depicts the converging diversity
(Shannon H) rarefaction curves for Bacteria, Eukaryota, Viridiplantae, algae, and
Fungi, over the top 2000 and 200 16S and ITS2 reference sequences, averaged
over 100 interations, continued.
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Figure A.12: Dry weight (kg): Algal dry weight in kg, with peaks on days 165,
and 228 marked.
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(b) Top 200 sequences hit in constructed ITS2 database from NCBI.

Figure A.13: Finest granularity (sequence level) area plots: Top hit reference
sequences in 16S, using two different databases, and ITS2 data, respectively.
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Figure A.14: Bralizian Microbiome Pipeline area plots at phylum (A.14a),
class (A.14b), and genus (A.14c) levels for 16S data. Taxa not shown.
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(a) Alignment of GI: 532165669 (b) Alignment of GI: 532165968

(c) Alignment of GI: 194354257 (d) Alignment of GI: 532165358

Figure A.15: Alignment results of the five most abundant fungal sequences to
their highest scoring BLAST hits of known phylum level taxonomy.
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(e) Alignment of GI: 532166006

Figure A.15: Alignment results of the five most abundant fungal sequences to
their highest scoring BLAST hits of known phylum level taxonomy, continued.

Figure A.16: Distance tree for sequence of interest: Distance tree for GI:
532165669, and GI: 532165968, collapsed on the branch highlighted in yellow.
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Figure A.17: Pre- and post-fungicide temperature and productivity variability
relationship.
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Figure A.18: Select Phenotypes: Relationship of temperature, urea, and
photosynthetic health (Fv/Fm) over time, standardised by centering around
their mean and division by their standard deviation.
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Figure A.19: Number of available data points inside given half window (h) in
original and imputed (using OD 750) DW (g/l) data.
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Figure A.21: Example highly correlated phenotypic variable cluster: 7 pheno-
type variables (560 OD AVG, 750 OD AVG, DW g/L, Chloro1 450/685 nm AVG,
Green1 430/685 nm AVG, KG, Cyano1 383/685 nm AVG) that mainly consist
of various fluorescence levels and dry weight measures. Normalized variables,
together with their first normalized principle component (dashed red), explaining
87.3% of the variance of the cluster.



115

●

●

●
●

●

●

●

●

●
●

●
●

●

●

●

●

●
●

●

● ●

●
● ●

●

−2.5

0.0

2.5

5.0

0 100 200 300
samples

m
ea

n

h: 16 days
(R = 0.18, p = 3.9e−01)

●

●

●●

●

●

●

●

●

●

●
●
●

●

● ●

●

●
●

●
●

●
●

●

●

−2.5

0.0

2.5

0 100 200 300
samples

m
ea

n

h: 20 days
(R = 0.2, p = 3.3e−01)

●

●

●

●

●

●

●

●
●

●
●●

●

●
● ●

●

●

● ●

●
●

●

●

●

−2
−1

0
1
2
3
4

0 100 200 300
samples

m
ea

n

h: 24 days
(R = 0.29, p = 1.6e−01)

●
●

●

●

●

●

●

●

●

●

●
●

●

● ●●

●

● ●
●

●

●

●
●

−1
0
1
2
3

0 100 200 300
samples

m
ea

n

h: 28 days
(R = 0.33, p = 1.1e−01)

●
●
●

●

●

●

●

●●

●

●

● ●

● ●●

●

● ●
●

●

●
●

●

−1
0
1
2
3

0 100 200 300
samples

m
ea

n

h: 32 days
(R = 0.33, p = 1.2e−01)

●

●
●

●

●

●
●

●●

●
●

●

●

● ●●

●

● ●
●

●

● ● ●

−1
0
1
2

0 100 200 300
samples

m
ea

n

h: 36 days
(R = 0.3, p = 1.5e−01)

(a) Productivity mean for h:16-36 days

●

●

●●

●

● ●

●

●
●

●

●

●

●

●
●

●

●

● ●
● ● ● ●

●

2

4

6

0 100 200 300
samples

st
a
n
d
a
rd

 d
ev

ia
ti

o
n

h: 16 days
(R = −0.37, p = 6.7e−02)

●

●
●●

●

●
●

●

●

● ●
●

●

●

● ●
●

●
● ● ● ● ● ●

●

2

4

6

0 100 200 300
samples

st
a
n
d
a
rd

 d
ev

ia
ti

o
n

h: 20 days
(R = −0.4, p = 4.5e−02)

●

●
●

●
●

●
● ●

●

●
●●

●

●
● ●●

● ● ● ● ● ●
● ●

2

4

6

0 100 200 300
samples

st
a
n
d
a
rd

 d
ev

ia
ti

o
n

h: 24 days
(R = −0.43, p = 3e−02)

●
●

●
● ●

●

●

●
●

●●
●

●

● ●●

● ● ● ●
● ●

● ●3
4
5
6
7

0 100 200 300
samples

st
a
n
d
a
rd

 d
ev

ia
ti

o
n

h: 28 days
(R = −0.6, p = 1.9e−03)

●

●
● ● ●

●

●

●●
●
●

●

●

● ●●

●

● ● ● ● ●
● ●3

4
5
6
7

0 100 200 300
samples

st
a
n
d
a
rd

 d
ev

ia
ti

o
n

h: 32 days
(R = −0.61, p = 1.5e−03)

●

●● ● ● ●
●

●● ●
●

●
●

● ●● ●

● ● ●
● ●

●
●3

4

5

6

7

0 100 200 300
samples

st
a
n
d
a
rd

 d
ev

ia
ti

o
n

h: 36 days
(R = −0.62, p = 1.1e−03)

(b) Productivity standard deviation for h:16-36 days

Figure A.22: Productivity statistics trends for various h (half window) sizes
changing from 16 to 36 days.
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Figure B.1: Full select metaphase spreads: Full metaphase spreads correspond-
ing to the partial metaphase spreads shown in Fig. 4.1a, Images corresponding
to Fig. 4.1b. b, Images corresponding to Fig. 4.1c. c, Images corresponding to
Fig. 4.1d.
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Figure B.2: Alternative analysis of ecDNA presence according to varying
criteria, stratified by sample type: Samples with a minimum number of ecDNA
elements per 10 cells in metaphase in average shown in x axis are classified
ecDNA positive, and their fraction is displayed on the y axis. The vertical line at
x = 4 shows that for a minimum of 4 ecDNA elements per 10 cells in metaphase
on average, 0% of normal, 10% of immortalized, 46% of tumour cell line and
89% of PDX samples are classified as ecDNA positive.
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Figure B.3: ecDNA counts in normal and immortalized cells
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Figure B.4: Histogram of depth of coverage for next-generation sequencing of
tumour samples: We sequenced 117 tumour samples including 63 cell lines, 19
neurospheres (PDX) and 35 cancer tissues with coverage ranging from 0.6Xto
3.89X(excluding one sample with 0.06X coverage) with median coverage of
1.19X.



121

Figure B.5: Full select metaphase spreads: Full metaphase spreads correspond-
ing to the partial metaphase spreads shown in Fig. 4.3c
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Figure B.6: FISH images displaying both ecDNA elements and HSRs in cells
from the same sample
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Figure B.7: Copy-number amplification and diversity due to ecDNA: To test
how much of the copy-number amplification and diversity could be attributed to
ecDNA, we chose FISH probes that bind to four of the most commonly amplified
oncogenes in our sample set, EGFR, MYC, CCND1 or ERBB2, and quantified
the cell-to-cell variability in their DNA copy number in metaphase spreads, from
four tumour cell lines: GBM39, MB411FH, SF295 and PC3 cancer cells. For
each cell line, only the target oncogene marked in red is known to be amplified
on ecDNA (EGFR in GBM39; MYC in MB411FH and PC3, and CCND1 in
SF295). The other 3 genes reside on chromosomal loci. The target oncogene
shows consistently higher copy numbers (top) and diversity (bottom)
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Figure B.8: Fine structure analysis of EGFRvIII amplification in extrachro-
mosomal or chromosomal DNA in GBM39 cells

Figure B.9: Fine structure analysis of EGFRvIII amplification in extrachromo-
somal or chromosomal DNA in naive GBM39 cells and in response to erlotinib
treatment and drug withdrawal
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Figure B.10: A GBM cell in metaphase with large ecDNA counts (¿600), as
determined by manual counting and ECdetect



Appendix C

ECdetect: Software for detection

of extrachromosomal DNA from

DAPI staining metaphase images

C.1 Introduction

The DAPI staining metaphase image extrachromosomal DNA (ECDNA)

detection software provides a conservative estimation to the number of ECDNA in

DAPI staining metaphase images. The software performs a pre-segmentation of

the image in order to distinguish chromosomal and non-chromosomal structures,

and computes an ECDNA search region of interest (ROI). The designated ROI

is displayed on a user interface for the investigator to modify via masking and

unmasking desired regions on the image, to correct for potential inaccurate seg-

mentation and/or exclude debris from the ROI. The modifications made on the

ROI are saved once verified, and are available for future usage. The output of

the software includes the original images with ECDNA detections overlayed, the
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count of ECDNA found, and their coordinates in the image. ECdetect does not

require a pan-centromeric probe, and works on DAPI staining metaphase images

only, therefore any detected ECDNA is assumed to not contain a centromere.

C.2 Software

Input

The ECDNA detection software uses Tagged Image File Format (.tiff) DAPI

staining metaphase images. In this project we used 2572 images, after checking for

duplicates, each at resolution 1392x1040. The investigator needs to provide the

parent folder containing all imaging data as input and no other parameter will be

required. The software will recursively process every tiff image under the parent

folder.

Image pre-segmentation

The software applies an initial coarse adaptive thresholding [Mot15,BR07]

to detect the major components in the image, with a window size of 150x150 pixels,

and T = 10%. After filling the closed structures, components breaching 3000 pixels

and 80% of solidity (the ratio of the area of the component to the area of its convex

hull) are masked as non-chromosomal regions in order to remove the intact nuclei

regions from subsequent analysis. Small components are also discarded, and the

remaining image is accepted as the binary chromosomal image (BCI). The weakly

connected components of the BCI are computed to find the separate chromosomal

regions. The weakly connected components breaching a cumulative pixel count

of 5000 are considered as candidate search regions, and their convex hull with a

dilation of 100 pixels are added into the ECDNA search region of interest (ROI).
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ROI verification

The software provides a user interface as shown in Figure C.1, where the

original DAPI image is displayed next to its segmentation result, alongside an

overview image.

We manually masked any non-chromosomal region that the software failed

to discard during the pre-segmentation as shown in Figure C.2. Similarly, we also

unmasked any region that the software mistakenly discarded as non-chromosomal

region. The segmentation results are displayed in three colors: teal (chromosomal re-

gion qualified to be inside of the search region), dark blue (non-chromosomal/masked

region), and green (chromosomal or small components not qualified to be inside of

the search region). The color orange shows the current ECDNA search ROI. At the

end of every masking/un-masking, the ECDNA search ROI is recomputed based

on the newly generated BCI and displayed.

ECDNA detection

Figure C.3 shows the steps of ECDNA detection. After the verification

of the ECDNA search ROI (Figure C.3a), the software applies a 2-D Gaussian

smoothing to the image with standard deviation of 0.5, performs a second finer

adaptive thresholding, with a window size of 20x20 pixels and T = 7%, and fills

any closed structures. Components that are greater than 75 pixels are designated

as non-ECDNA structures and their 15-pixel neighborhood is removed from the

ECDNA search ROI, in order not to mistakenly call chromosomal extensions or

other near intact nuclei structures as ECDNA (Figure C.3b). Any component

detected with a size less than or equal to 75 and greater than or equal to 3 pixels

inside the final search ROI is returned as ECDNA (Figure C.3c).
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Output

The detected ECDNA elements are shown in the original image with over-

layed red circles, as well as their coordinates in a separate file for every image. The

total ECDNA count per image is also recorded.

Manual ECDNA marking

For ECDNA detection evaluation purposes, we allowed the investigator

to manually select the ECDNA structures while being able to have access to the

verified ECDNA search region (including the chromosome region neighborhood) and

segmentation results, alongside zooming, if desired. Figure C.4 shows an example

set of marked ECDNA at a specified zooming level.

Comparison of software vs. visual inspection

The ECDNA coordinates detected by the software and selected by manual

marking are compared and they are accepted to match if the distance between

them is no more than 7 pixels. A sample comparison result is shown in Figure

C.5. The green circles show the software detected ECDNA coordinates that agree

with manually marked ECDNA, blue circles show manually marked ECDNA that

the software missed, and red circles show software detected ECDNA that were not

manually marked. Notice that a majority of blue circles appear in the immediate

neighborhood of chromosomal structures, which we deliberately removed from the

ECDNA search ROI. The red circles appear to have faint pixel intensities, which

the visual inspection may have missed or discarded.
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C.3 Results

We arbitrarily chose 28 images, in which we could confidently mark the

ECDNA, while also aiming for a large range of ECDNA count across images,

from various different tumor cell lines for purposes of robustness. We evaluated

the performance of the ECDNA detection software by comparing it with manual

ECDNA marking on the aforementioned 28 DAPI metaphase images from various

tumor cell lines with varying count of ECDNAs.

Out of 406 detected ECDNA, 392 of them (97%) agreed with manually

marked ECDNAs, however among the 737 total manually marked ECDNAs, the

software missed 345 of them, resulting in a under-estimation by 53%. We would

like to emphasize, however, that it was by design to discard the regions at the

immediate neighborhood of non-ECDNA structures, e.g. chromosomal regions,

from the ECDNA search ROI and undercall ECDNAs in order not to accept any

questionable structure as extrachromosomal DNA. Indeed, 88% of the ECDNAs

missed by the software compared to manual marking resides in the aforementioned

discarded region. The software provides a conservative estimate of the total ECDNA

signal; it achieves high precision at the expense of sensitivity compared to visual

inspection, which may also have imperfections. Figure 1F shows the high correlation

(Pearson; r = 0.98, P < 2.2× 10−16) achieved between the ECDNA counts detected

by the software and manual marking, suggesting a balanced undercalling of ECDNAs

accross images, and a reliable estimation for correlative studies.
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(a) Pre-segmented and original DAPI images

(b) Overview of pre-segmentation

Figure C.1: User interface for EC DNA search ROI verification
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(a) Selection the undesired region (b) Masking and removing from the EC
search ROI

Figure C.2: Non-chromosomal region masking
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(a) Step 1: Verified EC DNA search ROI. (b) Step 2: 15-pixel neighborhood of
any larger than EC DNA structure is
removed.

(c) Step 3: EC DNA detection on final
search ROI.

Figure C.3: EC DNA detection steps.
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Figure C.4: Manual marking of EC DNA

Figure C.5: ECdetect evaluation via manual marking
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