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Abstract

Time- and Angle-resolved Photoemission Studies of Cuprate Superconductors

by

Christopher Lee Smallwood

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Alessandra Lanzara, Chair

The origin of high-temperature superconductivity in cuprate ceramics is one of the great
outstanding mysteries in physics. Discovered by Bednorz and Müller in 1986, the phe-
nomenon has continued to both fascinate and baffle scientists for almost 30 years. At
the heart of the cuprate problem lies the microscopic mechanism responsible for binding
together Cooper pairs, which are a superconductor’s lossless charge carriers. For most
low-temperature superconductors, phonons are responsible, but Cooper pairs in the high-
temperature superconductors may be bound together by magnetic interactions or even more
exotic phenomena.

Although this most fundamental question remains unresolved, important insights con-
tinue to be gained in the field of high-temperature superconductivity, and many of them have
originated from improved experimental methods and instrumentation. This thesis details
progress in understanding the cuprate problem through the development and implementa-
tion of a high-resolution apparatus for conducting time- and angle-resolved photoemission
spectroscopy (time-resolved ARPES). The technique works by using a near-infrared optical
pump pulse to drive an electronic system out of equilibrium, and using an ultraviolet probe
pulse to measure the subsequent dynamics of the nonequilibrium state using photoemission.
Sub-picosecond time resolution is obtained by varying the path length of the pump pulse,
and the net result is a movie of the relaxation dynamics of the band structure. Experimental
results on the bi-layered cuprate superconductor Bi2Sr2CaCu2O8+δ (Bi2212) are presented
and discussed in detail.

Content is organized into eight chapters. Chapter 1 gives an introduction and overview
of superconductivity research. Chapter 2 summarizes basic theoretical underpinnings of the
ARPES technique, and reviews analysis techniques that are relevant to ARPES and time-
resolved ARPES as well as simple models of quasiparticle recombination. Chapter 3 contains
a detailed overview of the time-resolved ARPES system constructed in the Lanzara research
group. Chapters 4, 5, 6, and 7 present scientific results obtained using time-resolved ARPES
to study Bi2212. Finally, conclusions and future directions are discussed in Chapter 8.
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Chapter 1

Introduction

I seem to have been only like a boy playing on the seashore, and diverting myself
in now and then finding a smoother pebble or a prettier shell than ordinary,
whilst the great ocean of truth lay all undiscovered before me.

— Isaac Newton1

The story of superconductivity is one of the great scientific epics of the 20th and 21st
centuries. Originating with a single measurement at the University of Leiden in the Nether-
lands,2 at the time of this writing the topic has crowned 11 Nobel laureates, is actively used
or studied in research departments on every continent, and has inspired more than a half
million scientific publications. Moreover, trends indicate that there are almost no signs of
waning interest in the near or even intermediate future.

A superconductor is a material that undergoes a phase transition at low temperature into
a peculiar state with two defining characteristics: (1) its electrical resistance drops perfectly
to zero, and (2) it expels magnetic fields from its interior. From here, one can begin to
understand why the phenomenon has driven so much interest across so many years.

First, superconductivity is delightfully strange. The phenomenon of zero resistance in-
spires thoughts of perpetual motion, and indeed, researchers have instigated flows of circu-
lating electrical current in lead rings that have been measured to persist, without external
drivers, for lifetimes that could be extrapolated out to 10 times the age of the Universe.3

The tendency of superconductors to repel magnetic fields enables the controlled levitation
of objects as large as even whole passenger trains.

Second, superconductivity is useful. Zero resistivity, in particular, has had an important
impact in industry, for it enables the transport of extraordinary amounts of current through
small spaces with practically no energy loss or heat generation. In turn, this has facilitated
the development of modern magnetic resonance imaging (MRI), the construction of the
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massively powerful magnets that are required for modern particle physics research, and a
niche—but potentially growing—use of superconducting wires in the power grid.4

Finally, most abstractly, and perhaps most importantly from the point of view of sci-
ence, superconductivity is among nature’s most dramatic examples of a distinctly quantum-
mechanical phenomenon that is also observable to the naked eye. Scientists have long sought
to develop a microscopic understanding of the role of quantum mechanics in large ensembles
Over the years the particular problem of superconductivity has proven to be a beguiling,
frustrating, provocative, but ultimately exhilarating challenge. It is this final interest in
superconductivity that has inspired the present work.

Below, I outline a brief history of the pioneering discovery of superconductivity, the
major triumphs and discoveries that have come in the years since, and some of the important
recent developments in photoemission and optical spectroscopy that have made the research
summarized in the rest of this dissertation possible.

1.1 Historical background

1.1.1 “The Gentleman of absolute zero”

Materials exhibiting the phenomenon are fairly common: aluminum, mercury, tin, and
niobium are all superconductors, for example. Yet, superconductivity went completely undis-
covered until the early 1900s. The reason is that the effect typically only occurs in close
proximity to a temperature of 0 K, in the hinterland of physical experience. This is where
our story really begins. Superconductivity was born at the hands of the Dutch physicist
Heike Kamerlingh Onnes. Driven, administratively savvy, and yet decidedly gracious to-
ward his competitors, Kamerlingh Onnes became the first person to successfully manage to
liquefy helium in 1908.5 The achievement would shortly thereafter earn him a great deal of
notoriety among the press as “the gentleman of absolute zero,”6 and would ultimately lead
(interestingly, with almost no reference to superconductivity) to his winning the 1913 Nobel
Prize.

The critical discovery for superconductivity came during a series of experiments in 1911,
when Kamerlingh Onnes and his collaborators undertook a study to investigate the DC
electrical properties of mercury. At the time, there was an important intellectual debate
between two prominent theories of the day about the low-temperature properties of metals.
It was scientifically well-established that the electrical resistance of metals decreased with
decreasing temperature, and it was understood that the source of this resistance could be
found in the form of a decreasing scattering cross section between the electrons and the
crystal’s ions.7 However, Lord Kelvin famously believed that this scattering decrease would
also be accompanied by a decrease in electron mobility, and that the latter effect would
ultimately win out over scattering. Thus, electrical resistance in any metal would approach
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Figure 1.1. Heike Kamerlingh Onnes and the discovery of superconductivity. (a)
Kamerlingh Onnes in his laboratory, circa 1911. (b) Early plot of the resistance of
mercury as a function of temperature. From Ref. 2.

a minimum at some point, and should ultimately increase to infinity in the limit of zero
temperature.

About the same time, however, inklings of quantum mechanical phenomena began to
show up in low-temperature heat capacity measurements. A coherent theory of quantum
mechanics was still some distance away, but both Kamerlingh Onnes and his Scottish con-
temporary, James Dewar, began to suspect that the dynamics of low-temperature electrons
might not be as Kelvin expected. Dewar, in particular, was of the opinion that for very pure
metals, the electrical resistivity might not diverge, but would rather descend smoothly to
zero in the limit of zero temperature.8 With the successful liquefaction of helium, Kamerlingh
Onnes for the first time had an opportunity to put these ideas to the test.

Early measurements on platinum and gold seemed to confirm Kamerlingh Onnes’ sus-
picions. Startlingly, however, when he and his collaborators turned their attention to
mercury—which they chose because they could purify it with particular ease—Kamerlingh
Onnes and his collaborators discovered what absolutely no one expected: at about 4 K, the
resistance of mercury abruptly plummeted to zero. In the months and years that ensued,
Kamerlingh Onnes discovered the same phenomenon in a variety of other materials, including
lead and tin, and a new era of low-temperature physics was born.

1.1.2 Early progress

Progress was at first slow. Indeed, the search to develop a theory of superconductiv-
ity throughout the first part of the 20th century populated a veritable graveyard of failed
theories, including attempts by Albert Einstein, Niels Bohr, Werner Heisenberg, and Max
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Born.9 In the mid-1950s the search to understand superconductivity led Richard Feynman
down an extended rabbit hole that resulted in (according to him) “a big vacuum at that
time” consisting of no significant results and only one cursory publication on the subject.10

Part of the problem, particularly early on, was that only a select few experimentalists were
even capable of witnessing superconductivity. Indeed, between 1911 and 1923, Kamerlingh
Onnes’ lab was the only place on Earth where liquid helium could successfully be generated.5

Other laboratories did eventually catch up, however, and a major experimental advance
was achieved in the 1933 discovery of a superconductor’s electric field expulsion by Meissner
and Oschenfeld (for whom the effect is now named) in Germany.11 It can be shown by ge-

I

(a) (b) ΦB

Figure 1.2. Schematic illustration of the Meissner effect. (a) Magnetic fields that
are allowed to penetrate a superconductor above the critical temperature (Tc) are
expelled when the temperature is decreased below Tc. (b) This property implies the
existence of persistent currents (see text). After Refs. 12 and 13.

ometrical arguments involving multiply connected superconductors that the Meissner effect
directly implies the existence of persistent currents, as shown by the illustration of a super-
conducting ring in Fig. 1.2(b). Because of the absence of magnetic monopoles, magnetic
flux lines must be closed loops, which means that the flux lines encircling the current loop
become permanently trapped. An immediate consequence, due to Faraday’s law, is that it
is impossible (without the active introduction of external magnetic fields) for there ever to
be an electromotive force in the ring that would slow down the net flow of current.

Inspired by Meissner and Oschenfeld’s discovery, the brothers Fritz and Heinz London
developed the first phenomenologically correct description of a superconductor’s electromag-
netic properties in 1935.14 In 1950 the Russian theorists Lev Landau and Vitaly Ginzburg
teamed up to develop a description of superconductivity in terms of a complex order param-
eter, which in turn has stood a long test of time, proving itself to be particularly useful in
describing the dynamics of spatially varying superconductivity. Still, the theory of super-
conductivity’s biggest moment would be yet to come.
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1.1.3 The triumph of BCS theory: 1957–1985

Finally, after 46 years a fantastically successful and truly microscopic theory emerged in
1957, developed by John Bardeen, Leon Cooper, and John Robert Schrieffer.15 The essential
components of this theory, which has come to be known as the BCS model, are that su-
perconductivity develops in a material system through the creation of paired electrons, and
that these electron “Cooper pairs” are bound together by sound waves.

Figure 1.3. Notes that Cooper drafted in 1956, chronicling an early insight into the
foundation of BCS theory. From Ref. 16.

Almost overnight, the BCS theory became widely accepted, in no small part because it
both explained much of the new data that was beginning to emerge at the time, and because
it gave rise to predictions that were almost immediately verified by new experiments. Among
the most prominent of these was the successful BCS explanation of the isotope effect, which
preceded the BCS theory by just a few short years,17,18 and the prediction of an energy gap,
of which heat capacity measurements before 1957 had been strongly suggestive,19 and which
would soon afterward be directly measurable through electron tunneling.20

The new theory also injected a great deal of interest in the field of condensed matter
physics through its shear beauty. Philip Anderson has summed up the BCS theory as “the
scientific love of my life,” and used the new framework to inform new ideas with implications
ranging from superconductivity in the presence of widespread presence of crystal defects, to
the mechanism explaining the origin of mass in particle physics.21 In the early 1960s, Brian
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Josephson was able to improve upon the original BCS ideas in predicting new tunneling
effects22 that have in turn become the operative principle behind superconducting quantum
interference devices (SQUIDs). Such devices are useful today in measuring magnetic fields
down to the very quantum mechanical limit of sensitivity.

And then, for a time, interest began to die out. In 1969 R. D. parks wrote in the
preface of the textbook Superconductivity that “during the preparation of this treatise one
of the authors commented that it would be ‘the last nail in the coffin [of superconductivity].’
”23 Another textbook on superconductivity by Michael Tinkham,3 considered by many to
be the single most valuable introduction to the subject in the literature today, went out
of print for a time. Experimental progress flagged as well. Continued measurements and
theoretical work failed to increase the maximum superconducting critical temperature by
more than about a third of a degree per year, leading many to speculate on a fundamental
“Max-Tc,” which could not be exceeded for a given class of materials,24 or perhaps for even
any class of material. For a time it was believed that Tc could never be pushed above
30 K, permanently relegating superconductivity to the industrially expensive realm of low
temperatures. These beliefs became so sufficiently ingrained that some some experimenters
in industry who wished to continue the search for higher temperature superconductors even
had to conceal their activities from their own bosses. Such was the case for Bednorz and
Müller, who would play a starring role in the next chapter of the phenomenon.25

1.1.4 Discovery of the High-Tc cuprates

The field of superconductivity research may have appeared to strike a low point in the
mid 1980s, but as it would turn out, superconductivity would explode into a condensed
matter revolution with just a few short months. J. Georg Bednorz and K. Alexander Müller,
working at the IBM Zurich Research Laboratory, had refused to believe in the max-Tc edict,
and had heard about research indicating that the presence of strong electron-phonon coupling
in strontium titanate (STO) could result, in certain cases, in superconductivity. Inspired by
these works, they set about searching for other materials where Jahn-Teller distortions of
the type seen in STO played a significant role, and they began to play around with doping
in cuprate ceramics. In march of 1986, they published a fascinating result, indicating a
superconducting critical temperature near 30 K in the material La2−xBaxCuO4.26 Not only
was this a higher critical temperature than any previously known material. It originated by
doping a parent compound that was originally insulating.

Though the report was initially met with some skepticism, groups around the world
very quickly began to be able to replicate the discovery, in Japan, in China, and in the
U.S., perhaps most excitingly in a collaboration between the groups of C. W. Chu at the
University of Houston and M. K. Wu at the University of Alabama in Huntsville, where it was
demonstrated that the critical temperature of a closely related material, YBa2Cu3O7−δ, was
as high as 92 K, significantly above the boiling point of liquid nitrogen.27 By the beginning
of 1987, the level of excitement had risen to such spectacular proportions that the American
Physical Society decided to host a special workshop in February to showcase the new findings.
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Figure 1.4. Discovery of prominent superconductors, with critical temperatures dis-
played as a function of time. After Ref. 31.

The event, packed with attendees from front to back, and projected using video feeds to
several other venues, was about as rowdy as physics conferences tend to get, and would
soon-thereafter be dubbed “the Woodstock of physics.”

Since 1986, interest in the physics of new classes of high-temperature superconductors has
held pace with the rise in Tc. First, there has been a burst of excitement from a technological
perspective, for nitrogen is far less expensive to collect than helium, and the prospect of
harnessing the properties of superconductors at temperatures that are (relatively) close to
room temperature has sparked a great number of imaginative ideas.

From a scientific perspective, for the first time in a long time, the field has broken
completely open, and it has now become evident that the BCS theory—though superb at
describing low-temperature superconductors, may no longer be sufficient in describing high-
Tc compounds. At present, there are several conflicting theories claiming to explain high-Tc,
each seeming to disagree more loudly with the one that came before.28,29 To make matters
more interesting, in 2008, the field was invigorated by the discovery of a whole new class of
high-Tc material, based on various layered structures containing iron, and only tangentially
related to the cuprates in any aspect of its chemical composition.30

Despite this cacophony, the scientific community does seem to be in agreement on one
thing: better and more sophisticated experiments are needed. At this point it is still too early
to say definitively, but the recent coupling of ultrafast optical methods with photoemission
spectroscopy—which is the subject of the rest of this dissertation—may help pave the way
forward.
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1.2 Quantitative models of superconductivity

The discovery of superconductivity, and more recently the discovery of high-temperature
superconductivity, has sparked a tremendous amount of theoretical work. In order to put our
own group’s work into context, in the text that follows I briefly outline the basic formalism of
ARPES, the Bardeen-Cooper-Schrieffer (BCS) theory of low-temperature superconductivity,
and the current state of the High-Tc field in terms both of the phenomenological observations
that fit within the classic BCS framework, and in terms of those that may not. Much of the
theoretical content from this section is derived from the textbooks of Schrieffer,32 Tinkham,3

and Annett,33 to which the reader is referred for further details.

1.2.1 London theory

As previously noted, an early enduring formalism for describing the physics of supercon-
ductivity was developed by Fritz and Heinz London in 1935,14 The Londons’ primary result,
in Gaussian units, is given by

J = −nsq
2

mc
A, (1.1)

where the current density J is expressed in terms of the vector potential A, the constants
e and m respectively correspond to an electron’s charge and mass, c is the speed of light,
and the constant ns is a density that is interpreted in a modern framework as the superfluid
density. To obtain this equation, the London brothers postulated that in a superconductor,
Ohm’s law should be replaced by an “acceleration equation” relating the J to the electric
field E:

dJ

dt
=
nse

2

m
E. (1.2)

For E = 0 this equation is cable of capturing a superconductor’s persistent current. Taking
the curl of Eq. (1.2) and applying Faraday’s law gives ∇×J̇ = −(nsq

2)/(mc)Ḃ. However, the
London brothers recognized that this led to solutions that were incompatible with the Meiss-
ner effect, so they postulated that the time derivatives could be removed in a superconductor
without loss of generality, leading to

∇× J = −nse
2

mc
B. (1.3)

Eqs. (1.2) and (1.3) are encapsulated in the condensed form of Eq. (1.1) by adopting the
London gauge condition, which requires that ∇ ·A = 0, that the normal component of A
over the surface be related to any supercurrent through Eq. (1.1), and that A→ 0 over the
interior of bulk samples.3

The relationship between Eqs. (1.1)–(1.3) and the Meissner effect can be illustrated by
taking the curl of Ampere’s law and substituting in Eq. (1.3), leading to the equation

∇2B =
1

λ2
L

B, λL ≡

√
mc2

4πe2ns
. (1.4)
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Evidently, magnetic fields must drop off exponentially inside a superconductor, with a char-
acteristic penetration depth λL. This can be seen in an explicit example by considering
the case of a uniform DC magnetic field applied parallel to the boundary of a semi-infinite
superconductor, where the solution to Eq. (1.4) is given by

Bz(x) = B0e
−x/λL . (1.5)

This length scale, widely known as the London penetration depth, is of great importance in
the study of both low- and high-temperature superconductors.

1.2.2 The BCS theory

While the London formulation is remarkable for its simplicity and its immediate ability to
explain much of the phenomenology of superconductivity, it was recognized from the theory’s
inception that a more complete theory was still needed. Ginzburg and Landau developed
a significant improvement on the London theory in 1950.34 However, a fully microscopic
theory of superconductivity did not arrive until 46 years later, in 1957. The theory was
developed by Bardeen, Cooper, and Schrieffer (BCS),15 won them the Nobel Prize in Physics
in 1972, and continues today as the universally accepted theory of superconductivity in low-
temperature superconductors.i In a nutshell, BCS theory consists of the following tenets:
that a continuous background of positive ions and negative electrons tends to screen out
the Coulomb repulsion; that interactions between electrons and phonons can result in an
attractive interaction between electrons; that this attractive interaction, no matter how
weak, will result in the disintegration of the normal-state Fermi surface into a coherent
many-body condensate of bound “Cooper pairs;” and that the physics behind all of this can
be written down in a few brief equations.

It is widely believed that high-temperature superconductivity must involve physics be-
yond the simple BCS model because superconducting transition temperatures in excess of
40 K require vastly stronger coupling between electron pairs than BCS had originally as-
sumed. Nevertheless many of the characteristic features of BCS theory are also seen in
cuprate and pnictide superconductors, and in the absence of anything better, the language
of the BCS theory persists in the discussion of all superconductors, no matter how exotic.

iI should note that it has been proven that Ginzburg-Landau theory becomes exactly equivalent to BCS
theory in the vicinity of Tc.

35 In many cases (transport dynamics, for example), Ginzburg-Landau theory
is even superior to the BCS theory because of its ease of application and its ability to incorporate spatial
inhomogeneity. Nevertheless, I refrain from summarizing Ginzburg-Landau theory in this work because most
ARPES observables are understood more cleanly by skipping straight to the BCS formalism.
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1.2.2.1 Hamiltonian and ground state wavefunction

The basic Hamiltonian that undergirds all of BCS theory is

H =
∑
ks

εknks +
∑
k,k′

Vkk′b
†
kbk′ ,

{
nks ≡ c†kscks

b†k ≡ c†k↑c
†
−k↓

(1.6)

where the operators c† and c correspond to electron creation and annihilation operators,
k and s are momentum and spin quantum numbers, and Vkk′ is a pairing matrix element.
Evidently, the Hamiltonian consists of two pieces: an on-site piece which takes the non-
interacting energy of each electron into account, and a pairing interaction which scatters
time-reversed pairs of electrons from one momentum state to another. It is the second piece
which facilitates superconductivity and all of its associated properties.

Bardeen, Cooper, and Schrieffer made the brilliant discovery that the mean field ground
state corresponding to the above Hamiltonian can be expressed as

|φBCS〉 =
∏
k

(
uk + vkb

†
k

)
|0〉, u2

k

v2
k

≡ 1

2

(
1± ξk√

∆2
k + ξ2

k

)
, (1.7)

where |0〉 is the normal state vacuum, the values ξk trace out the normal state energy
spectrum relative to the chemical potential (i.e., ξk ≡ εk − µ), b†k is as defined in Eq. (1.6),
and the order parameter ∆k is implicitly defined (at zero temperature) by the attractive
potential Vkk′ between electrons according to to the equation

∆k = −
∑
k′

Vkk′
∆k′

2
√

∆2
k′ + ξ2

k

. (1.8)

The BCS ground state wave function bears a striking resemblance to the bosonic co-
herent state wave function frequently used to describe laser radiation and Bose-Einstein
condensates:36

|{αk}〉 =
∏
k

exp
(
αka

†
k − α

∗
kak

)
|0〉 =

∏
k

(
1 + αka

†
k + ...

)
|0〉. (1.9)

(The operators ak and a†k are boson creation and annihilation operators; αk and α∗k are
constants.) This resemblance is no coincidence. Both states fit the broader definition of a
coherent state, which exhibits a symmetric minimum uncertainty between particle number
and phase. In fact many of the most interesting phenomena observed in superconductors,
including persistent currents, quantized vorticity, and the Meissner and Josephson effects are
a direct consequence of the underlying properties of coherent states, and similar effects are
also observed in superfluid 4He and the Bose-Einstein condensate (BEC) forms of a variety
of dilute gasses, including the Rb and Na condensates for which the 2001 Nobel prize was
awarded.

One should be careful about pushing the analogy too far, however. In a superconductor,
the spacing between the two electrons in a Cooper pair is so large that the individual electrons
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retain some of their fermionic character, and thus Cooper pairs cannot be regarded as true
bosons. Early attempts to explain superconductivity as a Bose-Einstein condensate of paired
electrons failed largely because of this subtlety. The excitation spectrum of a bosonic system
is gapless, wheres the spectrum corresponding to superconductivity is not. The transition
between this weakly-coupled BCS state and a true BEC, where the coupling between fermions
is stronger, can be directly explored with magnetically or optically trapped systems of cold
atoms, and is an important avenue of ongoing research. The BCS-BEC distinction is manifest
in the above formalism through the fact that the operators b and b† do not obey Bose-Einstein
statistics, but are rather governed by the following commutation relations:

[bk, b
†
k′ ] = δkk′

(
1− (nk + n−k)

)
, (1.10)

[bk, bk′ ] = [b†k, b
†
k′ ] = 0. (1.11)

According to Schrieffer,32 “perhaps it is simplest to view the ‘pairon’ operators bk and b†k as

satisfying Bose-Einstein statistics for k 6= k′ and satisfying Pauli principle b†2k = 0 = b2
k for

k = k′.”

1.2.2.2 Solution by canonical transformation

Bardeen, Cooper, and Schrieffer originally derived the BCS ground state (Eq. (1.7)), as
well as various thermodynamic and finite-temperature effects through a variational treat-
ment of the Hamiltonian (1.6) and a trial ground state wavefunction. Contemporary deriva-
tions tend to follow a canonical transformation solution that was independently developed
by Bogoliubov37 and Valatin.38 This canonical transformation method is here summarized
to discuss the quasiparticle excitation spectrum and to lay groundwork for discussions of
finite-temperature effects in Section 1.2.3.1. It has the advantage of explicitly introducing
quasiparticle creation and annihilation operators.

After applying a mean-field approximation to equation (1.6) Bogoliubov found that the
Hamiltonian could be diagonalized by the transformationii

γ†k0 = u∗kc
†
k↑ − v

∗
kc−k↓ (1.12)

γ†k1 = u∗kc
†
−k↓ + v∗kck↑. (1.13)

resulting in the following Bogoliubov mean-field Hamiltonian:

HM =
∑
k

Ek

(
γ†k0γk0 + γ†k1γk1

)
+ Constant, (1.14)

Ek ≡
√

∆2
k + ξ2

k. (1.15)

The new operators {γ} obey the same fermionic commutation rules as the original operators
{c}, so they are true quasiparticle creation and annihilation operators. Because the Bogoli-
ubov mean-field Hamiltonian is diagonal in these new operators, the quasiparticle excitation
spectrum is directly given by Ek.

iiDifferent texts use differing conventions in defining the Bogoliubov-Valatin transformation. I adopt the
convention of Tinkham.3
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We see as an immediate consequence that dropping a material into the superconducting
state results in a quasiparticle excitation gap, with magnitude |∆|. The physical origin of
this gap is that it corresponds to Cooper pair binding energy. When the temperature is
very close to zero then the parameter ∆k approaches a constant ground state value, given
by equation (1.8). In the presence of a finite population of quasiparticles, Eq. (1.8) must be
generalized, so that now ∆k becomes temperature-dependent according to

∆k = −
∑
k′

Vkk′
∆k′

2Ek′
〈1− γ†k′0γk′0 − γ

†
k′1γk′1〉. (1.16)

This is a version of the BCS gap equation, discussed further in Section 1.2.3.

1.2.2.3 Coupling interaction

In the treatment thus far, very few requirements have been placed on the pairing interac-
tion potential Vkk′ . In fact, Cooper has shown that if we take the simple case of a uniformly
negative V (ωk) such that

V (ωk) =

{
−V for ωk < ωc
0 for ωk > ωc

(1.17)

(ωc is a cutoff frequency), then any attractive interaction, no matter how small, is enough
to destabilize the Fermi sea.39 In its strictest sense, the BCS theory is a weak-coupling
theory of superconductivity where precisely this form of coupling is assumed. Physically,
the attractive interaction originates from phonons, which cause an attractive force between
electrons in the low frequency regime as can be seen, for example, in the jellium model:3

V (q, ω)ph =
4πe2

q2 + k2
s

ω2
q

ω2 − ω2
q

, (1.18)

where q = k − k′ is the momentum difference between the interacting electrons, e is the
electron charge, ks is the Thomas-Fermi electronic screening wave vector, and ωq is a char-
acteristic phonon cutoff frequency. As long as ω < ωq, this interaction will be negative. The
physical origin of the attractive interaction is that the electron-phonon interaction causes
positive ions to collect around an electron moving through the crystal lattice. Electrons
move faster than the ions can react, and so a positive conglomeration of charge will trail this
electron. In turn, other electrons are pulled toward the location where the first first electron
was formerly located, resulting in a net attraction. Because of the delayed nature of this
reaction, it is known as a retarded interaction.

For a sufficiently weak potential the specific functional shape of of the phonon interaction
displayed in Eq. 1.18 is of no consequence, and an effective potential V can be defined in
terms of the density of states at the Fermi level N(0) and a dimensionless coupling constant
λ according to

λ = N(0)V. (1.19)
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As previously shown in Section 2.1.3.5, the parameter λ is physically meaningful indepen-
dently of superconductivity, and can in fact be directly characterized through analyses of
band renormalization effects in ARPES data. It has been used to quantify the strength of
the electron-phonon interaction in simple systems like molybdenum40 and graphene,41,42 as
well as strongly correlated systems like the cuprate superconductors.43

For superconductors, knowing λ can also give information about the critical temperature.
Solving the BCS gap equation (1.22) at Tc leads to

kBTc = 1.13 ~ωce−1/λ. (1.20)

For stronger coupling, McMillan has derived a formula that levels off to about 30 K for
reasonably physical values.24 For very strong coupling, one must employ the more powerful
Eliashberg formalism.44 In this case it can be shown that Tc ∼

√
λ.45 Although this suggests

in principle that Tc can increase without limit for phonon-mediated superconductivity, at
some point one begins to fear for the structural integrity of the crystal lattice. However, ideas
have been proposed for synthesizing high-temperature phonon-mediated superconductors
using caged structures based on carbon.46,47,48

1.2.3 Physical predictions of the BCS theory

1.2.3.1 Energy gap and critical temperature

As mentioned in the previous section, an immediate consequence of Eq. (1.15) is that the
quasiparticle spectrum is gapped, with gap magnitude given according to |∆k|. Physically,
the magnitude 2|∆k| is the minimum energy required to split bound Cooper pairs into their
respective components. An explicit temperature-dependent form of the gap equation can be
obtained by recognizing that

〈1− γ†k′0γk′0 − γ
†
k′1γk′1〉 = 1− 2f(Ek) = tanh(βEk/2). (1.21)

Additionally assuming the simple momentum-independent form given by Eq. (1.17) for V ,
and replacing the summation by an integral leads to

1

N(0)V
=

∫ ~ωc

0

dξ
tanh[β

√
ξ2 + ∆(T )2/2]√

ξ2 + ∆(T )2
. (1.22)

This is the most widely recognized form of the BCS gap equation. In the weak coupling
approximation, it predicts a universal relationship

∆(0) = 1.764 kBTc (1.23)

between the maximal gap size and the superconducting critical temperature.

Historically, the energy gap was perhaps the single most important prediction of the
BCS theory. Early measurements of this gap in the superconductors using electromagnetic
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Figure 1.5. Solution to the BCS gap equation, and the temperature-dependent energy
gap of aluminum as determined by electron tunneling. From Ref. 32.

absorption49 and electron tunneling20 served as both a strong validation of the BCS theory
and a tell-tale sign that alternate theories, postulating a BEC framework for superconductiv-
ity,50 were not likely to be correct. The basic validity of Eqs. (1.22) and (1.23) has now been
broadly confirmed for many weakly coupled superconductors, including aluminum, niobium,
tantalum, and tin.51 Variations from Eq. (1.23) in more strongly coupled low-temperature
superconductors like lead and mercury have clarified the influence of phonons on conventional
superconductors.32,51

1.2.3.2 Quasiparticle excitations

Beyond the gap, the projection of Bogoliubov quasiparticles onto free-electron states
reveals a quasiparticle spectrum where electrons and holes become increasingly mixed for
electronic energies near the gap edge (as evident from the mixed electron and hole definitions
of the Bogoliubov creation and annihilation operators in Eqs. (1.12) and (1.13)). Expressed
in the language of Section 2.1.3 (do be discussed later on), the opening of a gap in BCS
theory amounts to a self-energy correction given by32,52

Σ(k, ω) =
∆2

(ω + i0+) + ξk
. (1.24)

Substituting this into Dyson’s equation and taking the imaginary part, one can show through
a straightforward (albeit somewhat tedious) calculation that A(k, ω) is given by

ABCS(k, ω) = u2
kδ(ω − Ek) + v2

kδ(ω + Ek), (1.25)

which is to say that the BCS self-energy splits solitary electron-like or hole-like spectral
weight peaks in A(0)(k, ω) into mixed states, as shown in Fig. 1.6. Although it is technically
incorrect to think of these excited quasiparticles as true linear combinations of electrons and
holes,32 for certain purposes they can be thought of as such, and the effects have important
implications for quasiparticle scattering properties.
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ω
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kF

Figure 1.6. ABCS(k, ω) for a linear bare band. The spectrum has been broadened
slightly along the energy axis to illustrate delta-function weights.

1.2.3.3 Meissner effect

The Meissner effect can be derived in BCS theory by considering the momentum-space
version of the electromagnetic perturbation Hamiltonian

H1 = − e~
mc

∑
k,q

k · a(q)c†k+q,sck,s (1.26)

and expanding out the creation and annihilation operators using the Bogoliubov transforma-
tion defined in Eqs. (1.12) and (1.13). The result for a static magnetic field upon calculating
the current induced by the perturbation isiii

J(r) = − 3c

16π2ξ0λL(T )

∫
R[R ·A(r′)]

R4
J(R, T )dr′ (1.27)

where J(R, T ) is a slowly varying function with temperature whose definition lies buried
within the details of the BCS theory, but which is qualitatively similar to e−R/ξ0 . The
constant ξ0 ≡ ~vF/π∆(0) is the BCS coherence length (not to be confused with ξk as
identified in the previous sections!), and can be physically interpreted as the characteristic
distance over which the the superconductor’s superfluid density varies, or alternatively as
the characteristic size of a Cooper pair, in real space at zero temperature. When A(r′) is
constant over the range of J(R, T ), then Eq. (1.27) reduces to

J(r) = − c

4πλL(T )
A(r), (1.28)

which is exactly the London equation.

iiiA derivation can be found in Refs. 3 and 15.
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1.3 Beyond BCS: survey of cuprate phenomenology

It has become apparent that cuprate superconductors exhibit a great number of exotic
characteristics not encapsulated within the simple BCS framework, including unconven-
tional pairing symmetry, superconducting phase fluctuations, a poorly understood normal-
state energy gap, and a phase diagram where superconductivity exists in close proximity to
antiferromagnetism and various intertwined electronic phases. The 2008 discovery of high-
temperature superconductivity in iron-based superconductors30 added further intrigue to
the situation, for there are many parallels between two classes of materials. In addition,
the phase diagrams of both the cuprates and iron-based superconductors resemble the phase
diagrams for a number of other superconductors that do not appear to fit well into the BCS
framework, including heavy fermion compounds and various types of organic superconduc-
tors. The study of such “unconventional” superconductors has thus grown into a major
research focus that extends well beyond high-Tc materials. Nevertheless, some basic tenets
of the BCS theory have remained robust in the post-cuprate scientific understanding of su-
perconductivity. In the final portion of this chapter, several defining characteristics of the
cuprates that fall both within and beyond the scope of the BCS theory are reviewed.

1.3.1 BCS-like characteristics in the cuprates

Cooper pairs. Though theories postulating that superconductivity might arise from al-
ternate schemes were briefly entertained in the immediate aftermath of the discovery of
the cuprates,53 it is by now well-established that the most fundamental tenet of the BCS
theory—that electrons achieve macroscopic coherence by binding into Cooper pairs of charge
2e—has remained intact in the post-cuprate world. Evidence for the the existence of Cooper
pair picture is based on SQUID measurements,54,55 where it has been shown that the fun-
damental flux quantum is Φ0 = h/2e (see Fig. 1.7), as well as the Josephson effect.56

Figure 1.7. SQUID-based magnetic flux quantization measurement in superconduct-
ing YB2Cu3O7−δ, which provided early proof that superconducting charge carriers in
the cuprates are pairs. After Ref. 54.
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Singlet spin configuration. There is strong evidence, due to the Knight shift57,58 and
Andreev reflection59,60 that the Cooper pairs in cuprates are bound in a singlet spin config-
uration, which is an implicit (although relaxable33) assumption in the BCS theory following
from the expression (1.6) for b†k in the BCS Hamiltonian.

Particle-hole mixing. Beyond proving that pairs form in singlet configuration, the
demonstration of Andreev reflection in cuprates proves the existence of particle-hole mixing
in the cuprates, for such processes would be impossible without mixing.60 A complimentary
verification of this phenomenon, measured by ARPES in the form of a quasiparticle peak
that bends away from the chemical potential as it approaches kF , is displayed in Fig. 1.8.
This, as well as subsequent studies61,62 on both Bi2212 and Bi2223 have verified the basic
functional form of the u2

k and v2
k coefficients as they appear in the BCS spectral function

(Eq. (1.25)). However, as discussed later on, there is some evidence for particle-hole sym-
metry breaking in Pb-Bi2201, so the degree of particle-hole mixing near the Brillouin zone
face may more complicated than Eq. (1.25) would indicate.

M

M

Y

Γ

Figure 1.8. Verification of particle-hole mixing in Bi2212, as measured by ARPES.
After Ref. 63.

1.3.2 Exotic properties of the cuprates

Unconventional pairing symmetry. Superconducting pairing symmetry refers to the
group-theoretic properties of the gap parameter ∆k as determined after solving the BCS
gap equation (Eq. (1.8)). In the simple BCS form it is assumed that Vkk′ is negative and
momentum-independent, so ∆k reduces to a constant. However, many other solutions are
possible in the general case, including unconventional pairing symmetries where the gap
changes sign depending on its location in k-space.iv In general, the solution for ∆k in

ivThe term unconventional pairing historically refers to a pairing symmetry that is lower than the symme-
try of the underlying crystal lattice.3,33 Oddly enough, the iron-based superconductors, which are believed to
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Eq. (1.8) can be rigorously expanded as a sum of basis functions fΓm(k), classified in terms
of the irreducible representations Γ of the superconductor’s point group symmetry (see Ref.
33 for a more complete explanation). The spin configuration will restrict this summation
to set of functions sharing even or odd parity, and in practice, basis functions originating
from different symmetry representations will lead to such different values of Tc that only one
family of functions is typically needed.33 In the case of cuprates, the most relevant symmetry
classification appears to be the B1g representation of the D4h point group, so that the gap
parameter ∆k is given by33,65,66

∆k = ∆0 [cos(kxa)− cos(kyb)] + ∆0B [cos(2kxa)− cos(2kyb)] + ... (1.29)

This function has all of the same properties under rotations and reflections as the dx2−y2

spherical harmonic, and for this reason it is often said that cuprates exhibit d-wave pairing
symmetry, despite the fact that angular momentum is not a good quantum number. Given
the normal-state Fermi surface, it is possible to use this gap function determine the shape
of a bound Cooper pair in real space, using the equation65,66

φ(x1 − x2) =
∑
k

∆k

2Ek

eik·(x1−x2). (1.30)

Schematic diagrams of the d-wave order parameter, in k-space and in real space, are displayed
in Fig. 1.9. Both the momentum-space gap function and real space correlation function

E

k
x

k
y

x

y

P

(a) (b)

Figure 1.9. Visualization of a d-wave superconducting order parameter (a) in terms
of the energy gap in k-space (color-coded to indicate the sign of ∆k), and (b) in
terms of a Cooper-pair correlation function in real space, defined as the probability
of finding an electron at location (x, y) given its time-reversed partner at the origin.
The plot in (b) is after Ref. 67.

exhibit nodal lines that extend radially outward from the origin along directions that are
diagonal to the copper-oxide bonds.

predominantly have s± pairing, would actually be classified as conventional under this definition despite the
parallels that connect them to cuprates. Largely for this reason, the term has been more recently redefined
to include any gap parameter that has different signs in different regions of momentum space.29,64 I adopt
the latter interpretation.
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The claim of dx2−y2 pairing symmetry in the cuprates has been perhaps most strikingly
verified through ARPES measurements of gap nodes along the Brillouin zone diagonals in
cuprates,68,69,70,71,72,73 and through phase-sensitive SQUID measurements,74,75,65 but is also
indicated by various other probes including measurements of the London penetration depth,
specific heat, thermal conductivity, Raman scattering, nuclear magnetic resonance, and the
nonlinear Meissner effect.65 More recently, the cuprate pairing symmetry has also been con-
firmed in a phase-sensitive manner by scanning tunneling spectroscopy,76 where it has been
shown that the nontrivial coherence factors imposed by d-wave symmetry allow one to selec-
tively enhance or reduce the scattering rates between certain portions of momentum space
through exposing a cuprate sample to magnetic fields. It is worth noting, however, that
there in very underdoped cuprates there have been recent reports of nodeless superconduc-
tivity,73,77,78 which would require a more complex pairing symmetry than the lowest-order
dx2−y2 form.
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Figure 1.10. Early ARPES measurements of gap anisotropy in Bi2212. After Refs.
68 (panel (a)) and 69 (panel (b)).

Pseudogap. Not long after the discovery of the d-wave gap in the superconducting state
of the cuprates, ARPES measurements discovered what appears to be an excitation gap
even above the superconducting critical temperature.79,80 Pioneering ARPES experiments
cryptically dubbed this new phenomenon as a “pseudogap,”80 which is a term borrowed
from descriptions of NMR measurements81,82 where it reflected an early belief that the phe-
nomenon was perhaps not a true gap, but rather a partial suppression in the density of states.
ARPES measurements indicate that at least for certain directions in momentum space, the
pseudogap is as real as the superconducting gap. Nevertheless, the pseudogap terminology
persists into the present day, perhaps aptly reflecting the field’s corresponding vague un-
derstanding of the phenomenon’s underlying physics. The current debate surrounding the
pseudogap is considered by many to be one of the most important discussions in the physics
of cuprates, perhaps second only to the question of the superconducting pairing mechanism.
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Key characteristics of the pseudogap are the following: (1) It becomes largest near half-
filling, and steadily decreases in magnitude with increased hole doping. Correspondingly,
the pseudogap onset temperature T ∗ is highest at low doping and steadily decreases with
increased hole doping until it eventually appears to merge with the superconducting critical
temperature Tc somewhere near p = 0.22.73,83 (2) Only a finite portion of the normal-state
Fermi surface is gapped in the pseudogap state. This breaks up the normal-state Fermi
surface into four apparently discontinuous “Fermi arcs,” which appear to lengthen with
increased hole doping or temperature, and which are extremely difficult to understand from
a theoretical standpoint. (3) As a corollary to point (2), where the pseudogap does exist in
momentum space, its largest magnitude is at the Brillouin zone face. This has lead many to
conclude that the pseudogap shares the superconducting gap’s d-wave symmetry, although
the assertion is under debate. (4) It is difficult to identify T ∗ precisely. Whereas the opening
of most excitation gaps accompanies phase transition, where well-defined singularities show
up in various thermodynamic observables, this appears not to be the case for the pseudogap.
In fact thermodynamic signatures of the pseudogap have only very recently been confirmed.84
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Figure 1.11. Phenomenology of the pseudogap. (a) Temperature- and momentum-
dependent ARPES measurement of the gap magnitude for three different dopings of
Bi2212. As shown by the red data points, the pseudogap state comes to a maximum
at the Brillouin zone face and leaves (apparently) gapless Fermi arcs in the vicinity
of the Brillouin zone diagonal. From Ref. 71. (b) Measurements of the doping
and temperature dependence of T ∗, aggregated from ARPES,73,83 scanning tunneling
spectroscopy (STS),85 superconductor-insulator-superconductor (SIS) tunneling,86,87

resistivity,88 and NMR spin lattice relaxation89 measurements.

Theories of the origin of the pseudogap in cuprates generally fall into one of two broad
classifications. In the first classification, the pseudogap is explained by the substantial phase
fluctuations that cuprates, particularly in the underdoped regime, are believed to exhibit.
In such a scenario it is possible for electrons to bind into “pre-formed” pairs above Tc, which
have not yet established the requisite level of phase coherence to result in superconductivity.
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In the second classification, the pseudogap is related to a competing or intertwined phase that
is completely different from superconductivity, tending for example toward the formation of
a charge or spin density wave. Framed in this way, the question has often been distilled
to whether or not the pseudogap is a “friend or foe” to superconductivity,90 which could
inform the synthesis of new materials with higher critical temperatures than we currently
know about, or more desirable transport properties. In actuality, the question might not be
so cleanly posed, for as we shall argue later on in Chapter 7, both effects likely play a role
in shaping the pseudogap’s existence. Specific evidence of phase fluctuations and competing
phases in cuprates are discussed next.

Phase fluctuations. It was realized early on that cuprate superconductors are likely to
be affected much more strongly by phase fluctuations than their low-temperature supercon-
ductors, and that these effects may put the cuprates into a regime where phase fluctuations,
rather than the mean-field critical temperature, determine the superconducting critical tem-
perature.91 Perhaps the most compelling evidence to date for this scenario comes in the
form of Nernst effect measurements, where evidence for superconducting vortices has been
observed well above Tc, with a difference between the onset temperature for phase fluctua-
tions and the superconducting critical temperature increasing in the underdoped regime.92

Figure 1.12. Nernst effect measurements of the onset of superconducting phase fluc-
tuations above Tc in Bi2212. From Ref. 92.

For both of these reasons, many ARPES practitioners have taken the phase-fluctuation
view in interpreting the pseudogap. Evidence for the phase fluctuation scenario in cuprates
consists of the fact that the magnitude of the superconducting gap near the Brillouin zone
face, as well as the shape of the spectrum, does not appear to significantly change across
Tc,

93 and from the fact that some modeling approaches94 and fitting methodologies72 indicate
that the onset of Fermi arcs near the Brillouin zone diagonals in the normal state may be
an artifact caused by thermal broadening. There is some debate about this final point, as
noted in the previous section.
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Intertwined electronic ordered phases. Perhaps the most important recent progress
in the study of cuprates has been the widespread establishment of intertwined electronic
ordered phases, which exist in close proximity to or even simultaneously with superconduc-
tivity. Evidence for such phases, in the form of charge-density-wave stripes, was established
as early as 1992 near p = 0.125 hole doping in LBCO, LSCO, and related cuprate compounds
within the “lanthanum-214” crystal structure family.95,96,97,98,99,100,101 Recently, however, a
form of charge density wave has been observed through NMR102 and x-ray scattering mea-
surements.103,104 The discovery not only established the prevalence of competing phases
within a new class of cuprate crystal structures, but in doing so in YBCO, has established
charge order in what is among the cleanest of cuprate materials.
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Figure 1.13. Charge density wave Bragg peak in YBCO as measured by x-ray diffrac-
tion. The cusp at Tc in the black data points, which indicates competition between
the CDW and superconductivity, can be eliminated by the application of a large
magnetic field as shown by the green, red and blue data points. From Ref. 104.

A flurry of experimental and theoretical work has followed. Evidence for charge-density-
wave ordering tendencies in bismuth cuprates has been previously reported in STM measure-
ments,105 but recent combined STM, REXS, and ARPES measurements have now reported
fortified claims of such ordering in both Bi2212106 and Bi2201.107 Theories being put forth
by a number of researchers explaining the role that these intertwined phases might have
in relation to superconductivity.108,109,110,111 For ARPES, the evidence for charge-density-
wave phases in cuprates may provide an alternate explanation for the pseudogap from phase
fluctuations, and dovetails with recent evidence suggesting that the nodal and antinodal
gap exhibit differing trends as a function of doping73,112 and temperature71 (though, as
noted above, the latter claim is debated) and with the intriguing demonstration of particle-
hole symmetry breaking in the antinodal quasiparticle spectra as extracted from lead-doped
Bi2201.113,114

Proximity to antiferromagnetism. Cuprates exhibit an intriguingly intimate relation-
ship with antiferromagnetism, for they only become superconducting after doping an antifer-
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romagnetic parent compound with carriers. With the recent discovery of high-temperature
superconductivity in iron-based superconductors, interest in this proximity has been greatly
heightened, and in fact, very similar phase diagrams are observed in what is becoming an
increasingly wide array of unconventional superconductors more generally, ranging from the
cuprates, to iron-based superconductors, to heavy-fermion compounds, to organic supercon-
ductors. The appearance of superconductivity in close proximity to magnetic phenomena
is extremely surprising from the point of view of BCS theory—external magnetic fields, for
example, destroy superconductivity.
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Figure 1.14. Comparison between the phase diagrams for (a) the cuprate super-
conductor La2−xSxCuO4 and (b) the iron-based superconductor Ba(Fe1−xCox)2As2

as a function of carrier concentration, as well as the phase diagrams for (c) the
heavy fermion superconductor CePd2−xSi2 and (d) the organic superconductor A15-
structured Cs3C60 as a function of pressure. After Refs. 115, 116, 117, and 118.
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Phonons. Finally, there is substantial evidence for strong electron-phonon coupling in the
cuprate superconductors which, although reminiscent at first blush of the coupling inter-
action that drives low-temperature superconductivity, exhibits many exotic behaviors. In
fact, one of the guiding principles that Bednorz and Müller followed in their discovery of
La2−xBaxCuO4 was to search for materials with strong Jahn-Teller distortions.26 There are
many signatures for strong electron-phonon interactions in the cuprates, including Raman
scattering measurements,119 infrared spectroscopy,120 and neutron scattering.121 Perhaps the
most straightforward evidence for electron-phonon coupling in recent times, however, appears
through ARPES measurements of a prominent kink in the nodal electronic dispersion at a
binding energy of 70 meV.43 Measurements along the antinodal direction122 reveal a similar
feature that appears to reflect electron-phonon coupling, but which appears to be distinct,
for it shifts to a binding energy of about 40 meV as the temperature is increased above Tc.

Figure 1.15. Evidence for widespread electron-phonon coupling in cuprate supercon-
ductors. (a)–(e) Nodal electronic dispersions in LSCO, Bi2212, and Bi2201. All
dispersions exhibit a prominent electron-boson-coupling kink feature at 70 meV. (f)
Doping-dependent coupling constant λ′, defined by comparing the low- and high-
binding energy slopes of the data displayed in (a)–(e). From Ref. 43.
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1.4 Opportunities for time-resolved probes

We now come to the question of what do time-resolved methods have to offer? The
answer is still in the making, but a number of possibilities are emerging.

With the cuprates in particular, there are a great many known interactions that all have
similar energy scales, and yet which are different in their microscopic origin. The hope is that
time-resolved techniques might be useful in disentangling these different interactions through
projecting the interactions into a wider range of parameter space than would be available
at equilibrium. In Chapter 4 we will demonstrate that quasiparticle relaxation rates exhibit
a marked fluence and momentum dependence, for example, and explores the possibility
that these differences in rates might lead to new insights in the pairing interaction or the
interaction between superconductivity and intertwined phases. In Chapters 5 and 6 we will
explore results that occur when the pump fluence is pushed beyond the threshold required
for the destruction of superconductivity, thereby probing the dynamical interactions both
between superconductivity and normal-state dynamics, and between superconductivity and
between superconductivity and pseudogap dynamics. Finally, in Chapter 7 we demonstrate
that time-resolved ARPES can be used to bring out signatures of changing interactions that
are hard to disentangle by any other means. In particular, we will show that time-resolved
ARPES is perhaps the only probe we are aware of that can simultaneously differentiate
temperature scales for the pseudogap, phase fluctuations, and superconductivity in a single
experiment, and furthermore that signatures appear along the nodal direction in momentum
space, where neither superconductivity nor the pseudogap are normally identified.
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Chapter 2

Analysis techniques

The text that follows summarizes the basic formalism of ARPES, as well as analysis
techniques including recipes for characterizing momentum-dependent quasiparticle popula-
tions and superconducting band gaps. A discussion of quasiparticle relaxation models is also
included with special emphasis on the Rothwarf-Taylor model, which is extensively used in
interpreting the results presented in Chapters 4–7.

2.1 Theory of ARPES

Angle-resolved photoemission spectroscopy, or ARPES, is the experimental foundation on
which all time-resolved ARPES systems are based. The basic scheme is a photon-in, electron-
out scattering process employed employed to measure a flat, single-crystal sample maintained
in ultrahigh vacuum (UHV) conditions. Photoelectron outgoing kinetic energies and exit
angles are directly measured to obtain a picture of a material’s electronic band structure.
One can develop an intuitive understanding for ARPES by considering a non-interacting
system, where the photoemission process is reduced to a one-particle problem. Translation
symmetry is preserved along directions parallel to the sample surface, and consequently the
parallel component of each electron’s momentum is conserved (to within a reciprocal lattice
vector) as electrons are ejected. In addition, for steady-state photoemission, the Hamiltonian
is invariant under time evolution, which results in usual rules for energy conservation. Thus
there exist simple relationships between photoelectron kinetic energies, exit angles, and the
energy and momentum of electrons when they were still inside the crystal lattice, given
by123,124,115

(E − µ) = Ekin + ΦW − hν (2.1)

~k‖ =
√

2mEkin sin θ, (2.2)
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where ~k and E are the electronic crystal momentum and energy inside the sample, µ is
the chemical potential (often identified in the literature as the Fermi energy EF , although
equality between the two quantities is strictly true only at T = 0), Ekin is photoelectron
kinetic energy after leaving the sample, ΦW is the work function, hν is the incoming photon
energy, m = 9.11 × 10−31 kg is the electronic mass in vacuum, and θ is the photoelectron
exit angle relative to normal emission.
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Figure 2.1. Schematic cartoon of the ARPES technique, (a) in real space, and (b)
in terms of energy levels.

2.1.1 Theory of ARPES in the presence of interactions

For interacting systems, the physics of photoemission can be more accurately understood
using Fermi’s golden rule,

I =
∑
f

2π

~
|〈ψNf |Hint|ψN0 〉|2δ(EN

f − EN
0 − hν), (2.3)

where the energy- and momentum-resolved count rate I is expressed in terms of the matrix
elements of an electromagnetic perturbation Hamiltonian Hint between |ψN0 〉 and |ψNf 〉, which
are initial and final states of the N -particle system with respective energies EN

0 and EN
f (at

T = 0, for example, the state |ψN0 〉 corresponds to the N -particle ground state). Typically,
one also makes two additional assumptions.123,115,125 First, following the three-step model, it
is assumed that the photoemission process can be divided into discrete events: (i) excitation
of a photoelectron from the valence band high-energy states while still inside the crystal, (ii)
transport of the photoelectron from the bulk to the sample surface, and (iii) photoelectron
escape into the vacuum outside the crystal. Effects related to steps (ii) and (iii), which include
inelastic scattering effects and photoelectron transition probability effects for crossing the
sample surface, can therefore be isolated from the photoemission event (step (i)), and are
often ignored or lumped into a background signal. Second, in what is termed the sudden
approximation, it is usually assumed that steps (ii) and (iii) of the three-step model occur so
quickly that the system can be approximated as responding instantaneously to the optical
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perturbation, i.e., once a photoelectron is created, there is no subsequent interaction between
it and the remaining system. Thus, the a photoelectron leaving the sample can be well-
described as a plane wave.

Incorporating these approximations, we factorize the initial and final states in Eq. (2.3)
as follows:

|ψNf 〉 → |ψk,N
Ekin,m

〉 = A|φk
Ekin
〉|ψN−1

m 〉

|ψN0 〉 → |ψk,N
0 〉 = A|φk

0 〉ck|ψN0 〉
(2.4)

The final state |ψNf 〉 is described as the product of a one-electron plane wave state |φk
Ekin
〉

and an N − 1 particle state |ψN−1
m 〉 corresponding to the electron population left behind.

Because the total transition under the golden rule treatment is given the by summation over
final states, this “remainder” state can be chosen to be an eigenfunction of the N−1 particle
system and its index is accordingly changed to m, decoupling it from from the plane wave
indices k and Ekin. The initial state |ψN0 〉 is also factorized into a one-electron orbital state
and an N − 1 electron remainder state (this amounts to an additional assumption beyond
the three-step model and sudden approximation), though no assumptions are required re-
garding the shape of either wavefunction. In both the initial and final states, the operator A
antisymmetrizes the product state to ensure compatibility with the Pauli exclusion principle.

Following Eqs. (2.4), the total perturbation matrix element can be separated into one-
electron and overlap-integral components, 〈ψk

f |Hint|ψk
0 〉 = 〈φk

Ekin
|Hint|φk

0 〉〈ψN−1
m |ck|ψN0 〉, so

that Eq. (2.3) becomesi

I(k, Ekin) =
2π

~
|〈φk

Ekin
|Hint|φk

0 〉|2

×
∑
m

|〈ψN−1
m |ck|ψN0 〉|2 δ(Ekin + ΦW + µ+ EN−1

m − EN
0 − hν). (2.5)

The photoelectron contribution Ephoto = Ekin + ΦW + µ to the energy eigenvalue EN
m =

EN−1
m +Ephoto has also been explicitly written out in the delta function of the above equation

to express the count rate I in terms of photoelectron kinetic energy Ekin. Finally, we can
express Eq. (2.5) more suggestively by defining the quantity ω ≡ Ekin+ΦW −hν, in analogy
with E − µ in Eq. (2.1), to obtain

I(k, ω) =
2π

~
|〈φk

Ekin
|Hint|φk

0 〉|2︸ ︷︷ ︸
∑
m

|〈ψN−1
m |ck|ψN0 〉|2δ(ω + EN−1

m − EN
0 )︸ ︷︷ ︸ . (2.6)

= I0 A−(k, ω) (2.7)

The term I0 encodes selection rules for photoemission transitions as a function of k, ω, hν,
and photon polarization. While experimentally important, it does not usually impart deep

iEnergy conservation is imposed through the delta function in Eq. (2.5). Note that three-dimensional
crystal momentum conservation is implicitly imposed for the sake of simplicity by defining the same value of k
for the initial and final states in Eqs. (2.4). The condition can be relaxed to the imposition of parallel crystal
momentum conservation only by generalizing A|φk0 〉ck|ψN

0 〉 to A|φk′

0 〉ck′ |ψN
0 〉 in Eq. (2.4), and by factoring

out momentum-constraining delta functions or Lorentzians as appropriate and introducing a summation over
initial states, as outlined in Ref. 123.
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physical insights. The quantity A−(k, ω), however, is very interesting. In the non-interacting
case, the initial state |ψN0 〉 reduces to a product of one-electron Bloch states, as do the
eigenstates |ψN−1

m 〉, so that m→ n,k′ (where k′ corresponds to the crystal momentum of the
removed electron). Thus, the overlap integral 〈ψN−1

m |ck|ψN0 〉 reduces to the delta function
δ(k − k′), and A−(k, ω) traces out a series of delta functions centered at values of energy
and momentum dictated by the conservation laws displayed in Eqs. (2.1) and (2.2). As we
shall show in Section 2.1.3, in the more general case, A−(k, ω) is intimately related to the
single-particle spectral function A(k, ω), which is an important object from field theory that
describes a material’s band structure in the presence of electronic interactions. The ability
of ARPES to measure A(k, ω) in such a direct manner is one of the main reasons why the
technique is so useful. Indeed, over the past 20 years, ARPES has proven itself as perhaps
the single most powerful technique in all of physics for experimentally accessing the dynamics
of quantum materials.
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Figure 2.2. Typical measured ARPES dispersion spectra in the cuprate superconduc-
tor Bi2212 at low temperature, corresponding to two cuts through momentum space
as indicated by the schematic in (b). The momentum wave vector k is expressed in
units of π/a, where a = 3.83 Å is the Cu-O in-plane lattice constant.126

2.1.2 Experimental considerations

A number of experimental factors can separate an ARPES measurement from the true
nature of band structure. First, as already alluded to in the previous section, momentum,
energy, and polarization dependent variations in I0 can make it difficult to accurately com-
pare the intensities of one ARPES cut relative to another, and in cases may completely
suppress the photoemission cross section.

Second, because the boundary between the crystal and vacuum breaks perpendicular
translational symmetry, the perpendicular component of crystal momentum (~k⊥) is explic-
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itly not conserved. In crystal structures with substantial c-axis dispersions, this results in
a broadening of spectral bands that can make it hard to perform quantitative analyses of
line shapes.123,124 Fortunately, such problems are largely eliminated in two-dimensional sys-
tems like single-layer graphene or topological insulator surface states, and in layered crystal
structures like the cuprate superconductors because c-axis dispersion is nearly or completely
flat. In fact, non-conservation of k⊥ in these two-dimensional cases may actually be a good
thing, for it greatly simplifies the problem of locating desired points in the crystalline band
structure. For example, in single-layer graphene127 or the topological insulator bismuth se-
lenide128 the Dirac nodes can be located using a wide variety of photon energies. By contrast,
in three-dimensional graphite129 or Na3Bi,130 such nodes can only be located by carefully
tuning both the photon energy and measurement angle to one of a much smaller subset of
values.

Third, the photoelectron mean free path within a crystal is on the order of nanometers,
classifying ARPES as a surface-sensitive technique. The effect is more severe at synchrotron
photon energies (where the mean free path characteristically drops to ≈0.4 nm) than at laser
photon energies (where the mean free path is characteristically ≈4 nm).131 As above, this is
irrelevant for true two-dimensional structures. However, features like surface reconstruction
effects may be overly represented in ARPES measurements of layered materials like the
cuprates.

Fourth, particularly at the low photon energies typical of laser-based ARPES systems, the
work function ΦW poses a significant additional complicating factor. At synchrotron photon
energies, the work function is so much smaller than the photon energy that its precise value
is largely irrelevant in Eqs. (2.1) and (2.2). At laser frequencies, by contrast, ΦW is often
equal to or even much greater than Ekin. Hence, it is imperative to be able to characterize
it. It is occasionally noted that ΦW is the work function corresponding to the analyzer, not
the sample—the reason being that the analyzer cone and sample are both grounded, which
sets up a contact potential between the two elements. In fact, the most influential contact
potentials in an ARPES experiment are not those between the sample and the analyzer, but
rather those occurring between the sample and the metallic puck on which the sample is
mounted. Depending on the sample and puck material characteristics, empty space in the
immediate vicinity of a sample may be subject to potential differences as large as 500 mV,
over distances as small as a fraction of a millimeter. The specific geometry of the resulting
electric fields does not alter Eq. (2.1), but it can—and does—significantly affect the angles θ
at which photoelectrons enter the analyzer. The effect should not be ignored in laser ARPES
measurements, and is discussed in greater detail in Chapter 3.

There is a silver lining to the contact potential effect in one sense. Because every electron,
regardless of where it starts, will end up being measured by the same detector, photoelec-
trons at the chemical potential of every sample will be boosted to the same kinetic energy,
given a fixed photon energy, by the time they make it to the analyzer cone regardless of
differing sample, puck, and manipulator work functions. If the detection scheme is based on
a hemispherical analyzer, it is therefore possible to quantify the chemical potential for a any
material by comparing to a metallic reference like polycrystalline gold.
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2.1.3 Field theory techniques

In a simplistic picture it is possible to understand and interpret ARPES data as an
“energy-smeared” version of the simple non-interacting band structure picture. However,
insight is greatly facilitated by adopting a field-theoretic perspective for the interpretation
of A−(k, ω). The reason is that a many-body description of nature is inherently built into the
fabric of field theory, with particle creation and annihilation operators serving a fundamental
purpose in even the simplest calculations. This section outlines some of the concepts from
field theory that are most relevant to ARPES, starting with the one-electron Green function.
An excellent expanded description of many of these ideas can be found in Chapter 5 of Ref.
32. The reader is referred to Ref. 132 for an exhaustive discussion of the role of field theory in
condensed matter physics. Ref. 133 covers much of the same formalism from a high-energy
physics perspective. The connection between Green functions and ARPES is also briefly
discussed in Refs. 115, 123, and 125.

2.1.3.1 Green function approach to photoemission

The most relevant Green function for ARPES is the one-electron Green function, defined
in the Heisenberg picture as

Gret(r1, t1, r2, t2) ≡ −iΘ(t1 − t2)〈Ω|{ψ(r1, t1), ψ†(r2, t2)}|Ω〉. (2.8)

The states |Ω〉 represent the interacting system’s N -particle ground state, ψ and ψ† respec-
tively represent annihilation and creation operators. Spin degrees of freedom are ignored
throughout this section for convenience, but could easily be incorporated by adding a quan-
tum number subscript to ψ and ψ†. Eq. (2.8) is the retarded version of the one-electron
Green function (hence the subscript) and represents just one of six closely related two-point
correlation functions that are commonly used in field-theoretic approaches to solving many-
body electron problems at zero temperature, and one of several relevant Green functions in
the finite-temperature regime.132 The retarded formulation is among the most physical of
these as it obeys causality. Other formulations, such as the time-ordered propagator Gt that
is extensively treated in Refs. 32 and 133, are useful in deriving the various theorems that
are quoted below without proof.

If we assume time and translation invariance in Eq. (2.8) (as is commonly done despite
the fact the latter is technically false in a solid) we find an equivalent description of the
single particle Green function in terms of the spatial Fourier transform

Gret(k, τ) = −iΘ(τ)〈Ω|{ck(τ), c†k(0)}|Ω〉. (2.9)

Physically, both the position and momentum representations of G describe the quantum
mechanical probability amplitude for a particle originating at some point to propagate to
some other point at later time τ = t1− t2. For example, the first term of the anticommutator
in Eq. (2.8) is the probably amplitude for an electron starting in location r2 at time t2 to be
found in a new location r1 at time t1. The second term of the anticommutator in Eq. (2.8)
is the complex conjugate of the probably amplitude for a hole starting in location r2 at time
t2 to be found in location r1 at time t1.
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2.1.3.2 Non-interacting Fermi gas (T = 0)

The non-interacting Fermi gas provides an illustrative example of the physics encoded in
the Green function formalism. The Hamiltonian is given by

H0 =
∑
k

εkc
†
kck, (2.10)

where the values εk correspond to the energies of individual non-interacting states, which are
completely occupied below EF and completely empty above EF . For convenience we choose
the non-interacting ground state energy to be 0. Under these circumstances, it is easy to
show (based on the definition of Heisenberg picture operators in terms of Schrodinger picture
operators) that ck(τ) and ck(0) are related according to

ck(τ) = ck(0)e−iεkτ . (2.11)

If we substitute this into equation (2.9) we see that

G
(0)
ret(k, τ) = −iΘ(τ) [Θ(εk − EF )− iΘ(EF − εk)] e−iεkτ

= −iΘ(τ)e−iεkτ (2.12)

For states both above and below the Fermi level, G
(0)
ret is an oscillating function that begins

at τ = 0 and maintains the same amplitude out to τ = ∞. In other words, electrons and
holes added to the system remain in the same momentum state for all future times.

Another way to visualize this is by taking the time Fourier transform of G
(0)
ret,

G
(0)
ret(k, E) =

1

E − εk + i0+
, (2.13)

where here and elsewhere 0+ is an infinitesimal positive real number that is included to
define a prescription for treating the function near its poles. Notice particularly that

Im G
(0)
ret(k, E) = −πδ(E − εk), (2.14)

that is to say, the imaginary part of Gret directly traces out the free Fermi gas band structure
in delta functions. In fact, the imaginary part of Gret gives information about a material’s
band structure even as interactions are turned on.

2.1.3.3 Green functions for an interacting system (T = 0)

As we turn on interactions between particles, the many body ground state |Ω〉 is no
longer an eigenstate of the annihilation and creation operators c and c†, and in consequence
we can no longer expect Gret(k, τ) to maintain a constant amplitude as time winds forward
or backward. In fact we will see, as we expect on physical grounds, that particles become
limited to finite lifetimes.
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A helpful way to visualize the interacting Green function is by writing out the time
evolution of the field operators explicitly for Eq. (2.9) and judiciously inserting resolutions
of the identity. Then Gret(k, τ) becomes

Gret(k, τ) = −iΘ(τ)〈Ω|eiEN
0 τck(0)e−iHτ

∑
m

|ψN+1
m 〉〈ψN+1

m |︸ ︷︷ ︸
identity

c†k(0)|Ω〉

+−iΘ(τ)〈Ω|c†k(0)eiHτ
∑
m

|ψN−1
m 〉〈ψN−1

m |︸ ︷︷ ︸
identity

ck(0)e−iE
N
0 τ |Ω〉, (2.15)

Gret(k, τ) = −iΘ(τ)
∑
m

〈Ω|ck(0)e−iHτ |ψN+1
m 〉〈ψN+1

m |c†k(0)|Ω〉eiEN
0 τ

+−iΘ(τ)
∑
m

〈Ω|c†k(0)eiHτ |ψN−1
m 〉〈ψN−1

m |ck(0)|Ω〉e−iEN
0 τ , (2.16)

Gret(k, τ) = −iΘ(τ)
∑
m

|(c†k)m,0|2e−i(E
N+1
m −EN

0 )τ − iΘ(τ)
∑
m

|(ck)m,0|2ei(E
N−1
m −EN

0 )τ , (2.17)

where the identity has been expressed in terms of the eigenstates |ψN+1
m 〉 of the N + 1

particle system with energies EN+1
m , and in terms of the eigenstates |ψN−1

m 〉 of the N − 1
particle system with energies EN−1

m . EN
0 is the N particle ground state energy. In the last

step we have substituted the definitions

(c†k)m,0 ≡ 〈ψN+1
m |c†k(0)|Ω〉, (ck)m,0 ≡ 〈ψN−1

m |ck(0)|Ω〉. (2.18)

The notation can be clarified by defining ±ξN±1
m ≡ EN±1

m − EN±1
0 . Then EN±1

m − EN
0 =

(EN±1
m −EN±1

0 ) + (EN±1
0 −EN

0 ) = ±ξN±1
m ±µ, where µ is the chemical potential, and we can

write equation (2.17) as

Gret(k, τ) = −iΘ(τ)
∑
m

|(c†k)m,0|2e−i(ξ
N+1
m +µ)τ − iΘ(τ)

∑
m

|(ck)m,0|2e−i(ξ
N−1
m +µ)τ . (2.19)

Note that ξN+1
m ≥ 0 and ξN−1

m ≤ 0. We see by inspection of Eq. (2.19) that ξN±1
m + µ can be

identified as the analogue of εk in Eqs. (2.10)–(2.14) for the N ± 1 particle system.

We now define the spectral density function:

A(k, ω) ≡
∑
m

|(c†k)m,0|2δ(ω − ξN+1
m )︸ ︷︷ ︸

A+(k,ω)

+
∑
m

|(ck)m,0|2δ(ω − ξN−1
m )︸ ︷︷ ︸

A−(k,ω)

. (2.20)

It is perhaps easiest to think of A(k, ω) a momentum-resolved density of states. By definition,
the positive frequency component A+(k, ω) delineates the probability distribution function
that an electron of momentum k added to an interacting many body system will occupy
any of the new N + 1 particle system’s energy eigenstates ξN+1

m . Likewise, the negative
frequency component A−(k, ω) is the probability distribution function that an electron of
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final momentum k removed from an interacting many body system will leave a hole with
energy eigenstate ξN−1

m in the remaining N − 1 particle system. This latter piece is precisely
the quantity measured by angle-resolved photoemission.

We can also use the functional form of A(k, ω) to compactly describe the frequency
transformed version G:

Gret(k, E) =

∫ ∞
−∞

A(k, ω)dω

E − ω − µ+ i0+
. (2.21)

This equation, known as the Källén-Lehmann spectral representation of Gret(k, E),133,132 can
be verified by performing the inverse Fourier transform and noting that equation (2.19) is
recovered. Two facts are evident upon inspection of equation (2.21): (a) the full interacting
G can be expressed as a simple weighted sum of various non-interacting Green functions G0;
and (b), the imaginary part of the Green function is, as in the non-interacting case, directly
proportional to a solid’s band structure:

Im Gret(k, ω + µ) = −πA(k, ω). (2.22)

This remarkable property is caused by the unitarity of the operators e±iHτ in Eq. (2.15),133

and is closely related to the optical theorem in scattering theory.133,134 Although in this
thesis A(k, ω) is defined in terms of equation (2.20) to emphasize its physical significance,
equation (2.22) is so simple and so well-established in the ARPES field that is occasionally
invoked as an alternate spectral function definition.125 A(k, ω) also obeys the following sum
rule: ∫ ∞

−∞
A(k, ω)dω = 1. (2.23)

2.1.3.4 Finite temperature

Field-theoretic descriptions of ARPES can be generalized to finite temperature by in-
corporating Matsubara Green functions, as outlined by Mahan.132 The most important dif-
ferences between the above formalism and the finite-temperature regime are that A−(k, ω)
and A+(k, ω) should be broadened across the chemical potential in Eq. (2.20), and can be
expressed in terms of the Fermi-Dirac distribution function f(ω) as

A−(k, ω)→ A(k, ω)f(ω), A+(k, ω)→ A(k, ω)[1− f(ω)]. (2.24)

In other words, at finite temperatures it becomes possible to remove electrons from the
system even above the chemical potential (and likewise to add them back to the system
below the chemical potential). This fact becomes useful later on in Section 2.2.2 when we
discuss analysis techniques for characterizing superconducting band gaps.

2.1.3.5 Self-energy, and concrete electron interaction models

A useful theorem that we now state without proof is Dyson’s equation,

Gret(k, E) =
1

E − εk − Σ(k, E − µ)
, (2.25)
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which states that the Green function for any interacting system can always be expressed as
an infinite series expansion of the product of the non-interacting Green function G

(0)
ret and

an electronic self-energy term Σ. In general, the self-energy is an analytic complex function
with real and imaginary parts, conventionally defined as Σ(k, ω) = Σ′(k, ω) + iΣ′′(k, ω).
Substituting Dyson’s equation into Eq. (2.22) results in

A(k, ω) = − 1

π

Σ′′(k, ω)

(ω − ξk − Σ′(k, ω))2 + Σ′′(k, ω)2
, (2.26)

where ξk ≡ εk − µ is a reformulation of the bare band energy relative to the chemical
potential. This form of A(k, ω) is frequently referenced in ARPES literature. We can see
from Eq. (2.26) that the real part of the self energy causes a renormalization of the band
structure, shifting the spectral weight maximum in A(k, ω) from ξk to Ek, defined implicitly
by the equation Ek = ξk + Σ′(k, Ek). The imaginary part results in a broadening of the
band in accordance with the decrease in particle lifetime that the term represents.

Until this point, the Green function analysis has been exact, regardless of interaction
strength, and has only required assumptions of time and translation invariance. To pro-
ceed further with useful theories of real systems, however, various approximations must be
introduced to model the behavior of the self-energy Σ, for a given system. A few simple mod-
els, useful for capturing the basic phenomenology of electron-electron and electron-phonon
interactions, are summarized below.
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Figure 2.3. Simulations of ARPES spectral functions A−(k, ω) for a normal metal
with a linear bare band. (a) Non-interacting system. (b) System featuring electron-
electron and electron-boson coupling interactions, such that the total self-energy is
given by the sum of Eqs. (2.27) and (2.29), with ωD = 70 meV. Both simulations
have been broadened slightly along the energy axis to simulate the effects of finite
energy resolution and to illustrate delta-function weights.

Electron-electron self-energy. The most widely used functional form used to describe
electron-electron interactions is the Fermi liquid self-energy, where it is assumed that Σ(k, ω)
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takes on the form115,135

ΣFL(ω) = αω + iβ
[
ω2 + (πkBT )2

]
. (2.27)

The Fermi liquid’s defining characteristics are the ω2 and T 2 dependencies, which arise based
on broadly applicable phase-space arguments,135 and make Fermi liquid theory the starting
approximation for most metallic systems. For cuprates, a slightly more applicable electronic
self-energy may be the marginal Fermi liquid, invented by Chandra Varma, et al.136 and
defined according to

ΣMFL(ω) = λMFL

[
ω ln

x

ωc
− iπ

2
x

]
, (2.28)

where x ≈ max(|ω|, T ), λMFL is a coupling constant, and ω0 is an ultraviolet cutoff energy.
Further discussion of these electronic self-energies and others may be found in Refs. 137 and
138.

Electron-phonon self-energy. The simplest self-energy model for capturing the interac-
tion between electrons and phonons is the Einstein model at zero temperature, which treats
the coupling between electrons and a single non-dispersive phonon mode at energy ω0. In
this case Σ is given by139

ΣE(ω) = −λω0

2
ln

∣∣∣∣ω + ω0

ω − ω0

∣∣∣∣− iπλω0

2
|Θ(ω − ω0)| , (2.29)

where λ is the electron-phonon coupling constant. The intuition behind the imaginary part of
this expression is that low-energy quasiparticles are too close to the chemical potential to emit
relatively high-energy phonons of energy ω0, and therefore the spectrum remains infinitely
sharp below ω0. By contrast, for energies beyond the Einstein frequency, quasiparticles can
decay by emitting phonons quite easily, and the inverse lifetime spikes upward to a finite
value. The real part of the self-energy is obtained by Kramers-Kronig transformations, and
reveals that low-energy electrons are slowed down by their interactions with the lattice.

A slightly more complicated but numerically better-behaved electron-phonon coupling
function is the The Debye self-energy, which is derived from the coupling interactions between
electrons and an acoustic phonon population. At zero temperature the Debye self-energy
ΣD = Σ′D + iΣ′′D is given by

Σ′′D(ω) =

{
−|λπω3/(3ω2

D)| if |ω| < ωD
−λπωD/3 if |ω| > ωD

(2.30)

Σ′D(ω) = −λωD
3

[
ω

ωD
+ ln

∣∣∣∣ω + ωD
ω − ωD

∣∣∣∣+

(
ω

ωD

)3

ln

∣∣∣∣ω2 − ω2
D

ω2

∣∣∣∣
]
, (2.31)

where the Debye energy ωD serves a similar purpose to ω0 in the Einstein model. In fact,
the imaginary and real parts of this model look qualitatively similar to the Einstein model
in general, and they have the same physical interpretation. In both the Einstein and Debye
phonon models, it can be deduced that the coupling constant λ obeys the relation λ =
| limω→0 ∂ωΣ′(ω)|, which serves as a generalizable definition of λ for any electron-phonon
self-energy.139
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Figure 2.4. Simulated real and imaginary parts of electronic self-energy for a normal
metal at T = 0. (a) and (b) correspond to models for electron-electron interactions,
showing Fermi liquid and marginal Fermi liquid self-energies, respectively. (c) and
(d) correspond to models for electron-phonon interactions, showing Einstein and
Debye models, respectively. All models are drawn for a coupling constant λ = 1.

2.2 ARPES and time-resolved ARPES analysis

Having established a general theoretical background of ARPES and a survey of both
conventional and unconventional superconductivity, we proceed to a discussion of analysis
techniques relevant to understanding ARPES and time-resolved ARPES data on a practical
level. Initial discussions include definitions and historical relevance of energy distribution
curves (EDCs) and momentum distribution curves (MDCs), techniques for characterizing
the superconducting gap, and techniques for extracting the physics of electron-boson cou-
pling from the electronic band structure, which are equally relevant in discussions of static
and time-resolved ARPES measurements. Following this, the Rothwarf-Taylor and two-
temperature models of quasiparticle relaxation are discussed, which are specifically relevant
to time-resolved experiments.
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2.2.1 EDCs, MDCs, and delay curves

Modern ARPES systems have become extraordinarily sophisticated, possessing the abil-
ity to simultaneously acquire the energy dependence of A(k, ω) as well as one (for hemi-
spherical analyzers) or even two dimensions (for modern time-of-flight analyzers) of crystal
momentum. In order to be able to make sense of all this data, it becomes helpful at times to
restrict one’s field of view to intensity as a function of one component of phase space only.
This is part of the rationale behind the widespread use the terms “energy distribution curve”
(EDC) and “momentum distribution curve” (MDC) in the ARPES literature. Essentially,
EDCs correspond to ARPES intensity as a function of energy (with momentum or angle
fixed), and MDCs correspond to ARPES intensity as a function of momentum (with energy
fixed), as depicted in Fig. 2.5.

MDC

EDC

“TDC”

L

H

I(
k
,ω
,t
)

Figure 2.5. Energy distribution curve (EDC) and momentum distribution curve
(MDC) definitions.

With the advent of time-resolved ARPES, the logical extension would be that an ARPES
intensity curve plotted as a function of delay time should be called a “TDC.” However, the
term has not caught on, perhaps because there is a connection between the integrated area
of an EDC or MDC and a probability distribution function (for EDCs this connection is
made explicit by Eq. (2.23)); no such relation exists for the time dependence of ARPES
intensity. Nevertheless, time-resolved ARPES intensity plotted as a function of delay time
can be quite useful, and many such curves will be plotted later on in the analysis of Bi2212
presented in Chapters 4, 6, and 7. Typically such curves are simply referred to as “delay
curves,” and they are integrated across a finite window in energy and momentum space to
improve signal-to-noise.

It is perhaps worth noting that there is some slight ambiguity in the literature with
regard to the definition of EDCs, which has consequences in the interpretation of line shapes.
Historically, ARPES data could only be acquired one angle at a time, so EDCs were defined
as spectral intensity at constant angle, not necessarily constant momentum. Under these
circumstances, some care should be taken in directly associating spectral widths lifetimes,
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because the polar angle can play a role in artificially broadening or sharpening lineshapes.140

The complication is largely bypassed with the advent of two- and three-dimensional analyzers
because such a large quantity of data can be accumulated at once that there is no difficulty
in numerically transforming the data from angle-space directly into momentum space using
the conversion relations (2.1) and (2.2) before performing further analyses.

2.2.2 Superconducting gap characterization

One of the most important characteristics of an ARPES spectrum to analyze if one wishes
to understand superconductivity is the momentum-dependent nature of the superconducting
gap. Indeed, the measurement68 of the gap’s d-wave symmetry in superconducting Bi2212
was, and continues to be, one of the single most important contributions that ARPES prac-
titioners have contributed to the high-Tc field. More recently, momentum- and temperature-
dependent characterizations of the gap in the vicinity of the Brillouin zone face have led
to important new information being revealed about the relationship between superconduc-
tivity, preformed Cooper pairs, and and/or intertwined electronic orders.115,141,71,142,114,72

Two methods for characterizing the gap are summarized below: EDC symmetrization, and
division by the Fermi-Dirac distribution function.

2.2.2.1 EDC symmetrization

The first challenge that must be overcome to extract the superconducting gap is the
role of electron occupation (governed in equilibrium measurements by the Fermi-Dirac dis-
tribution function). This effect can artificially shift peak and leading edge positions in the
underlying spectral function and can lead to mistaken gap characterizations if not treated
appropriately. In equilibrium ARPES measurements, perhaps the most common way to
remove the effect of the Fermi function is a methodology proposed by Norman, et al.,52

known as EDC symmetrization. Under the symmetrization scheme, an EDC at the Fermi
wave vector (kF ) is reflected about the Fermi energy (EF ) and added to itself. Given an
assumption of local particle-hole symmetry, at equilibrium this procedure removes the effect
of the Fermi function, for if A(kF , ω) = A(kF ,−ω), then

I(kF , ω) + I(kF ,−ω) = R ∗ A(kF , ω)f(ω) +R ∗ A(kF ,−ω)f(−ω) (2.32)

= R ∗
(
A(kF , ω)f(ω) + A(kF , ω)[1− f(ω)]

)
(2.33)

= R ∗ A(kF , ω). (2.34)

The asterisk indicates convolution. One of the notable advantages of this technique is that
symmetrization is only minimally affected by convolution, which is usually used to approxi-
mate the energy resolution. Thus, the energy resolution can be accounted for rather simply
in a fit, by convolving a chosen fit function against a Gaussian resolution function and using
the result to fit the data.
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For time-resolved ARPES data, the nonequilibrium measured value A−(k, ω) may no
longer be thermal. However, the symmetrization approximation may still give meaningful re-
sults if A−(k, ω) can be approximated by the product of some time-resolved spectral function
A(k, ω, t) and an “anti-symmetric” distribution function f ∗(ω) such that f ∗(ω) = 1−f ∗(−ω),
which may or may not resemble a thermal function. In both the equilibrium and nonequi-
librium case, local particle-hole symmetry must be assumed. This is not a problem for
superconductivity, as particle-hole symmetry is built into almost any meaningful pairing in-
teraction. However, such symmetry may break down under the influence of certain competing
orders or normal-state effects.

2.2.2.2 Division by the Fermi-Dirac distribution function

An alternate method of extracting A(k, ω) from A−(k, ω) comes from recognizing that
in the thermal case the function f(ω) has the explicit form f(ω) = 1/(1 + eω/kBT ): ideally,
one can simply divide this function out of the data. Such methods were first used to char-
acterize the normal-state electronic structure of Pb-Bi2201 in 2001.143 More recently, it has
been recognized that convolution (i.e., the effect of finite energy resolution) and multipli-
cation by f(ω) do not commute, so numerical methods are often employed to “undo” the
energy resolution before dividing by the Fermi function.144,142 A demonstration of the Fermi
division technique on momentum-dependent measurements of Bi2212 below and above the
superconducting critical temperature Tc = 91 K is displayed in Fig. 2.6.

Figure 2.6. Equilibrium ARPES dispersions below and above Tc = 91 K, decon-
volved144,142 and divided by a Fermi function in order to extract A(k, ω) from the
ARPES intensity, and to allow an examination of the band gap. (a) Low temper-
ature dispersions (T = 17.5 K). The angle φ is defined as in the inset. (b) High
temperature dispersions (T = 100 K). The onset of the pseudogap occurs at about
φ = 28◦.
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In the low-temperature data (Fig. 2.6(a)) a d-wave-symmetric gap is clearly visible, with
a node at φ = 45◦ and maximal gap magnitude toward the Brillouin zone face. Figure 2.6(b)
illustrates the phenomenology of the pseudogap. The band is continuous out to φ = 29◦,
demonstrating the extent of the Fermi arc. Between φ = 29◦ and φ = 27◦ a gap becomes
visible, and is unmistakable by φ = 26◦, in good agreement with measurements of the onset
of the pseudogap in k-space based on synchrotron light.71

In the nonequilibrium case, gap characterization methods of this sort are only mean-
ingful if the electronic distribution is closely approximated by a thermal distribution, and
if the electronic temperature can be monitored in a time-resolved manner, for example by
characterizing the Fermi edge width along the nodal direction in cuprates where there is no
gap. Nevertheless, we have found that both symmetrization and Fermi-division give similar
results for the evolution of the gap, as discussed later on in Chapter 5.

2.2.2.3 Gap fitting model

Once the gap has been disentangled from the Fermi-Dirac distribution function, it is
necessary to extract the magnitude of the gap parameter |∆| using an appropriate fit. We
use the following,

A(k, ω, t) ∝ Im

[
1

ω − ξ(k)− Σ(k, ω, t)

]
, Σ(k, ω, t) ≡ iΓ(t) +

∆(t)2

ω + ξ(k) + iΓ0

, (2.35)

which is recognizable as the BCS spectral function (see Eq. (1.24)) except that the self-
energy ΣBCS has been phenomenologically broadened by adding the constants Γ and Γ0.
For an EDC extracted at the Fermi wave vector, ξ(k) = 0, and Γ0 is typically negligible
for the measurements we have characterized, reducing the fit parameters to ∆(t), Γ, and an
overall proportionality constant. To improve fit quality and incorporate inelastic scattering
an additional term C1|ω| can be added to the model before convolving with the resolution
function.

2.2.2.4 Other gap fitting characterization methods

Perhaps the simplest way to characterize an ARPES spectral gap is by examining the
raw data to see whether or not there is a shift in the leading edge of spectra at the Fermi
momentum. In general, this approach is plagued by systematic errors introduced through
the distribution function and the finite energy resolution. However, up to a point, it is con-
sistent with the more sophisticated techniques described above. Figure 2.8 shows raw and
symmetrized EDCs at kF , extracted from a time-resolved ARPES experiment on supercon-
ducting Bi2212. Notably, the symmetrized EDC fits are in good agreement with a simplistic
analysis, shown in Fig. 2.8(c), where the gap shift is characterized by the leading edge of the
EDC at kF . A combined plot showing the gap fit results based on the symmetrized EDC
fits and leading-edge analysis is shown in Fig. 2.8(d).
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Figure 2.7. Graph of Eq. 2.35, as well as its convolution with a Gaussian resolution
function R(ω) of FWHM = 20 meV.

Alternatively, the superconducting can be characterized after EDC symmetrization or
Fermi-division by simply halving the energy difference between the positive and negative
energy peaks. This characterization method is simple, but has drawbacks in that it is a
noisier characterization technique than fitting to Eq. (2.35) because only a very few data
points are sampled. Even with perfect statistics, the peak-to-peak characterization method
may give systematically incorrect results if the underlying lineshapes are asymmetric and
if energy resolution effects are at play. This is illustrated in Fig. 2.7, which shows a graph
of Eq. (2.35) along with its convolution with a Gaussian function of FWHM = 20 meV.
Because Eq. (2.35) has asymmetric quasiparticle peaks, the fitted gap size is slightly smaller
than the maximum values of the resolution-convolved peaks would suggest.

Finally, we note that Reber et al.72 have recently proposed an alternative fitting method-
ology to those described here, suggesting that robust gap measurements may result from
integrating time-resolved ARPES spectra across momentum cuts intersecting the normal
state Fermi surface, dividing by the spectrum along the node (which is conceptually similar
to dividing by a Fermi function) and fitting the resultant spectra to the Dynes equation for
electron tunneling,145

I(ω) = Re
ω − iΓTDoS√

(ω − iΓTDoS)2 −∆2
. (2.36)

This fit function phenomenologically broadens the BCS spectral function in a slightly differ-
ent manner than does Eq. (2.35) while still using the same number of parameters (if Γ0 is
neglected in Eq. (2.35)), or perhaps even fewer parameters (if Γ0 is not neglected). Though
we have not employed this fitting methodology in the present work, it has been used to
characterize band gaps in the iron-based superconductors,146 and its use in cuprates has led
to interesting proposals for the origin of the pseudogap.72

42



-40 -20 0 20 40

Energy (meV)

-40 -20 0 20 40

Energy (meV)

-40 -20 0 20 40

Energy (meV)

-40 -20 0 20 40

Energy (meV)

E
D

C
 I
n
te

n
si

ty
 a

t 
k F

 (
a

rb
. 
u

n
its

)

-0.2 ps

4 ps

-40 -20 0 20 40

E - EF (meV)

-40 -20 0 20 40

E - EF (meV)

-40 -20 0 20 40

E - EF (meV)

-40 -20 0 20 40

E - EF (meV)

E
D

C
 I
n
te

n
si

ty
 a

t 
k F

 (
a

rb
. 
u

n
its

)

-0.2 ps

4 ps

-20 -10 0 10 20

E - EF (meV)

-20 -10 0 10 20

E - EF (meV)

16

14

12

10

8

6

4

2

0

D
e
q
 -

 D
m

in
 (

m
e

V
)

302520151050

Fluence (mJ/cm
2
)

 BCS Fit
 Leading Edge

E
D

C
 I
n
te

n
si

ty
 a

t 
k F

 (
a

rb
. 
u

n
its

)

4 mJ/cm
2

8 mJ/cm
2

15 mJ/cm
2

23 mJ/cm
2

(a)

(b)

(c)

(d)

Figure 2.8. Comparison between leading-edge gap measurements and symmetrized
EDC fitting methodology. (a) Raw EDCs at kF between -1.1 ps and 4 ps, corre-
sponding to fluences of 4, 8, 15, and 23 µJ/cm2. Bold curves correspond to t = 0 ps.
(b) Symmetrized EDCs, acquired by adding the data in (a) to its reflection across
EF . Black curves correspond to fits using Eqs. (2.35), convolved with a Gaussian
resolution function. (c) Comparison between raw EDCs at equilibrium (in black)
and those at 0.7 ps (in blue) for pump fluences of 4, 8, 15, and 23 µJ/cm2, with colors
indexed to the fluence values in panel (a). (d) Maximal gap shift (∆eq−∆min) versus
pump fluence. Filled circles are the result of fitting to Eqs. (2.35). Open squares are
from the leading-edge shift in the raw EDCs.
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2.3 Quasiparticle relaxation models

Ultrafast optical techniques with time scales on the order of femtoseconds have only
been a reality since the invention of the Ti:sapphire laser in 1982, but there has been con-
siderable interest in quasiparticle relaxation rates in superconductors, and more generally in
nonequilibrium superconductivity, since the 1960s. The final portion of this chapter gives
an overview of the Rothwarf-Taylor model, which was developed to help understand these
studies into non-equilibrium superconductivity. The two-temperature model and Keldysh
contour formalism for discussing non-equilibrium superconductivity are also discussed.

2.3.1 Rothwarf-Taylor model

Perhaps the most common framework used to explain the relaxation dynamics of super-
conductors was developed by Rothwarf and Taylor in 1967.147 Developed initially for s-wave
superconductors, the primary simplification afforded by the model is that it is assumed that
quasiparticles decay to the gap energy almost immediately after photoexcitation. In conse-
quence, the full energy- and time-dependent spectral function may be replaced by a number
density. Dynamics of quasiparticle decay into the superfluid state following this initial decay
are governed by the coupled rate equations:

ṅ = I0 + γpcN −Rn2 (2.37)

Ṅ = J0 +Rn2/2− γpcN/2− γesc(N −NT ) (2.38)

The first equation describes the response of quasiparticle density n. An initial photoexcita-
tion pulse can rapidly boost the quasiparticle density through the first term, I0. This may
be modeled as a delta function or Gaussian, centered in time at t = 0. Following photoexci-
tation, ṅ will decay proportionally to n2 because quasiparticles decay into the superfluid by
annihilating in pairs. As Cooper pairs condense, however, energy conservation dictates that
bosons must be generated with energy equal to or greater than the gap energy. As many
quasiparticles decay, bosons begin to break Cooper pairs apart again in a feedback process
proportional to their own density N . The second equation describes the response of the
coupled bosons, allowing for a direct excitation of bosons through J0, and an external decay
channel back to the equilibrium density NT . The coefficients R, γpc, and γesc are constants.

2.3.1.1 Limiting cases

There is no generalized analytic solution to the Rothwarf-Taylor equations. In order
to facilitate better visualization of equation dynamics, then, it becomes useful to examine
a few limiting cases, as outlined below. Further discussion of the limiting forms of the
Rothwarf-Taylor model can be found in Refs. 148 and 149.
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Decoupled regime. At short times, if the coupling from bosons to quasiparticles is weak,
or if bosons get drained off more rapidly than they are generated through Cooper pair
formation (i.e., γpc � γesc), then the final term dominates in equation (2.37) and the equation
decouples from its bosonic counterpart. This is perhaps the simplest limiting case of the
Rothwarf-Taylor equations. In this “decoupled regime” it helps148 to divide n and N into
thermal and photoexcited pieces n = nT + nex and N = NT +Nex such that NTγpc = Rn2

T .
Equation (2.37) can be rewritten as ṅex = I0 + γpcNex − Rn2

ex − 2RnTnex. Minimizing the
influence of the feedback term in equation (2.37) amounts to setting the second term here
to zero. The corresponding decoupled rate equation is ṅex = I0 − Rn2

ex − 2RnTnex or, if we
allow ourselves to ignore the initial driving term I0:

ṅex = −R
(
n2
ex − 2nTnex

)
. (2.39)

This equation is exactly solvable and can be written, in terms of nex, as

1

nex(t)
=

(
1

2nT
+

1

n0

)
e2nTRt − 1

2nT
(2.40)

where n0 is an initial photoexcited quasiparticle population parameter determined indirectly
through I0. In the extreme case when the equilibrium temperature is zero (i.e. nT = 0),
Eq. (2.39) has a very simple solution, given by

n−1
ex (t) = n(t)−1 = n−1

0 +Rt. (2.41)

Eq. (2.41) is perhaps most familiar in the realm of chemistry, where it describes the kinetics
of chemical reactions involving identical reactants merging to form a single product.150 It is
for this reason that this type of behavior is often referred to as “bimolecular” recombination
in cuprates, despite the fact the constituent parts are actually electrons, and have little to
do with actual molecules. At finite temperature, nex starts out dominated by bimolecular
kinetics, but then evolves into an exponential decay as the photoexcited population fades
into its thermal bath.

Bottleneck regime. An alternate limiting case occurs if equilibration between bosons
and quasiparticles happens rapidly (i.e., γpc � γesc). Then the second and third terms of
equations (2.37) and (2.38) nearly cancel as γpcN ≈ Rn2, resulting in a slower “bottlenecked”
quasiparticle decay rate. It is useful under these conditions to define a variable s such that

s ≡ Rn2 − γpcN. (2.42)

Because of the bottleneck effect, s will be small, so ṡ is essentially zero, leading to

ṡ = 2Rnṅ− γpcṄ ≈ 0 ⇒ 2Rnṅ ≈ γpcṄ . (2.43)

In addition, since γesc � γpc, any product of γesc/γpc and s can be discarded. Substituting
Eqs. (2.37), (2.43), and the relation γpcNT = Rn2

T into Eq. (2.38) to get rid of N , Ṅ , and
NT gives (

1 +
4Rn

γpc

)
ṅ = −2γesc

γpc
R
(
n2 − n2

T

)
, (2.44)
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Figure 2.9. Rothwarf-Taylor simulated quasiparticle population recovery in the decou-
pled regime. The quasiparticle recovery rate is density-dependent, with the functional
form of Eq. (2.40).

which amounts to the first-order expansion of the Rothwarf-Taylor equations in terms of s
and γesc/γpc. If we again divide the quasiparticle population into photoexcited and thermal
components, then Eq. (2.44) becomes(

1 +
4Rnex
γpc

+
4RnT
γpc

)
ṅex = −2γesc

γpc
R
(
n2
ex + 2nTnex

)
. (2.45)

If RnT/γpc is relatively large, then the final terms of the left-hand side of Eq. (2.45)
dominate at all times. The quasiparticle population decays uniformly and in a nearly fluence-
independent manner according to

nex(t) =
√
n2
T + Const. e−γesct − nT . (2.46)

The phenomenon occurs in low-temperature superconductors,151 but has also been observed
and characterized in semiconductors under the guise of the “hot-phonon effect.”152 However,
fluence-dependent behavior can occur in the bottleneck regime at long times if the temper-
ature is sufficiently low and the energy gap is sufficiently large to make pair creation the
fastest process in the problem. Mathematically, we require that RnT � γpc/4 in addition
to the bottleneck assumption γesc � γpc. In this case, the total population of quasiparti-
cles remains “small” throughout the bottlenecked time period (i.e., Rn(t) � γpc/4 for all
t > 1/γesc), the first term always dominates the left hand side of equation (2.45), and the
dynamics reduce to

ṅex = −2γesc
γpc

R
(
n2
ex + 2nTnex

)
. (2.47)

At short times, the decay rate ṅex/n grows linearly with excitation fluence. At longer times,
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Figure 2.10. Rothwarf-Taylor simulated quasiparticle population recovery in the bot-
tleneck regime. For both panels, R = 1 and nT = 5. (a) Exponential regime
(4Rn/γpc � 1). After quasiparticles and bosons equilibrate at short time, the
quasiparticle recovery rate is nearly density-independent, with the functional form of
Eq. (2.46). (b) Fluence-dependent regime (4RnT/γpc < 1). After quasiparticles and
bosons equilibrate at short time, the quasiparticle recovery rate is density-dependent,
with the functional form of Eq. (2.47).

the decay rate evolves into the constant 4(γesc/γpc)RnT . Curiously, these dynamics are
completely identical to the dynamics in the case lacking a bottleneck (see Eq. (2.39)), except
that the coefficient R on the right hand side of the equation has been renormalized by twice
the phonon branching ratio γesc/γpc.

2.3.1.2 Probe penetration depth considerations

In Chapter 4 the Rothwarf-Taylor model is used to compare dynamics between a time-
resolved optical measurement and time-resolved ARPES measurement of quasiparticle dy-
namics. In anticipation of that discussion, it is useful to briefly discuss the effects of finite
probe penetration depth within in the context of the Rothwarf-Taylor model. The short-time
limit of Eq. 2.41 is

nex(t)

nex(0)
= 1−Rnex(0) t+O(t2). (2.48)

In the case of ARPES, 6 eV photons induce photoelectrons with a mean free path of 5
nm. This is well below the penetration depth of the 1.48 eV pump beam (100 nm), which
means that only the surface of the material is probed. Furthermore, the initial photoexcited
population nex(0) vastly outweighs the thermal population nT in the majority of cases. To
a good approximation, then, initial decay rates as measured by time-resolved ARPES will
correspond to the product Rnex(z = 0, t = 0).

In contrast, the optical reflectivity probe penetrates the same distance into the sample as
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the pump, and therefore necessitates a more intricate analysis of spacial variation in nex(z, t).
The problem has been addressed by Gedik et al.,148 who propose that the optical response
should be modeled by inserting the solution of Eq. 2.41 into a weighted integral as follows:

∆R(t) =
2∆R(0)α

n0

∫ ∞
0

dz e−αznex(z, t), nex(z, t) ≡
nex(0, 0)e−αz

1 +Rnex(0, 0)e−αzt
(2.49)

=
2∆R(0)

γ0t

[
1− ln(1 + γ0t)

γ0t

]
. (2.50)

The constant γ0 ≡ Rnex(0, 0) corresponds to the initial decay rate of quasiparticles at the
surface. Finite temperature effects are ignored because nT � nex(0) (as noted above). In
the short-time limit, the decay rate of this revised equation differs by a factor of 2/3 from
its counterpart at the sample surface:

∆R(t)

∆R(0)
= 1− 2

3
γ0 t+O(t2). (2.51)

2.3.1.3 Momentum-Dependent Recombination

Finally, in order for the Rothwarf-Taylor model to better accommodate time-resolved
measurements, it is useful to recast the model within a momentum-dependent framework.
Eq. 2.39 becomes

ṅk = −nk
∫
Rkk′ nk′ d

2k′ − nk
∫
Rkk′ nk′T d

2k′ − nkT
∫
Rkk′ nk′ d

2k′ (2.52)

where nk is now the population of photoexcited quasiparticles at a given momentum k, Rkk′ is
a recombination function related to the formation of Cooper pairs, and nkT is the momentum-
dependent population of thermal quasiparticles. The first term on the right corresponds to
photoexcited quasiparticles recombining with other photoexcited quasiparticles. The second
term corresponds to photoexcited quasiparticles at k recombining with thermal quasiparticles
in other parts of the Brillouin zone. The final term corresponds to photoexcited quasiparticles
in other parts of the Brillouin zone recombining with thermal quasiparticles at k. The
integral in the second term is a constant, so the term does not contribute to any density or
fluence dependence. The third term vanishes for all momenta except the nodal direction,
and along the node it is small relative to the first term on the right for all but the lowest
excitation densities. At short time, then, momentum-dependent recombination dynamics
are dominated by the first term on the right.

In general, nk is a function of the fluence F , and can thus be written as nk(F ). Because
nk is the photoexcited quasiparticle population nk(0) = 0. As a result, for small fluence
nk(F ) can be expanded to linear order in F as nk ≈ αk′F . Making this substitution to the
integrand in the first term results in

ṅk ≈ −nk
∫
Rkk′ nk′ d

2k′ ≈ −nk
∫
Rkk′ αk′ F d

2k′ (2.53)
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After pulling F outside of the integral and taking the derivative, the approximation finally
reduces to

γk0 ≈ −F
∫
Rkk′ αk′ d

2k′ ⇒ ∂γk0

∂F
≈
∫
Rkk′ αk′ d

2k′. (2.54)

2.3.2 Alternatives to the Rothwarf-Taylor model

2.3.2.1 Two-temperature model

An alternative to the Rothwarf-Taylor is the two-temperature model outlined perhaps
most clearly by Allen in 1987.153 Under this model, it is assumed that quasiparticles and
bosons are able to exchange energy with other quasiparticles and bosons without necessarily
needing to interact with each other, so that the overall system can be described by a single
thermalized bath of quasiparticles at temperature Te, and a separate thermalized bath of
bosons at a distinct temperature Tp. Over time, the electron bath comes into equilibration
with the phonon bath according to the equation

∂Te
∂t

= − 6

πk2
BTe

∫ ∞
0

dΩα2F (Ω)(~Ω)2 [n(Ω, Te)− n(Ω, Tp)] + I0/Ce (2.55)

where α2F (Ω) is the Eliashberg coupling function related to the electron-boson coupling con-
stant λ according to λ = 2

∫
Ω−1α2F (Ω)dΩ, where n(Ω, T ) is the Bose-Einstein distribution

function n(Ω, T ) ≡ 1/(eΩ/kBT − 1), where I0 accommodates the pump pulse, and where Ce
is the electronic specific heat. Occasionally, to improve the fit quality, the two-temperature
model is extended to include three or even more distinct baths of excitations (for example,
to differentiate strongly-coupled phonons of energy 2∆ from the rest of the phonon bath
in analogy to the hot phonons of the Rothwarf-Taylor model). It is particularly useful in
describing quasiparticle relaxation processes in metals, but has been applied to Bi2212 in
one time-resolved ARPES study.154

One particular advantage of analyzing ARPES data in connection with a two-temperature
model is that for places where band structure is relatively featureless, ARPES spectra can
be directly integrated across the momentum direction as a function of delay time to obtain
measurements of the Fermi edge. Fitting this to a Fermi-Dirac distribution function gives
a quantitative estimate of the absolute electronic temperature. By contrast, for all-optical
techniques to use this method, absolute values of temperature cannot be extracted by any
means, and the only meaningful information that can be extracted comes from decay rates.

In fact the ability to fit ARPES and time-resolved ARPES data to Fermi-Dirac distri-
butions directly opens an important avenue of opportunities in ARPES and time-resolved
ARPES. In Chapter 3 the technique will be used to quantify equilibrium heating. In Chap-
ter 5 the technique will be used as an aid to quantify the nonequilibrium gap.
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2.3.2.2 Keldysh contour approach

Finally, we note that beyond these simple models, the theory of non-equilibrium quasipar-
ticle dynamics in metals and superconductors is rapidly developing as numerical modeling
methods supercomputer processing capabilities become increasingly advanced. Although
such theoretical work is beyond the scope of the analysis techniques used in this disserta-
tion, comparisons between these theoretical studies time-resolved ARPES data are facili-
tating many new discussions and research directions. In particular, it is now possible to
quantitatively model highly nonlinear effects—such as pump-induced Haldane multilayers
in graphene,155 Higgs modes in superconductors,156 and effects reminiscent of the Wannier-
Stark ladder in metals157—using the Keldysh contour formalism.
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Chapter 3

Time-resolved ARPES

At this point, we come to the experimental technique at hand: time- and angle-resolved
photoemission spectroscopy. The contents of this chapter include an overview of time-
resolved ARPES, a brief description of the physics of Ti:sapphire lasers (which are key
components that make many time-resolved ARPES systems possible), a detailed description
of the Lanzara Group time-resolved ARPES setup, and finally, discussions of experimental
considerations that are specific to the acquisition of time-resolved ARPES and laser-ARPES
data.

3.1 The time-resolved ARPES technique

The chief difference between more traditional “static” ARPES and time-resolved ARPES
is that in a traditional ARPES experiment, only one frequency of ultraviolet light is needed
at a time, and it does not matter whether or not the light is pulsed. By contrast, in a
time-resolved ARPES experiment, a crystalline material is irradiated by two laser pulses,
of different frequencies, in rapid succession (see Fig. 3.1). These are commonly designated
as “pump” and “probe” pulses. The pump pulse is typically in the infrared, and drives
the sample’s low energy electrons into a nonequilibrium state. The probe pulse—typically
ultraviolet—photoemits electrons outside the sample, where they are measured using the
techniques of traditional ARPES. Varying the time delay between pump and probe pulses
makes it possible to see and analyze the time-dependent processes involved in the relaxation
of these nonequilibrium electronic states.
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Figure 3.1. Illustration of the time-resolved ARPES technique. (a) Pump and probe
pulses, separated by a distance ct, approach a sample. (b) The infrared pump pulse
strikes the sample, creating a nonequilibrium quasiparticle population. (c) The ul-
traviolet probe pulse follows suit, ejecting photoelectrons from the nonequilibrium
state at time t following photoexcitation.

3.2 Classes of time-resolved ARPES systems

Instruments used for time-resolved ARPES can be divided into three classes. At the
smallest scale are systems based on solid-state lasers, where ultraviolet (UV) pulses suitable
for photoemission are created using second-harmonic generation or sum-frequency generation
in nonlinear crystals.158,159,160,161,162 In comparison with larger-scale systems these setups
have the advantage of low cost, adaptability, and exceptional momentum resolution due
to the fact that they typically operate at low probe frequency. Solid-state systems are
well-suited for measurements of electronic states near the first Brillouin zone’s Γ point, for
example the d-wave node in cuprate superconductors or the central Dirac cone in topological
insulators. However, they become less practical for measurements at larger momenta because
the maximum photon energy that can be reached using nonlinear crystals is 6–7 eV, and the
sample must be rotated to increasingly oblique angles in order to access electronic states.
Crystal momentum k, photon energy hν, the work function ΦW , and photoelectron exit
angle θ are related to each other by the relation ~k|| =

√
2me(hν − ΦW ) sinφ, so there is an

upper limit on the accessible momenta at a fixed photon energy.123,163

A second category of time-resolved ARPES experiments is based on high-harmonic gener-
ation (HHG) techniques.164,165,166,167,168,169,170,171,172 As in the systems above, the fundamen-
tal beam for these types of systems is typically a solid-state laser. HHG sources circumvent
the low photon energy problem by taking advantage of dramatic nonlinear processes which
occur when a laser pulse is focused through an atomic gas173,174 or reflected off of plasmonic
mirrors.175 Using the atomic gas method, HHG sources have been successfully used for time-
resolved ARPES studies of charge density wave materials.176,177 However, in existing systems
good energy resolution is difficult to achieve using HHG techniques because atoms must be
exposed to large electric fields in order to efficiently generate harmonics. Short pulses are an

52



effective way to manage this with finite laser power, but the frequency spread of such pulses
must also be relatively broad due to the Fourier transform limit.

At the largest scale, time-resolved ARPES is being developed and proposed in conjunc-
tion with soft x-ray free electron laser (FEL) sources, which have only recently become an
experimental reality.178,179 In principle time-resolved ARPES based on FEL sources has great
advantages including tunable photon energy, pulses of variable duration, a Fourier-transform-
limited energy resolution, and the wide range of accessible momentum states. The technique
has been demonstrated at the FLASH facility in Hamburg,180 although the low repetition
rates at current FELs are a severe restriction for ARPES because pulse intensities must also
be kept low to minimize space charge effects.181,182,183,184,185

3.3 Ti:sapphire lasers

The experimental apparatus utilized for the reported research in this thesis falls into
the first of the aforementioned classes, and is based on a Ti:sapphire laser system used in
conjunction with nonlinear crystals and a hemispherical analyzer. To this end, we now
proceed to a short discussion on the physics of Ti:sapphire lasers.

3.3.1 Principles of operation

A laser, in the most literal sense of the word, is an acronym that stands for light amplifi-
cation by stimulated emission of radiation. Three fundamental components are required: an
energy source (for Ti:sapphire oscillators, this turns out to be another laser), a gain medium
(the Ti:sapphire crystal), and a mechanism for providing optical feedback (typically consist-
ing of an array of mirrors arranged to produce an optical cavity). For a Ti:sapphire laser,
the operative element of the gain medium is the collection of titanium atoms embedded
within the sapphire structure, and the lasing mechanism for these atoms can be understood
by approximating the crystal as a four-level system, schematically illustrated in Fig. 3.2.

When the external energy source is off, electrons tend toward the ground state (|1〉), as
shown in Fig. 3.2(a). Turning the energy source on sets a series of transitions in motion
between states |1〉 and |2〉. This results in an improvement in optical coherence; however,
there is not usually any light amplification yet, for it is impossible to create a population
inversion with a statistical ensemble of two-level systems.i Rather, lasing is achieved because
of the presence of states |3〉 and |4〉, which interact with states |1〉 and |2〉 via non-radiative
transitions. As shown in Fig. 3.2(c), electrons decay from state |1〉 to state |2〉, generating
a substantial population inversion that can be directly witnessed by an incoming photon at
energy hνlaser, the energy difference between states |3〉 and |4〉. Stimulated emission ensues
shortly thereafter, amplifying the light to generate the laser output as shown in Fig. 3.2(d).

iThere are, of course, exceptions that prove the rule. See Scully and Zubairy36 for a discussion of lasing
without inversion.
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Figure 3.2. Energy level diagrams illustrating the generation of a population inversion
and subsequent stimulated emission effects in a generic 4-level laser.

Thus far, principles discussed apply to a vast array of different types of lasers. Ti:sapphire
lasers are special, however, in that they are capable of achieving not just coherent light, but
light that comes in the form of pulses. Indeed, this is the only reason such lasers have any
utility at all in pump-probe optical techniques. Ti:sapphire lasers achieve this through the
optical Kerr effect (see Fig. 3.3), in which a material’s refraction index is a function of electric
field intensity. Because of this, pulsed light (where intense electric fields become increasingly
bunched up into shorter time durations) can be focused differently from continuous-wave
(cw) light using the appropriate optics, and can be filtered out of the laser signal through
the use of a carefully tuned slit width (the technique is known as Kerr-lens mode locking).
In modern Ti:sapphire lasers, engineers have now managed to hone this effect to the point
where pulses less than 100 fs have become extremely common.

3.3.2 Figures of merit

Within this basic framework, a variety of pulsed lasers are now available on the market,
each with their own advantages and disadvantages. A few of the more important figures of
merit are summarized below.
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Figure 3.3. Kerr-lens modelocking in a Ti:sapphire laser. A beam from a pump laser
(not shown) creates a population inversion in the Ti:sapphire crystal. Subsequent
stimulated emission events result in highly coherent pulsed and cw beams, which are
focused differently by the crystal. An adjustable slit is used to selectively amplify
pulsed light and to suppress cw components.

Pulse energy. Not to be confused with the photon energy hν, this corresponds to the total
amount of energy contained within a single laser pulse. Pulse energy is important because in
a pump-probe experiment, very intense pulses are sometimes necessary to produce interesting
nonlinear effects. In the system to be discussed, maximum pulse energies are typically in
the neighborhood of 55 nJ.

Repetition rate. Repetition rate is the rate at which pulses are emitted by the laser. It
is best if this can be adjusted, for different experiments often require different repetition-
rate settings. If the repetition rate is too low, then either the signal-to-noise will be poor,
or intense pulses will be necessary. However, in the latter case space charge (discussed
later on) can become a serious issue. If the repetition rate is too high, the laser can result
in an equilibrium heating of the sample. The optimal repetition rate, though typically
in the neighborhood of 250 kHz–100 MHz, varies depending on the sample. To study the
topological insulator Bi2Se3, for example, a pulse repetition rate of 80 MHz is sufficiently low
under a wide variety of circumstances to measure a sample without suffering from adverse
equilibrium heating effects162 By contrast, the cuprate superconductor Bi2Sr2CaCu2O8+δ

(Bi2212) measured at 20 K has a lower thermal conductivity,186 and the repetition rate
must often be greatly reduced—to less than 1 MHz—to minimize sample heating.187,188,189

Output power. This is already covered within the previous two figures of merit. Output
power is given by the product of the repetition rate and pulse energy. To prevent heating in
Bi2212 with a beam diameter of 100 µm, it is best if the output power can be kept below 3
mW.
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Pulse duration. Pulse duration governs the fundamental timescale that an experiment is
capable of measuring. Generally speaking, the shorter the pulse duration, the better. How-
ever, it should be recognized that the Heisenberg uncertainty principle sets a fundamental
limit on the relationship between pulse duration and energy resolution, as discussed next.

Bandwidth (energy resolution). It is impossible to generate ultrashort pulses without
the introduction of a finite frequency bandwidth, which figures into the total energy resolu-
tion of a time-resolved ARPES experiment. The relationship between the two quantities is
given by

σhνσt ≥
~
2

⇒ ∆hν ×∆t ≥ 1.82 meV ps, (3.1)

where ∆hν and ∆t correspond to the full-width half-maximum (FWHM) values of the band-
width and pulse duration (assuming Gaussian pulse durations), respectively measured in
meV and picoseconds. Thus, a 100-fs pulse cannot have a bandwidth smaller than 18.2
meV.

Frequency tunability. Ti:sapphire lasers are known for a broad range of frequency tun-
ability within the near-infrared spectrum, which can be important for resonantly particular
nonequilibrium modes. Tunability can be equivalently expressed in terms of wavelength or
energy, which are related to each other according to

λ× hν = hc ⇒ λ× hν = 1240 nm eV. (3.2)

Unfortunately, in a time-resolved ARPES setup a substantial laser tunability can be tem-
pered by the fact that the most common technique for generating photoemission light in
a pump-probe ARPES experiment (and the technique currently employed by the Lanzara
group) is by quadrupling the light. This limits the range of available pump frequencies
because it is required that the probe beam frequency be sufficiently high to overcome the
material work function. Pump beam tunability can be improved in a time-resolved ARPES
setup by incorporating the use optical parametric amplifiers (OPAs) or optical parametric
oscillators (OPOs) within a give setup.

Stability. Finally, stability is an extremely important, but difficult to quantify, figure of
merit in a laser. Time-resolved experimental runs can run for days on end, so it is important
to find a system that can operate with minimal maintenance.

3.4 Lanzara group experimental scheme

We now proceed to a more detailed description of the Lanzara group experimental ap-
paratus. Figure 3.4 shows the system’s schematic diagram.
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Figure 3.4. Schematic diagram of the experimental apparatus. From Ref. 190.
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3.4.1 Light source

Laser pulses are generated using a mode-locked Ti:sapphire oscillator purchased com-
mercially from Coherent Inc. (Mira 900), which is pumped with a 6 W frequency-doubled
Nd:YVO4 laser (Coherent Verdi V6). Through the use of a cavity dumper (APE Puls-
eSwitch), the pulse repetition rate is adjustable and given by 54.3/n MHz, where n is any
positive integer between 1 and 260,000 (typically set to 100 for cuprates). This repetition
rate tunability is one of the system’s main advantages.

At the oscillator output, pulses have a nominal duration of 150 fs. The output frequency
may be adjusted between 700–980 nm, but is typically tuned near 836 nm (hν = 1.48 eV). We
generate the ultraviolet probe beam (209 nm, hν = 5.93 eV) by frequency-quadrupling the
oscillator output using type-I second harmonic generation in two β-barium borate (BBO)
crystals of 1 mm and 0.15 mm thickness, arranged in series. Light which remains at the
fundamental frequency after passing through the first BBO crystal is split off from the
second harmonic using a dichroic mirror and is used for the pump beam. A variable time
delay between pump and probe pulses is achieved to within 17 fs using a motorized translation
stage (Newport ILS250PP, on-axis accuracy: ±2.5 µm). The polarizations of the pump and
probe beams can be freely adjusted.

3.4.2 Sample orientation

The sample is mounted on a copper puck (diameter 1") and placed inside an ultrahigh
vacuum (UHV) analysis chamber (pressure maintained below 5× 10−11 Torr) on a custom-
built manipulator. The manipulator has 6 degrees of freedom (3 translational and 3 rota-
tional) which allow the sample to be moved and rotated arbitrarily. Using liquid helium, the
sample can be cooled to 15 K. A resistive heater mounted on the end of the cryostat allows
us to vary the temperature anywhere between this lower limit and 450 K. The temperature
is monitored using a silicon diode placed in thermal contact with the sample. The sample
is electrically grounded through a picoammeter (Keithley 6485), which measures the sample
photocurrent. The pump and probe beams pass into the chamber through a UV-grade fused
silica window.

Because the pump and probe beams are at such different wavelengths, they must be
aligned to the same spot on the sample using independent optics. This is accomplished with
a 100 µm-diameter pinhole mounted on the manipulator below the sample. A phosphor-
coated glass window on the far side of the chamber fluoresces when the pump or probe
beam is centered through the pinhole. For the pump beam, which is more powerful than the
probe, a power meter placed at the exit window is used to fine-tune the alignment. Probe
beam alignment is fine-tuned by minimizing photoemission counts, which are stronger when
the beam hits the edge of the pinhole than when it passes through the empty space in the
pinhole center. To heighten the contrast in this effect, a layer of gold was deposited around
the pinhole’s edges.
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3.4.3 Photoelectron detection

The energy and momentum of photoemitted electrons are measured using a hemispher-
ical analyzer with a 2D imaging detector (SPECS Phoibos 150). Such analyzers offer high
throughput for simultaneous two-dimensional data acquisition as a function of kinetic en-
ergy and momentum along one direction. Recent developments in time-of-flight systems have
made them competitive with hemispherical analyzers in certain respects. Time-of-flight elec-
tron analyzers can have an advantage in experiments with unique detector requirements such
as spin-resolved ARPES,191 and progress has been made developing 3D time-of-flight analyz-
ers that can simultaneously measure energy and two components of crystal momentum.192,193

However, although they are improving, the time-sensitive detectors in these systems have
limited maximum count rates in comparison with the 2D phosphor detectors used in hemi-
spherical analyzers.

The angle between the center of the analyzer and incident laser beams is fixed at 55◦.
The analyzer is connected to the main chamber though a rotary seal which allows the slit
to be oriented either vertically or horizontally. Measurements in this correspondence were
collected with a horizontal slit in the lab frame.

3.5 Fluence considerations

A very important physical quantity in a time-resolved ARPES experiment is the fluence,
defined as the average optical energy deposited on a sample surface per unit area. The reason
is because fluence directly correlates to the initial density of excited quasiparticles. In our
experiment, the fluence is adjusted by output power of the laser directly, and through the
use of half-wave plates and polarizers (see Fig. 3.4 for optical element locations along the
beam path).

3.5.1 Overall characterization

Assuming the pump and probe beams have Gaussian transverse spatial intensity profiles,
the total average pump fluence will be given by

Fave = G× (1−R)× 0.88Epu

FWHM2
pu + FWHM2

pr

, (3.3)

where Epu is the pump pulse energy, where FWHMpu and FWHMpr are the pump and probe
beam diameters as defined by the transverse intensity profile’s full-width at half-maximum
(FWHM), where the geometrical factor G accounts for spot size modification caused by the
sample’s angular orientation relative to the incoming beams, and where R is the sample
reflectance. This equation is derived in Section 3.5.2 below, and is reasonable when the spot
size of the probe is smaller than the spot size of the pump.
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Several factors contribute to fluence uncertainty, including power meter measurement
error, losses from the viewport windows, pump-probe misalignment, and inaccuracies in the
pump and probe beam spot size measurements. We determined the combined fluence error
according to the formula,(

∆F

F

)2

=

(
∆P

P

)2

︸ ︷︷ ︸
power meter

+ 0.032︸ ︷︷ ︸
windows

+

(
Aδ

FWHMpu

)2

︸ ︷︷ ︸
alignment

+
4 FWHM2

pu (∆FWHMpu)
2 + 4 FWHM2

pr (∆FWHMpr)
2(

FWHM2
pu + FWHM2

pr

)2︸ ︷︷ ︸
spot sizes

, (3.4)

where F is the fluence, P is the laser power, A is a proportionality factor, δ is the pump-
probe spacial misalignment, and FWHMpu and FWHMpr are the respective pump and probe
full-width half-maximum intensity values as in Eq. 3.3. The variables σ refer to the stan-
dard error of their respective subscripts. The specific way in which each of these sources
contribute to the overall error is discussed in greater detail below. As a general rule, in
the Lanzara group setup we have estimated 10% fractional power meter uncertainty, 3%
fractional uncertainty due to window losses, 10% fractional uncertainty from pump-probe
alignment, 10% uncertainty in the respective pump and probe FWHM values, and a typical
pump-probe ratio of 2:1, which leads to a combined fractional fluence uncertainty of 22%.

3.5.2 Impact of spot size and alignment on fluence

We characterized the spot sizes of the pump and probe pulses using a CCD beam profiler
(DataRay WinCamD-UCD12) and a flip mirror placed in front of the UHV analysis chamber.
When raised, the flip mirror deflects the pump and probe beams toward the profiler, which
is positioned to preserve the pump and probe path lengths and spot sizes. Measurements of
the pump and probe beam sizes and shapes are displayed in Fig. 3.5. We fit the images to
a two-dimensional Gaussian

f(x, y) = f0 + A exp

[
−1

2(1− c2)

((
x− x0

σx

)2

+

(
y − y0

σy

)2

− 2 c (x− x0)(y − y0)

σxσy

)]
(3.5)

and extracted the mean full-width half-maximum (FWHM) beam diameter by the relation
FWHM2 = 8 ln(2)σxσy

√
1− c2. In the instance shown the pump spot has a FWHM =

109 µm and the probe spot has a FWHM = 43 µm, giving a pump-probe width ratio of
about 2:1. Such sizes and ratios are typical of this setup, and provide a good compromise
between competing system needs: the pump beam must be focused tightly enough to drive
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Figure 3.5. Transverse intensity profiles of the pump and probe pulses, experimentally
determined by a CCD beam profiler. From Ref. 190.

the system far from equilibrium, but the probe beam should still be wide enough to prevent
space charge effects from becoming prohibitive.

We were able to confirm the measurement of the pump beam’s effective FWHM using the
100 µm-diameter pinhole. We measured the beam’s power at the far end of the chamber both
when the beam was focused through the pinhole, and when the pinhole was removed. We
then calculated the FWHM by comparing this power ratio to the theoretical ratio between
the volume of a complete Gaussian line shape and its central peak confined to a radius of
50 µm. For the pump spot in Fig. 3.4(b), the pinhole characterization gave a pump FWHM
= 118 µm, agreeing within 8% to the CCD characterization.

The Gaussian-profile assumption readily lends itself to an analytic method of calculating
both fluence and fluence uncertainty. The total average fluence is given by a weighted integral
over the pump beam profile according to

Fave =
Epu

4π2σ2
puσ

2
pr

∫ ∞
−∞

d2x exp

[
− |x|

2

2σ2
pu

]
exp

[
−|x− δ|

2

2σ2
pr

]
(3.6)

=
Epu

2π(σ2
pu + σ2

pr)
exp

[
− |δ|2

2(σ2
pu + σ2

pr)

]
. (3.7)

Here Epu is the total pump pulse energy, σpu and σpr are the pump and probe widths (1/
√
e

intensity), and δ is the spatial misalignment vector. For a perfectly aligned pump and probe
beam the equation simplifies to

Fave =
0.88Epu

FWHM2
pu + FWHM2

pr

(3.8)

where beam sizes have been recast in terms of FWHM diameters by substituting FWHM =
2σ
√

2 ln(2), and the numerical constant 0.88 = 4 ln(2)/π. This proves the main portion of
Eq. (3.3). The rightmost term in Eq. (3.4) follows from differentiating Eq. (3.8) with respect
to FWHMpu and FWHMpr, and applying standard rules of error propagation.194
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For a misaligned pump and probe Eq. (3.7) becomes

Fave =
0.88Epu

FWHM2
pu + FWHM2

pr

exp

[
− 2.77 |δ|2

(FWHM2
pu + FWHM2

pr)

]
. (3.9)

which offers an avenue for characterizing the fluence uncertainty due to pump-probe mis-
alignment. Pump-probe mis-alignment is the single greatest cause of random uncertainty
between one fluence measurement and the next in the ultrafast ARPES experiment. Ac-
cording to equation (3.9) a misalignment of δ that is 0.2×FWHMpu for a pump-probe ratio
of 2:1 can result in an average incident fluence that differs from the δ = 0 value by 8%.

3.5.3 Impact of geometry on fluence

While the formalism so far applies to pump and probe beams impinging upon a sample
at normal incidence, an accurate calculation of the incident fluence also requires taking into
account the oblique angle at which the pump and probe beams impinge upon the sample.
For example, when the beam approaches a sample at an angle ϕ from normal incidence, it
will spread into a spot that is larger by a factor of 1/ cosϕ. It can easily be shown that
the average fluence is correspondingly reduced by G = cosϕ. In typical 6 eV laser ARPES
data sets on Bi2212, the angle ϕ ranges between 0–35◦, corresponding to a 0–20% decrease
in fluence.

3.5.4 Impact of reflectance on fluence

Reflectance values can figure importantly into fluence calculations because light that re-
flects back from the sample can play no role in photoexcitation. In Bi2212 sample reflectance
is typically quite low (≈ 9%), which makes it necessary to incorporate fluence corrections for
reflectance only when the pump beam impinges upon the sample from very oblique angles.
However, we have corrected for these effects in the analysis performed in Chapters 5 and
6. The importance of taking reflectance into account increases significantly for the measure-
ment of shinier samples, such as the topological insulator Bi2Se3 and many of the iron-based
superconductors.

For Bi2212, reflectance values can be calibrated based on room-temperature measure-
ments, as shown in Fig. 3.6. Reflectance at 836 nm depends on temperature only very
weakly,195 rendering low-temperature measurements unnecessary. Bi2212 is slightly bire-
fringent between the Γ–Y and Γ–X orientations,196 which results in two pairs of curves in
Fig. 3.6. Because the typical sample orientation in a time-resolved ARPES experiment on
Bi2212 does not diverge significantly from Eab || Γ–X, we have ignored the data for Eab ||
Γ–Y in our fluence calculations (Eab corresponds to the projection of the linearly polarized
pump pulse’s electric field amplitude onto the ab-plane of the crystal). The solid lines in
the figure are the result of fitting to the Fresnel equations197 with a complex refractive in-
dex ñ, under the constraint that Im [ñ] = 0.5. This corresponds to an absorption depth of
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Figure 3.6. Reflectance of single-crystal Bi2212. Measurements were taken at room
temperature and atmospheric pressure with 836 nm light. Eab corresponds to the
projection of the linearly polarized laser beam’s electric field amplitude onto the ab-
plane of the crystal. The solid curves are fits to the Fresnel equations under the
constraint that Im [ñ] = 0.5. For Eab || Γ–X, ñ = (1.57, 0.5). For Eab || Γ–Y ,
ñ = (1.67, 0.5).

133 nm, in adequate agreement with direct measurements of the absorption depth in the
superconducting state.151 For Eab || Γ–X, we estimate ñ = (1.57, 0.5).

3.6 Time and energy resolution

Time and energy resolution are crucial figures of merit in any time-resolved ARPES
experiment. While there are technological limitations on these quantities, they are also
intrinsically linked by the Heisenberg uncertainty principle. Here we detail methods for
characterizing time and energy resolution in the Lanzara group system, and outline the
major contributing factors contributing to each.

3.6.1 Overall characterization

We estimated the system’s time resolution by measuring polycrystalline gold far above
the Fermi level (E − EF > 1 eV) as shown in Fig. 3.7(a). At this energy the lifetimes of
electronic states are expected to be brief with respect to the time resolution, so the duration
of the time-resolved photoemission response primarily reflects the length of the pump and
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Figure 3.7. System time and energy resolution calibration methodology. (a) Pho-
toemission intensity on polycrystalline gold. The image is normalized by the average
intensity between -1 and -0.5 ps. (b) Intensity integral between the boundaries of
the white double arrow shown in (a). A Gaussian fit with a polynomial background
function is used to estimate pump-probe cross correlation. (c)–(d) Fermi edge mea-
surement of Bi2212 at 16 K, extracted from a nodal cut in k-space where there is
no superconducting gap. A complementary error function fit is used to calibrate the
energy resolution. (e) Cartoon depicting pump and probe pulse durations, and direct
measurement of pump pulse duration by frequency-resolved optical gating (FROG).

probe pulses themselves. The Fig. 3.7(e) cartoon illustrates the mechanics of the pump-probe
measurement. As the delay stage alters the relative path lengths of pump and probe beams,
the time delay changes between the two pulses. When the pulses are passed through each
other, photoemission intensity at high energy spikes, generating a feature with a duration
equal to the quadrature sum of the pump and probe beam durations. As shown in Fig. 3.7(b),
the delay profile can be fit to a Gaussian of FWHM = 310 fs. This gives an estimate (actually
an upper bound) of the cross-correlation between the pump and probe beams, which defines
the system resolution. Assuming a 150 fs pump pulse, the estimated duration of the probe
pulse is 280 fs.

The total energy resolution can be characterized by measuring the Fermi edge at low
temperature of any sample with bands that cross the chemical potential. Figs. 3.7(c) and
3.7(d) show the Fermi edge of Bi2212 at 16 K, which was acquired by taking an angle-
integrated measurement from a cut along the Γ-Y direction in k-space where there is no
superconducting gap. Because the system resolution is significantly broader than the Fermi
broadening, it dominates the line shape. An error function fit gives a resolution of 23 meV.
After subtracting out the analyzer resolution (here 15 meV) this corresponds to a probe pulse
energy uncertainty of 17 meV. A Fourier-transform-limited probe beam with such an energy
spread would have a pulse duration of 110 fs. The extra broadening in the pulse length
primarily results from imperfections in the second-harmonic generation processes (described
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in further detail below). Additional factors, such as pulse chirp, air currents, and acoustic
vibrations, may also be present.

3.6.2 Impact of second- and fourth-harmonic generation

Aside from the inherent time resolution of the Ti:sapphire pulses themselves, the single
greatest factors influencing system time resolution are related to the BBO crystals used to
generate the fourth-harmonic probe pulse light. To generate 6-eV light with system we send
the laser beams through two successive frequency-doubling BBO arrangements (see Fig. 3.4).
We use type-I phase matching, where two photons polarized along the ordinary axis are com-
bined in the BBO crystal to produce a second-harmonic photon that is orthogonally polarized
at an optimal phase-matching angle θ relative to the extraordinary axis.ii In practice, this
means vertically polarized second-harmonic light is generated from the horizontally polar-
ized fundamental, and that horizontally polarized fourth-harmonic light is generated from
the vertically polarized second-harmonic beam.

A crucial element dictating the energy and time resolution of the outgoing pulse is the
length of the BBO crystal. In particular, second-harmonic generation properties will sig-
nificantly change depending on how the crystal length L compares to the quantity LSHGD

defined198

LSHGD ≡ τp1

|ν−1
2 − ν−1

2 |
, (3.10)

where τp1 is the incoming pulse duration (FWHM) and ν1 and ν2 are respective group
velocities of the fundamental and second-harmonic beams as they travel through the crystal.

In the limit L � LSHGD the power of the second-harmonic pulse increases quadratically
with both fundamental pulse intensity and BBO crystal length, which can be understood
quantum mechanically by noting that it takes two fundamental-frequency photons to gen-
erate one second-harmonic photon. Because of the quadratic intensity dependence, for a
Gaussian profile the up-conversion process results in a second-harmonic pulse that is shorter
than the fundamental pulse by a factor of

√
2. The primary cost of choosing very short BBO

crystals is a low second-harmonic generation conversion efficiency.

In contrast, as the length of the pulse approaches and begins to exceed LSHGD , conversion
efficiency greatly increases, but the rules for up-conversion change, with a pulse duration
that becomes increasingly longer with increasing BBO crystal length. The pulse duration
eventually approaches a value given by the product L × |ν−1

2 − ν−1
2 |. The physical origin

of the increasing pulse duration is temporal walk-off between the fundamental and second-
harmonic pulses. Curiously, a longer-length BBO crystal also places stricter restrictions on
the frequencies of light that can be efficiently phase-matched and up-converted, resulting in
improved energy resolution. Thus, in cases it can be advantageous to choose a longer BBO
crystal.

iiA comprehensive introduction to the general phenomena associated with second-harmonic generation,
with many details that I have glossed over, is given by Diels and Rudolph.198
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λ (nm) θ (◦) |ν−1
2 − ν−1

2 | (fs/mm)
836 28.0 173
828 28.3 177
800 29.2 193
418 77.3 1214
414 80.8 1254
400 — —

Table 3.1. Phase-matching angles and group velocity mismatch values for Type-I
second-harmonic generation in BBO at selected wavelengths.199

Figure 3.8. Second-harmonic pulse for different, normalized crystal lengths L/LSHGD ,
assuming a fundamental pulse with a hyperbolic secant intensity profile (dashed curve
at right). From Ref. 198.

Beyond the role that the BBO crystals play in increasing the pulse duration of the second-
harmonic beam, at very high conversion efficiencies passing the fundamental may result in
a broadening of the fundamental pulse through third-order effects. This adversely affects
time resolution because the remainder of the fundamental pulse is recycled after being passed
through the first BBO crystal and deflected toward the sample to be used as the pump pulse.

For all of the experiments described in this dissertation, a 1-mm thickness BBO was used
to convert from 836 nm to 418 nm, and a 0.15-mm thickness BBO was used to convert from
418 nm to 209 nm. System upgrades are underway to replace the first BBO with a BBO of
0.5-mm thickness, and to replace the second BBO with a BBO of 0.05-mm thickness.
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3.6.3 Impact of the analyzer on energy resolution

The energy resolution is broadened by the inherent resolution of the hemispherical ana-
lyzer. The energy resolution, ∆E is given according to the equation200

∆E

Ep
= A

S

R0

+Bα2, (3.11)

where S and R0 are as defined in Fig. 3.9,iii α is the angular variation of electrons passing
through the entrance slit, and Ep, the pass energy, is the energy required for an electron to
trace a circular route between the hemispherical electrodes at the mean radius R0. Specific

S

R
0

Figure 3.9. Schematic illustration of the origin of energy resolution in a hemispherical
analyzer. The dashed black line is the path for an electron entering the analyzer at
the pass energy and at the center of the entrance slit. The dashed red lines are paths
for electrons entering the analyzer at the pass energy but at the top or bottom of the
entrance slit.

values of A and B will vary depending on the quality of the analyzer, with typical values
being A ≈ 1/2 and B ≈ 1/4.201,202,200,203 In most cases the second term above is dominated
by the first term due to the small spot size of the probe beam.

It would seem, based on Eq. (3.11) that the energy resolution contribution from the
analyzer could be made arbitrarily small by minimizing S or Ep, both of which can be
easily adjusted in modern analyzers. However, reducing either of these values also reduces
electron throughput, thereby increasing the time it takes to acquire high-statistics data. In a
time-resolved ARPES experiment, where we wish to explore vast regions of parameter space,
such throughput is important. Since the energy resolution of the analyzer and the combined

iiiThere is some confusion about the definition of S in the literature, which originates from the fact that
early hemispherical analyzers had slits at both the hemisphere entrance and exit locations, whereas in modern
analyzers the exit slit has been replaced by a multi-channel plate. Here, S refers only to the entrance slit.
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energy resolution from other sources add in quadrature, it makes sense to tune the slit and
pass energy so that these are roughly equivalent. We typically adjust the entrance slit to 0.8
mm and set the pass energy to 5 eV, giving an analyzer resolution of about 15 meV.

3.6.4 Impact of space charge on energy resolution

Finally, the energy resolution is broadened by space charge. This effect originates from
repulsive Coulomb forces that photoelectrons exert on each other when they pass in vacuum
between the sample and the photoelectron detector, and results in a reduced kinetic energy
for the lowest-energy photoelectrons, an increased kinetic energy for photoelectrons at the
Fermi edge, and an overall smearing of the wave packet features. While potentially relevant in
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Figure 3.10. Space charge effects for Bi2212 under typical time-resolved ARPES
experimental conditions. The probe pulse duration was ≈ 280 fs, the spot size was
46 µm, the pulse repetition rate was 543 kHz, and the temperature was 20 K. (a)
Effect for angle-integrated EDCs along a G-Y k-space cut (see inset to (c)). (b) Edge
width versus photocurrent, extracted by fitting the curves in (a) to a complementary
error function, as in Ref. 183. (c) Leading edge shift versus photocurrent for three
k-space cuts through the Bi2212 Fermi surface.

any ARPES experiment,181,182,183,184 space charge is particularly important in time-resolved
ARPES setups because of the short optical pulse durations, small spot sizes, and low electron
kinetic energies typically involved.

Figure 3.10 shows space charge effects for typical experimental conditions used in col-
lecting Bi2212 data. Energy-resolution broadening effects along Γ–Y become comparable to
the background resolution (22 meV) when the photocurrent is increased beyond 10 pA (115
electrons/pulse). To minimize these effects, we typically acquire data with a photocurrent
less than 5 pA (57 electrons/pulse). A visible upward shift in the Fermi edge also occurs,
increasing with a typical rate of 1.4 meV/pA (0.12 meV/electron). While this latter effect is
easily corrected by shifting the spectra downward in post-processing, care should be taken
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to calibrate data acquired along different angles: The energy shift is angle-dependent,183 as
shown in Fig. 3.10(c).

3.7 Detector nonlinearity

Nonlinearity effects are common in electron spectrometers and have been characterized
with photoemission on core levels.204,205,206 The effects are also gaining awareness in the laser
ARPES community,72,189,190,207 where intense line shapes amidst low levels of background
counts are common.

One of the advantages of the Lanzara group system is that the sample is connected to
ground through a picoammeter, allowing for efficient characterization of detector nonlinear-
ity. Fig. 3.11 shows the relationship between the incident probe power and the resulting
photocurrent measured by the picoammeter. The pump beam was blocked as these mea-
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Figure 3.11. Sample photocurrent versus incident probe beam power. From Ref. 190.

surements were taken. As shown in the figure, the two variables are proportional to each
other to within 1 pA (a best-fit line places the y-intercept at 0.7± 0.3 pA). This very linear
relationship, which extends also to high probe powers,183 is a strong indication that pho-
tocurrent and incident probe beam power reflect the true electron count rate, and spurious
effects in the photocurrent or laser power, such as those potentially caused by space charge
or image charges, are not evident.

Figure 3.12 illustrates a methodology for characterizing detector nonlinearity. Fig. 3.12(a)
shows the relationship between photocurrent and nominal count rate, where the detector is
used to measure a sample of polycrystalline gold. While the relationship is linear at the lowest
count rates, there is a clear deviation from linearity at moderate count rates. The same effect
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can be characterized directly in any material of interest. Data on optimally doped Bi2212 are
shown as an example in Fig. 3.12(b). Because of a single crystal sample’s momentum-resolved
character, localized portions of the detector window must be characterized separately. The
three curves represent high, middle, and low intensity portions of the spectrum. Given the
same count rate, pixels at different locations on the detector still have similar nonlinear
responses to each other. In consequence there exists a scaling relation wherein all the curves
in Figs. 3.12(a) and 3.12(b) can be horizontally collapsed to one curve as shown in Fig.
3.12(c). The nonlinearity calibration curve is sample-independent, as expected of an effect
originating from the detector.
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Figure 3.12. Detector nonlinearity calibration measurements. (a)–(b) Nominal
detector counts measured by the hemispherical analyzer versus sample photocurrent.
The measurements was acquired using a sample of polycrystalline gold (panel (a))
and single-crystal Bi2212 (panel (b)) and averaged over a finite region of the detector
as shown in the panel insets. The three plots in (b) correspond to high, moderate,
and low intensity portions of the detector image. (c) Universal nonlinearity curve,
acquired by horizontally scaling the data from panels (a) and (b). From Ref. 190.

Once characterized, the nonlinearity curve can be inverted and applied to any set of data,
minimizing nonlinearity effects. Fig. 3.13 shows a demonstration of the detector nonlinearity
correction applied to a representative energy/momentum dispersion plot of Bi2212.

3.8 Contact potentials

Care must be taken in treating the effects of stray electric and magnetic fields in a
time-resolved ARPES experiment, both of which have influences that become increasingly
severe in the limit of low kinetic energy. Although magnetic forces can be greatly reduced
by µ-metal shielding, electric forces are unavoidable, and must be understood and corrected
computationally.

All of the experiments carried out with our laser ARPES setup employ samples mounted
on pucks that are similar in style to Fig. 3.14. While the one-inch-diameter design is system-
specific, the more general approach of mounting a sample onto a larger puck (consisting of
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Figure 3.13. Effect of accounting for detector nonlinearity on cuprate data. Im-
ages show a nodal dispersion plot for optimally doped Bi2212 (Tc = 91 K) at 17
K. (a) Dispersion maps before applying the detector nonlinearity correction curve,
corresponding to three different photocurrent values. Maps have been divided by the
acquisition time and average photocurrent in order to allow for a direct intensity com-
parison. (b) Momentum distribution curves (MDCs) from the maps in (a) at selected
energies. Curves are vertically offset for ease of viewing. (c–d) Dispersion maps and
selected MDCs after applying the detector nonlinearity correction curve. From Ref.
190.

a different material than the sample) to facilitate efficient transport to and from the UHV
analysis chamber is almost universally employed in ARPES systems at both low and high
energy. Because the sample and surrounding puck are in electrical contact, their chemical
potentials will equilibrate, resulting in a contact potential given by the difference in work
function between the sample and puck. When this contact potential is comparable to typi-
cal photoelectron kinetic energies, the effect can dramatically influence the path of exiting
photoelectrons.

As an order-of-magnitude example, it is useful to consider the case of a photoelectron
exiting a sample with a kinetic energy of 2 eV, and assuming a 0.5 V contact potential
between the sample and surrounding puck. Under these circumstances, it is reasonable to
assume that the electron will be transversely accelerated through an electric potential of
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Figure 3.14. Sample of Bi2212 mounted on a 1-inch copper puck.

perhaps 100 mV. Since in free space an electron is governed by the dispersion relation

E =
p2
‖

2m
+
p2
⊥

2m
= E‖ + E⊥, (3.12)

we can estimate that the electron’s course will by altered by an angle

θ = tan−1

(
p⊥
p‖

)
= tan−1

(√
100 meV

2 eV

)
= 13◦. (3.13)

The above conditions closely mirror the physical conditions of an actual experiment. With
a photon energy hν = 5.93 eV, photoelectron initial kinetic energies for Bi2212 are typically
on the order of 2 eV. As shown in Table 3.2, typical contact potentials for Bi2212 mounted
on copper, aluminum, or graphite pucks range from 0.1–0.5 V.

Material ΦW (eV)
Bi2212 (001) 4.01 ± 0.02
Al (polycr) 3.96 ± 0.06
Cu (polycr) 4.50 ± 0.03
Graphite (polycr) (4.47 ± 0.01)

Table 3.2. Work functions for Bi2212, Al, Cu, and graphite, measured by photoe-
mission.208 Bi2212, Al, Cu were measured by biasing samples to -18 V. The value for
graphite is inferred from a measurement on Bi2212 surrounded by graphite at zero
bias. The measurements of Cu and Al are somewhat lower than the typical values in
the literature,209 which is likely explained by surface quality variations. From Ref.
208.

3.8.1 Modeling contact potential effects

Contact potential effects with the one-inch puck geometry can be modeled more rigor-
ously by calculating electric potentials and trajectories for a point charge (simulating an
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isolated photoelectron) placed in proximity to a circular conductor of radius r and poten-
tial V (simulating the sample), embedded within an infinite conducting plane at potential
0 (simulating the surrounding puck). The electric potential generated by this geometrical
configuration is (quite literally197) a textbook example of an electrostatics problem with
Dirichlet boundary conditions, and can be solved using the method of images to give

ϕ(x‖, x⊥) =
V

4π

∫ r0

0

∫ 2π

0

2x⊥ρ

(x2
‖ + ρ2 + x2

⊥ − 2x‖ρ cosφ)3/2
dφ dρ (3.14)

=
2x⊥V

π

∫ r0

0

E

(
− 4x‖ρ

x2
‖−2x‖ρ+ρ2+x2

⊥

)
(x2
‖ + 2x‖ρ+ ρ2 + x2

⊥)
√
x2
‖ − 2x‖ρ+ ρ2 + x2

⊥

dρ, (3.15)

where x‖ corresponds to the transverse distance from the sample center, x⊥ corresponds to
perpendicular distance from the sample surface, r0 corresponds to the sample radius, V is
the contact potential difference, and E(k2) is a complete elliptic integral of the second kind.

Figure 3.15 shows model geometry, as well as equipotentials and corresponding electric
fields. Using SimIon 8.0 electron optics modeling software, it is also possible to generate

2 r
0

Figure 3.15. Model geometry for the circular-sample model described in the text,
including a visualization of electric fields (green dashed lines) and equipotentials (solid
blue lines) corresponding to Eq. (3.14). The arrow represents a possible electron
trajectory. From Ref. 208.

increasingly realistic variations on this model, with square-shaped central conductors and/or
structures placed far away from the sample designed to simulate additional components of the
UHV chamber. However, the circular-sample approximation captures most of the essential
physics.208

SimIon-generated model trajectories for the circular-sample model are displayed in
Fig. 3.16 under the assumption of a positive contact potential V (realistic for Bi2212 mounted
on copper or graphite), and reveal two overarching trends. First, photoelectrons are uni-
formly deflected away from normal emission, with final photoelectron exit angles that are
increased relative to their initial values, as shown in Figs. 3.16(a) and 3.16(b). Second,
photoelectron final angles exhibit a dependence on initial photoelectron position, with pho-
toelectrons tending to be deflected away from the sample edges, as shown in Figs. 3.16(c)
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and 3.16(d). It is worth noting that the overall deflection angles are about half as large as
predicted from the order-of-magnitude estimate above, and that with the exception of effects
very close to the sample edge, all effects are nearly linear.
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Figure 3.16. Simulations of contact potential effects on photoelectron trajectory. (a)
Trajectory of electrons leaving the center of the sample at various angles with and
without electric field effects, under a simulation where photoelectrons exit the sample
with an initial kinetic energy of 2 eV. (b) The change in angle of electrons far from the
sample versus exit angle. Inset: The relative change in parallel momentum ∆k||/k||o
versus exit angle. (c) The trajectory of electrons leaving the sample at 45 degrees for
various initial positions. (d) The change in angle of electrons leaving the sample at
an initial angle of 45 degrees, versus initial photoelectron position across the sample
diameter. Inset: The relative change in parallel momentum ∆k||/k||o versus position.
From Ref. 208.

Direct comparisons between the model and physical data can be measured by character-
izing spectra along the nodal direction in optimally doped Bi2212, as shown in Fig. 3.17.
In the absence of contact potential effects, the Fermi momentum for this cut should occur
at an angle of 37◦,208 which we have used as our value of θ0 in the simulations. Samples
mounted on three different pucks are are displayed, consisting of copper (simulated V = 490
mV), graphite (simulated V = 460 mV), and aluminum (simulated V = −50 mV). Contact
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Figure 3.17. Comparison between contact potential simulations and ARPES data.
(a) Raw image plots of ARPES intensity versus θf and x‖ at EF , corresponding
to measurements of samples of Bi2212 mounted on copper, aluminum, and graphite
pucks. Filled circles correspond to intensity maxima, extracted by Lorentzian MDC
fits. (b) Simulated variation in θf versus x‖/r0. Dashed lines in (a) and(b) are linear
fits to θf between 0.8r0 < x‖ < 0.8r0. From Ref. 208.

potential effects were characterized by scanning the probe beam spot location along x‖, from
one edge of the sample to the other. There is good agreement between theory and experi-
ment overall, with one exception being that the simulated results for the measurement on
aluminum had to be uniformly shifted outward by 4 degrees in order to match the data.208

The likely origin of this discrepancy is additional contact potential effects originating from
the manipulator or analyzer entrance, which are coated in graphite.

3.8.2 Correcting contact potential effects

Because of the high degree of linearity in the contact potential effect, it is possible to
make simple corrections to data on a material of interest by comparing to a known Fermi
surface for the sample extracted from high-energy synchrotron measurements. Figure 3.18(a)
shows a low-temperature (20 K) constant-energy map along the Γ–Y direction in Bi2212,
which illustrates the necessity of making this correction, where data have been transformed
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from angle-space to k-space assuming a work function of 4.38 eV. While measurements near

0.1

1

10 In
te

n
s
ity

 (a
rb

. u
n

its
)

1.0

0.8

0.6

0.4

0.2

0.0

k
y
 (
p
/a

)

1.00.80.60.40.20.0

kx (p/a)

1.0

0.8

0.6

0.4

0.2

0.0

k
y
 (
p
/a

)

1.00.80.60.40.20.0

kx (p/a)

f f

G G

Y Y

BB

(a) (b)

AB

q
q

b b
BB

AB L

H

Figure 3.18. Momentum-space maps of equilibrium ARPES intensity at 20 K. The
intensity has been integrated across an 18 meV window centered at EF . The dot-
ted lines correspond to the normal-state Fermi surface of the bonding band (BB) and
antibonding band (AB) in optimally doped Bi2212, as distilled from a number of syn-
chrotron measurements.71,210,211,212 (a) No contact potential correction. (b) Contact
potential correction with all values of β multiplied by 1.3.

the Brillouin zone diagonal are well-matched to the synchrotron Fermi surface, it is clear
in Fig. 3.18(a) that the measured Fermi surface deviates from the true value toward the
Brillouin zone face in a way that cannot be fixed by uniformly adjusting the work function
parameter. However, multiplying all β values by 1.3 before converting from angle-space to
k-space results in the map displayed in Fig. 3.18(b), which is in very good agreement with the
synchrotron Fermi surface. Simulation results based on the model described in the previous
section indicate that 1.3 is a reasonable stretching parameter, which arises from fact that
the sample in this particular case is not quite aligned to the center of rotation for β. As a
result, the probe beam traced a path from the bottom of the sample to the top of the sample
as β was rotated.

Measurements of the superconducting gap for the corrected data in Fig. 3.18(b) confirm
the validity of making the contact potential correction: measurements are in close agreement
with widely accepted measurements in the literature. Figure 3.19 shows measurements of
the superconducting gap characterized by fitting symmetrized EDCs extracted at kF to
Eqs. (2.35). The gray circles and squares respectively show a synchrotron measurement and
7 eV laser ARPES measurement of the superconducting gap for a similarly doped sample of
Bi2212.213
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Figure 3.19. Equilibrium low-temperature gap in Bi2212, extracted by fitting sym-
metrized EDCs to Eqs. (2.35). Blue triangles are extracted from the sample studied
in the present work. Gray circles and squares are from Refs. 71 and 213, shown for
comparison. The angle φ is defined as in Fig. 3.18.

3.9 Sample heating

An important systematic source of uncertainty in time-resolved ARPES pump-induced
residual sample heating, which is not detectable with the silicon diode described in Sec-
tion 3.4.2 due to its localized nature, and which can potentially result in a conflation of
pump-fluence-dependent effects with temperature-dependent effects. Bismuth cuprates are
particularly sensitive to sample heating because c-axis thermal conductivity is relatively poor
compared to other cuprates.214

As shown in Fig. 3.20, in the fluence range of 0–15 µJ/cm2 with a pulse repetition rate
of 543 kHz, pump-induced sample heating effects on Bi2212 are not large enough to result
in any significant changes in quasiparticle recovery rates. This is important in validating the
conclusions of many of the Chapters that follow.

In the limit of higher fluence, pump-induced heating can occur, and can be directly
quantified using Fermi edge measurements along the nodal direction at negative delay time.
Figure 3.21 shows that sample heating effects are typically restricted to a temperature in-
crease ∆T < 20 K up to a fluence of 21 µJ/cm2 with a 543 kHz pulse repetition rate. The
repetition rate can be lowered to keep heating effects at bay. It may alternatively be possible
to reduce heating effects by mechanically establishing direct thermal contact between the
puck and the sample’s top layer, although we have not yet tested this hypothesis.
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Figure 3.20. Dependence of spectral decay (nodal integrated ARPES intensity
change above EF versus delay) on laser repetition rate. Red circles and orange dia-
monds correspond to 543 kHz. Blue and cyan triangles correspond to 181 kHz. From
Ref. 189.
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Figure 3.21. Pump-induced heating in Bi2212. (a) Fermi-edge width measurements
along the nodal direction at negative delay time. The base temperature, when the
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tions. (b) Residual heating ∆T , obtained by subtracting 20 K from the electronic
temperatures extracted from (a).
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Chapter 4

Quasiparticle dynamics in

Bi2Sr2CaCu2O8+δ at low fluence

In chapters that follow, we present a series of results where time-resolved ARPES has
been specifically used to study the dynamics of the cuprate superconductor Bi2Sr2CaCu2O8+δ

(Bi2212). We begin with a combined time-resolved ARPES and time-resolved re-
flectivity measurement of the low-fluence (0–15 µJ/cm2) response of superconducting
Bi2Sr2CaCu2O8+δ. We have found under these circumstances that gap and quasiparticle
population dynamics reveal marked dependencies on both excitation density and crystal
momentum. Close to the d-wave nodes, the superconducting gap is sensitive to the pump
intensity and Cooper pairs recombine slowly. Far from the nodes pumping affects the gap
only weakly and recombination processes are faster. The results demonstrate a new window
into the dynamical processes that govern quasiparticle recombination and gap formation in
cuprates.

4.1 Introduction

The lifetime of Bogoliubov quasiparticles, the low energy excitations of a superconduc-
tor, contains a wealth of information pertinent to the origin of superconductivity in a given
material.32 This lifetime reflects two distinct processes: quasiparticle scattering and recombi-
nation. In the former, a quasiparticle scatters from one momentum state to another, conserv-
ing the fermionic particle number. Recombination, on the other hand, refers to interactions
in which two quasiparticles annihilate. To conserve energy and momentum, recombination
must involve emission of other excitations, for example phonons or magnons, to which the
quasiparticles are strongly coupled. Measurement of quasiparticle recombination rates as a
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function of their energy and momentum can, in principle, provide direct information about
the interactions that induce Cooper pairing and superconductivity.215 Only very recently,
with the demonstration that angle-resolved photoemission spectroscopy (ARPES) can be
performed with ultrashort laser pulse sources,154,159,187,188,176,177,216 have measurements with
the necessary energy, momentum, and time resolution become possible. We present the
results of experiments that use synchronized laser pulses to perform time-resolved ARPES
measurements of quasiparticle recombination and gap dynamics in the high-temperature
superconductor Bi2Sr2CaCu2O8+δ.

Time-resolved ARPES measurements were performed at 18 K on an optimally doped
sample with a critical temperature (Tc) of 91 K. A transient state is created with an infrared
laser pump pulse (hν = 1.48 eV) and measured via photoemission shortly thereafter, with a
temporal resolution of 300 fs, using an ultraviolet probe pulse (hν = 5.9 eV). The experiment
benefits from high momentum and energy resolution (0.003 Å−1 and 23 meV, respectively)
and the ability to explore low pump fluences (2-15 µJ/cm2). Time-resolved reflectivity
experiments were also performed using the same laser system as the ARPES experiment,
also operating at a repetition rate of 543 kHz. Both pump and probe pulses were infrared and
were focused onto a 54 µm spot on the sample. The pump delay was modulated using a rapid
scan delay line operating at 20 Hz, with the pump amplitude modulated by a photo-elastic
modulator (PEM) operating at 100 kHz. The reflected probe beam was detected by a silicon
photodiode, which was output to a lock-in amplifier referenced to the PEM modulation.

Measurements were performed on different cleaves of the same sample, comprising four
data sets. The data corresponding to a Fermi surface angle of φ = 27◦ in Figs. 2, 3, and 4
are from the first cleave. The data corresponding to φ = 32◦, φ = 38◦, and φ = 45◦ (cut
5) in Figs. 2, 3, and 4 are from the second cleave. The data corresponding to φ = 31◦ and
φ = 45◦ (cut 6) in Figs. 1, 3, and 4 are from the third cleave. The time-resolved reflectivity
data are from the fourth cleave.

4.2 Dispersion effects

Figure 4.1 shows typical equilibrium and transient ARPES dispersions (t = −1 ps and
t = 0.6 ps respectively) for cuts along nodal and off-nodal directions in k-space. Here the
time origin t = 0 coincides with the application of the pump pulse. The off-nodal cut has
an equilibrium gap of 15 meV. In both cuts a well-defined kink (marked by arrows in panels
(A-B) and (F-G))43,122 separates sharply defined coherent dispersive features from poorly
defined incoherent features, as also visible in the selected energy distribution curves (EDCs)
shown in panels (D) and (I). The following changes are evident in the transient spectra: 1) a
decrease of intensity below the Fermi level (EF ) and slight broadening in the coherent spectra
(panels (C-E), and (H-J)), similar to a previous report for nodal quasiparticles187 and mainly
confined below the kink binding energies;43,122 2) an overall transfer of spectral weight across
EF (panels (C), (E), (H), and (J)), indicating the creation of transient quasiparticles; and

80



I k
(w

) 
(A

rb
. 
U

n
it
s
)

0.05-0.05

k - kF (p/a)

0.05-0.05

k - kF (p/a)

-0.20

-0.15

-0.10

-0.05

0.00

0.05

E
 -

 E
F
 (

e
V

)

A B C

H

-0.20

-0.15

-0.10

-0.05

0.00

0.05

E
 -

 E
F
 (

e
V

)

0.05-0.05

k - kF (p/a)

Y

G

G

Y

F G

I k
(w

) 
(A

rb
. 
U

n
it
s
)

 t = -1 ps
 t = 0.6 ps

D
I(
w

)
D

I(
w

)

-0.10 0.00

E - EF (eV)

D

I

k1
k4

k1 k4

k1

k2

k3

k4

k1

k2

k3

k4

E

J

0 0 0

k4

k1

k4

k1

L

H

L

H

+

-

+

-

t = -1 ps t = 0.6 ps

f

f

Figure 4.1. Typical ARPES dispersions before and after pumping for nodal (φ =
45◦) and gapped (φ = 31◦) regions of k-space. The incident pump fluence was 5
µJ/cm2. (A) Equilibrium (t = −1 ps) and (B) transient (t = 0.6 ps) energy-
momentum maps for the nodal state. Data are shown with identical color scales. The
inset shows the location of the cut. The arrow marks the position of the dispersion
kink. (C) Subtraction between (A) and (B). Blue indicates intensity gain, and red
indicates intensity loss. (D) Energy distribution curves (EDCs) from k1 to k4 for
equilibrium (in black) and transient (in red) states. EDCs are shifted vertically
for ease of comparison. (E) Difference between transient and equilibrium EDCs,
integrated across the double black arrow in panel (C). (F–J) Same as (A–E) but
for a gapped (off-nodal) momentum cut. Spectra have been corrected for detector
non-linearity. The diagonal line in the lower right portion of (F) and (G) is the edge
of the detector. From Ref. 189.
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3) a small shift of the spectral peak toward EF in the off-nodal cut (panels (H) and (I)),
indicating a partial closure of the superconducting gap.

4.3 Superconducting gap response

Figure 4.2 shows the temporal evolution of the superconducting gap in response to pho-
toexcitation, as extracted from symmetrized EDCs at kF , the Fermi wave vector.52 Panels
(A-B) and (C-D) correspond to two representative cuts at φ = 32◦ and φ = 27◦, respectively,
with φ defined according to the inset of panel (E). These spectra indicate very different
responses of the gap amplitude to photoexcitation for the two cuts. The gap is relatively
insensitive to fluences below 5 µJ/cm2 but 13 µJ/cm2 induces a clear reduction in size. As
shown in panel (E) the gap closer to the node decreases by 55% of its equilibrium magnitude,
while the gap at φ = 27◦ decreases by only 20%. This may indicate different dynamics inside
and outside the Fermi arc, which is reported to end rather abruptly at φ = 30◦ for samples
of this doping,112,71 although studies farther from the node are needed. Gap recovery rates
are illustrated in Fig. 4.2F, where the curves from panel (E) have been inverted and rescaled
by their maximum change. The initial recovery rate is slower for states closer to the node
(0.9±0.6 ps−1) than for states farther from the node (1.3±0.6 ps−1), although the difference
is within the error bar.

4.4 Quasiparticle dynamics

Figs. 4.3 and 4.4 show quasiparticle recombination dynamics. In this low fluence regime
the gap is almost unchanged for most of the recovery process, so quasiparticle recombination
is largely decoupled from gap dynamics. Fig. 4.3A–4.3C shows the temporal evolution of
the above-EF spectral change ∆I for representative nodal and off-nodal k-space cuts, where
∆I is defined by the integrated intensity change across the blue and black double arrows
in Fig. 4.1C. The spectral change is nearly symmetric above and below EF in this fluence
regime, so we focus on the intensity above EF because of its superior statistics and smaller
background. Faster decay rates occur at higher fluences and off-nodal momenta, an effect
which cannot be explained by equilibrium heating (see Section 3.9).

Figure 4.3D summarizes the dependence of quasiparticle recombination on fluence and
momentum. The rate γ0 is defined by fitting the decay curves at short times to the con-
volution of a Gaussian and decaying exponential.217,148 In line with Figs. 4.3A–4.3C, two
prominent decay rate trends are apparent: 1) fluence dependence, with faster initial de-
cay rates γ0 occurring at higher fluences; and 2) momentum dependence, with off-nodal
decay rates increasing faster with fluence than those at the node. The first trend implies
that intrinsic quasiparticle recombination processes are observed.148,218 The second trend
indicates that this recombination occurs more rapidly in off-nodal regions of k-space than
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Figure 4.2. Evolution of the superconducting gap following pump excitation. Sym-
metrized EDCs at kF for φ = 32◦ at low (A) and higher (B) fluence. The gap is
obtained by fitting to a phenomenological model (see Section 2.2.2.3),52 but can also
be approximated by halving the distance between positive and negative peaks. Bold
curves correspond to t = 0. (C–D) Analogous EDCs for a cut at φ = 27◦. (E) Gap
magnitude normalized by its equilibrium value vs. pump-probe delay for momentum
cuts at φ = 27◦ and φ = 32◦. (F) Gap magnitude, inverted and normalized by
maximal change upon pumping in order to compare recovery rates. From Ref. 189.
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at the node. The fluence dependence is also complementary to ultrafast studies using all-
optical techniques, which report a dramatic decay rate fluence dependence, particularly in
the low fluence regime,217,148,219,218,220 and there is overall agreement between the ARPES
results and a time-resolved reflectivity measurement taken on the same sample (gray circles
in Fig. 4.3D). The decay rate measured by reflectivity is uniformly faster than nodal ARPES
decay rates (cuts 5-6), but slower than the off-nodal rates (cuts 1-3), suggesting that optical
spectroscopy provides an effective momentum-integrated average of the quasiparticle popu-
lation. Interestingly, along both φ = 27◦ and φ = 32◦ directions quasiparticle decay rates
are slower than the gap recovery rates in Fig. 4.2: compare 1.3± 0.4 ps−1 and 0.9± 0.6 ps−1

for the gap recovery vs. 0.49±0.06 ps−1 and 0.37±0.01 ps−1 for the intensity recovery. This
indicates that the superconducting gap recovers well before the nonequilibrium quasiparti-
cle population drops to zero. A potentially related effect occurs at equilibrium in the BCS
model, where the gap becomes large for T only slightly below Tc. Finally, we note that the
fluence and momentum dependencies reported here are in contrast to the findings of another
time-resolved ARPES work,188 where the quasiparticle recombination rate was reported to
be independent of both fluence and momentum. The discrepancy might be explained by the
higher fluences used in the previous work, which likely result in a complete closure of the
superconducting gap, or by the coarser momentum and energy resolution compared to the
present study.

4.5 Recombination model

As noted above, the fluence dependence of γ0 means that ARPES decay rates are con-
nected to intrinsic quasiparticle recombination processes. Time-resolved optical measure-
ments indicate that the total (momentum-integrated) population of photoexcited quasipar-
ticles nex(t) can be described by a bimolecular rate equation,148,218

ṅex
nex

= −R (nex + 2nT ) , (4.1)

where R is a quasiparticle recombination constant, and nT is the population of thermal quasi-
particles. As discussed in Section 2.3.1, this is a special case of the Rothwarf-Taylor model
of quasiparticle recombination,147 which has been successfully used to model dynamics of
both conventional and high-temperature superconductors.221,148,219,218,149,222,223,220,224,225,226

The general model also incorporates negative feedback from “hot” bosons (~ω & 2∆) that
are created by the quasiparticle decay process. For low fluence and temperature the model
reduces to Eq. 4.1 under both weak feedback and strong feedback (boson bottleneck) scenar-
ios, which beget differing interpretations of the coefficient R.148,149 In both approximations,
however, bimolecular recombination is the active ingredient in fluence-dependent dynamics.

In contrast to time-resolved optics, ARPES measures the momentum-dependent nonequi-
librium quasiparticle density nk(t). The short-time fluence-dependent recombination dynam-
ics are given by

ṅk
nk
≈ −

∫
Rkk′ nk′ d

2k′, (4.2)
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where Rkk′ is a modified recombination coefficient for the interaction between quasiparticles
at specific points k and k′ in reciprocal space. A weighted average of Rkk′ over k′ is given by
∂γ0/∂F , the rate of increase of the initial decay rate γ0 with fluence (see Section 2.3.1.3).
Figure 4.4 shows an analysis of ∂γ0/∂F as calculated by fitting straight lines to the data in
Fig. 4.3D for fluences F < 12 µJ/cm2. It is clear that ∂γ0/∂F increases with decreasing Fermi
surface angle φ, which means that the rate of recombination is enhanced as the quasiparticle
momentum moves farther from the node.
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Figure 4.4. Initial rate of increase ∂γ0/∂F as extracted from straight line fits to the
data in Fig. 4.3D for fluence F < 12 µJ/cm2. The horizontal axis corresponds to the
Fermi surface angle. From Ref. 189.

One potential scenario for the momentum dependence of the recombination rates is that
with increasing distance from the node the quasiparticle energy and momentum approach
resonance with charge or spin density wave fluctuations to which the electrons are strongly
coupled. For example, a prominent neutron spin resonance is observed in Bi2Sr2CaCu2O8+δ

along the (1,1) momentum vector.227 Resonance between this mode and a quasiparticle pair
would occur at a Fermi surface angle of about 12◦, leading to the prediction of a peak in
∂γ0/∂F at this Fermi surface angle. We believe that demonstrating that recombination can
be mapped using time-resolved ARPES and observing its strong momentum dependence will
further stimulate development of pulsed sources that are capable of reaching all the relevant
regions of momentum space.
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Chapter 5

Time- and momentum-resolved gap

dynamics in Bi2Sr2CaCu2O8+δ

Perhaps the most direct window into the dynamics of superconductivity can be found
by monitoring the dynamics of the gap itself. As we show below, photoexcitation drives
superconducting Bi2212 into a nonequilibrium pseudogap state: Near the Brillouin zone di-
agonal (inside the normal-state Fermi arc), the gap completely closes for a pump fluence
beyond F ≈ 15 µJ/cm2; toward the Brillouin zone face (outside the Fermi arc), it remains
open to at least 24 µJ/cm2. This strongly anisotropic gap response may indicate multiple
competing ordering tendencies in Bi2212. Despite these contrasts, the gap recovers with rela-
tively momentum-independent dynamics at all probed momenta, which shows the persistent
influence of superconductivity both inside and outside the Fermi arc.

5.1 Introduction

When a superconductor’s electrons bind into Cooper pairs, they leave an energy gap
in the electronic band structure that is strongly influenced by the strength, symmetry, and
underlying character of the pairing mechanism within a given material.3 In high-temperature
cuprate superconductors the pairing mechanism remains a matter of considerable debate, and
there has been great interest in characterizing the details of both the superconducting gap
and the possibly related pseudogap. This latter gap exists in hole-doped cuprates at low
carrier concentration near the Brillouin zone faces even above the superconducting critical
temperature (Tc),

228,79,80 and leaves perplexing ungapped “Fermi arcs” near the Brillouin
zone diagonals.93

Several experimental studies have reported evidence that the superconducting gap and
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pseudogap are manifestations of intertwined yet separate charge ordering tendencies. For
example, momentum-dependent gap measurements using angle-resolved photoemission spec-
troscopy (ARPES) indicate that the gap near the Brillouin zone face not only remains open
above Tc, but exhibits peculiar structure at low and high temperature that is hard to explain
in the context of superconductivity alone.112,113,114 Specific evidence for a competing order, in
the form of charge-density-wave stripes, has long been known to exist in La2−xSrxCuO4 and
related lanthanum 214 compounds.95,96,97,98,99,100,101 More recently, nuclear magnetic reso-
nance102 and x-ray scattering studies103,104 have revealed that a charge density wave directly
competes with superconductivity in underdoped YBa2Cu3O6+x.

Here we use time-resolved ARPES to measure gap dynamics following the destruction
of superconductivity by an ultrafast near-infrared laser pulse in nearly optimally doped
Bi2212 (Tc = 91 K). The study expands upon previous time-resolved ARPES works on
cuprates154,187,188,189,229,230 and measurements in the previous chapters by providing gap mea-
surements at a larger range of fluences than has previously been presented, by exploring a
range of momentum space extending definitively beyond the normal-state Fermi arc, and by
employing more advanced methods to characterize the nonequilibrium gap.

We report three primary findings. First, photoexcitation using a fluence (average optical
energy deposited on a surface per unit area) greater than 15 µJ/cm2 unambiguously drives
the closure of the near-nodal gap, with a response time of 300–600 fs. Because the gap is a
direct manifestation of the superconducting order parameter, this result constitutes one of
the most detailed characterizations to date of a nonequilibrium phase transition involving
the destruction of superconductivity. Second, we find significant momentum-dependent dif-
ferences in gap sensitivity to photoexcitation: although the gap completely closes near the
Brillouin zone diagonal, it remains open near the Brillouin zone face, establishing a transient
pseudogap. Such momentum-dependent differences support the existence of two (or more)
competing orders in the cuprates. Finally, we characterize gap recovery rates. In spite of
the nonequilibrium gap shift’s amplitude variation, recovery rates throughout the probed
crystal momentum range are nearly momentum-independent. Thus, even in the presence of
a competing-order scenario, the findings indicate that superconductivity continues to have
a large influence on gap dynamics both inside and outside the Fermi arc region.

5.2 Experimental details

Data were acquired deep in the superconducting state at an equilibrium temperature of
T < 20 K, measured using a silicon diode placed in thermal contact with the sample. The
laser repetition rate was set to 543 kHz, ensuring that residual heating caused by the pump
pulse was less than 20 K. We corrected for detector nonlinearity following the prescription
of Ref. 190. Samples were grown using the traveling solvent floating zone method, and
measured to be near optimal doping (Tc = 91 K). In all cases, samples were cleaved in situ
in a vacuum chamber maintained at pressures below 5× 10−11 Torr.

There is currently no established consensus on how best to characterize the nonequilib-
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rium gap. At equilibrium, the band gap appears as a feature in the single-particle spectral
function, A(k, ω), which is given in general terms by the sum of two constituent parts,
A−(k, ω) and A+(k, ω), corresponding to electron removal and electron addition. ARPES
measures only A−(k, ω) because electrons are extracted from the sample rather than added
to it.i Progress in analyzing the gap can be achieved using the identity231

A−(k, ω) = A(k, ω)f(ω), (5.1)

which relates A−(k, ω) to A(k, ω) through the Fermi-Dirac distribution function.

Out of equilibrium, A−(k, ω) can be rigorously extended into the time-dependent form
A−(k, ω, t), provided that finite-duration pump and probe pulses are incorporated into the
spectral function definition.232 The relationship between A−(k, ω, t) and the nonequilibrium
gap is more complicated than a simple extension of Eq. 5.1 because the theoretical con-
cept of temperature may no longer be well-defined.233,157 Nevertheless, strategies borrowed
from analyses commonly used at equilibrium can still provide insight. In the following, we
characterize the nonequilibrium gap in superconducting Bi2212 following two complemen-
tary techniques: (i) dividing the data by a Fermi-Dirac distribution function corresponding
to an assumed electronic temperature Te(t), and (ii) symmetrizing time-dependent energy
distribution curves (EDCs: ARPES intensity at fixed momentum) at the Fermi wave vector
(kF ). Gap characterization using EDC symmetrization, which can be analyzed with smaller
statistical uncertainty than the Fermi division analysis, is then carried out to extract detailed
fluence and momentum-dependent gap recovery dynamics.

5.3 Fermiology: Fermi-division analysis

To divide by an effective Fermi function, one must first extract a transient electronic
temperature Te(t). This may be done by examining time-resolved spectra through a k-space
cut intersecting one of the superconducting gap nodes, which occur along the Brillouin zone
diagonals. As shown in Fig. 5.1, we fit momentum-integrated EDCs for a cut along the Γ–Y
direction to the equation

I(E) =

C0 + C1(E − µe)

exp
(
E−µe
kBTe

)
+ 1

+ C2 + C3E

 ∗R(E), (5.2)

where Te and µe are fit parameters, kB is Boltzmann’s constant, R is a Gaussian resolution
function of FWHM = 23 meV, and the asterisk denotes convolution. The constants C0, C1,
C2, and C3 allow the fit to account for an inelastic scattering background, for density-of-
states variation, and for a linear background above EF caused by higher-order photoemission
processes and spurious camera noise.

iInverse photoemission apparatuses exist, but at the time of this writing the energy resolutions of such
systems exceed the magnitude of the superconducting gap in the cuprates, and no inverse photoemission
experiment incorporates time-resolution.
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Figure 5.1. Nodal quasiparticle relaxation dynamics, characterized using a Te and
µe model. (a)–(d) Nodal time-resolved ARPES spectra at selected delay times. (e)
Momentum-integrated EDCs (obtained by horizontally integrating the intensity for
the spectra displayed in (a)–(d)) along with Fermi function fits at selected delay times.
Solid curves are the result of fitting to Eq. (5.2). (f) Same data as in (e), but with
the linear background above EF subtracted off, and displayed on a logarithmic scale
to clarify the dynamics of quasiparticles far above the Fermi energy. From Ref. 235.

As already noted above, such an analysis requires an underlying assumption of a uni-
formly established electronic temperature, which must ultimately break down in Bi2212 for
quasiparticles to be allowed to coherently oscillate with phonons (as may become visible
in the high-fluence limit),234 or to recombine with different rates at different points in k-
space.189 However, there is precedent in the scientific literature for using a Fermi function
to approximate the nonequilibrium distribution function in the cuprates,154,187 and a Fermi
fit experimentally matches transient quasiparticles at the node with reasonable accuracy.
Fig. 5.1 shows that although the fits and the data do not quite agree at the shortest times,
they come into better agreement after 300 fs.

Along with the increase in Te, there is also a slight pump-induced increase230 in the
effective chemical potential µe (see the leading-edge shift between the data corresponding
to t = −1.1 ps and t = 1 ps in Fig. 5.1(e)). Further characterization of the band structure
reveals that this is a rigid upward shift in the entire band, which may be caused by a
transient change in the sample work function, by pump-induced space charge, or by the
fact135 that an asymmetric density of states across EF can result in a mismatch between
µe and EF = limT→0 [µ(T )]. The shift is small compared to the gap size and dynamics; it
remains less than 4 meV for a fluence of 30 µJ/cm2, and vanishes to about 0.5 meV when
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Figure 5.2. Near-nodal superconducting gap response to photoexcitation at a fluence
of 23 µJ/cm2 and an equilibrium temperature T � Tc. (a)–(f) Direct time-resolved
ARPES intensity maps. (g)–(l) Intensity maps after applying a deconvolution pro-
cedure to remove the effect of the experimental resolution,144,142 and dividing by an
effective Fermi function. (m) EDCs at kF extracted from panels (g) and (j). From
Ref. 235.

the fluence is reduced to 4 µJ/cm2. None of the results reported here are affected by the
shift.

Figures 5.2 and 5.3 show the results of the Fermi division analysis on two gapped cuts,
corresponding respectively to φ = 30◦ and φ = 21◦ (φ is defined from the Y point in k-space
relative to Y –M̄ as shown in the Fermi surface schematics). Prior to dividing by the Fermi
function, the data have also been numerically deconvolved along the energy dimensionii to
mitigate the impact of finite energy resolution. The equilibrium data, shown in Figs. 5.2(a),
5.2(g), and 5.3(a), exhibit several characteristic cuprate features, most prominently a gap
magnitude that steadily increases between Brillouin zone diagonal and Brillouin zone face,68

but also a well-defined dispersion kink at 70 meV that results from electron-boson coupling.43

Distinct bilayer bonding bands (BB) and anti-bonding bands (AB)236,237,211 are resolved in
Fig. 5.3(a).

Nonequilibrium dynamics reveal that an infrared pump pulse of sufficiently high fluence
dramatically affects the gap. As shown in Fig. 5.2, photoexcitation forces the near-nodal gap
to completely close. This can be seen both in the dispersion map shown in Fig. 5.2(j), and in
the comparison between equilibrium and transient EDCs shown in Fig. 5.2(m). The response
of the gap accompanies a weakening of the 70 meV bosonic kink (compare panels (c) and (d)
with panel (a)), which is discussed elsewhere.238 Interestingly, the data also reveal that there
is a slight delay between the application of the pump pulse and when the gap is maximally

iiSpecifically, we applied 10 iterations of the Lucy-Richardson deconvolution algorithm.144,142 Deconvo-
lution was less effective when fewer than 10 iterations were used. Noise-induced artifacts became more
prominent when more iterations were used.
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Figure 5.3. Far-off-nodal superconducting gap response to photoexcitation at a flu-
ence of 24 µJ/cm2 and an equilibrium temperature T � Tc. As in Fig. 5.2(g)–(l),
the data have been subjected to a deconvolution procedure144,142 and divided by an
effective Fermi function. (a) Equilibrium spectrum. The magnitude of the energy
gap is about 27 meV. Bilayer bonding bands (BB) and anti-bonding bands (AB) are
visible. (b) and (c) Transient spectra. (d) EDCs from panels (a) and (c) at the AB
Fermi wave vector (kF ).

altered from its equilibrium state. After t = 2 ps the gap reopens and the spectra begin to
resemble those at equilibrium once again.

Figure 5.3 shows a cut far from the node (φ = 21◦) and reveals that the gap response is
highly anisotropic. As with the near-nodal response, photoexcitation induces an increased
ARPES intensity at the Fermi level, the response time is slightly delayed relative to the
arrival of the pump pulse, and the dynamics are accompanied by a temporary weakening
of the 70 meV bosonic kink. However, the magnitude of the far-off-nodal gap, as reflected
by the peak position of the lower Bogoliubov band, is only slightly shifted (see panels (c)
and (d)). As a result, the far-off-nodal gap response is more aptly characterized as filling in
rather than closing.

Such dynamics could reflect a scenario where the far-off-nodal gap reflects a spatially
integrated response of two coexisting forms of charge order, for example superconductivity
and a competing pseudogap ordering tendency. Given that superconductivity is destroyed
more easily by photoexcitation than the pseudogap, one would expect the superconducting
component of the far-off-nodal gap to completely close in response to photoexcitation at 25
µJ/cm2. The pseudogap, meanwhile, remains open at the same fluence, and the resulting
sum of the two signals would be a gap that appears to fill rather than to close. Even if the
far-off-nodal gap is exclusively governed by one ordering tendency, the fact that it fills rather
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than closes indicates that the origin of the far-off-nodal gap may be fundamentally distinct
from the origin of the near-nodal gap. A gap that fills without closing is characteristic of
order being destroyed through phase fluctuations, for example, whereas a gap that closes is
characteristic of the dynamics within a mean-field approximation like the Bardeen-Cooper-
Schrieffer (BCS) model.52

5.4 Fermiology: Symmetrized EDC analysis

The results are expanded with a more detailed momentum dependence of the gap in
Fig. 5.4, where EDCs at the AB Fermi wave vector (kF ) from several momentum cuts have
been symmetrized.52,189 The symmetrization procedure replaces the assumptions of a thermal
analysis with an assumption of local particle-hole symmetry, and does not require line shape
deconvolution,52 complementing the Fermi-division analysis.

Interestingly, the threshold between the dynamics of the near-nodal gap, which com-
pletely closes, and the far-off-nodal gap, which does not, occurs at φ = 28◦. This coincides
with the momentum marking the end of the normal-state Fermi arc for optimally doped
Bi2212 when T is slightly greater than Tc (based on synchrotron measurements71 as well as
equilibrium measurements taken using the present setup). Inside the Fermi arc (at φ = 32◦

and φ = 29◦), the gap is fully closed by a fluence of 24 µJ/cm2, as can be seen in the
false-color symmetrized EDC intensity plots in Fig. 5.4(b)–5.4(c). The gap magnitude is
less affected for cuts beyond the end of the Fermi arc (φ = 26◦, φ = 23◦, and φ = 21◦) at
the same fluence. As shown in Fig. 5.4(d)–5.4(f), the gap remains open at all delay times
although, as in Fig. 5.3(d) and 5.3(e), there is an increased intensity at the Fermi level.
Such findings broadly support a coexisting-order scenario in the cuprates,112,71,239,114 with
the gap near the Brillouin zone diagonals predominantly reflecting superconductivity, and
the gap near the Brillouin zone faces reflecting a distinct pseudogap order or combination of
the pseudogap with superconductivity. As in Figs. 5.2(m) and 5.3(d), the failure of the gap
to completely close far away from the node is accompanied by an evolution from a gap that
closes in response to photoexcitation to a gap that instead fills in. Figure 5.4(g)–5.4(h) shows
selected symmetrized EDCs from cuts inside and outside the Fermi arc, which particularly
highlight this difference.

We note that in the present study fluences beyond 25 µJ/cm2 are not explored, and it
is likely that the antinodal gap may be destroyed in addition to the near-nodal gap at even
higher fluences.
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Figure 5.4. Momentum dependence of the transient superconducting gap for a pump
fluence of 24 µJ/cm2 and T � Tc, as analyzed using symmetrized energy distribution
curves (EDCs). (a) Measurements are characterized based on EDCs at the AB Fermi
wave vector (kF ), which are then symmetrized about the Fermi level to remove the
effect of the electronic occupation function.52,189 (b)–(f) False-color intensity plots
of symmetrized EDC spectral weight versus energy and delay time. (g)–(h) EDCs
at selected times for a representative near-nodal (g) and far-off-nodal (h) momentum
cut. The black and cyan arrows highlight respective peak positions at t = −1.2 ps
and t = 0.6 ps.
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5.5 Quantitative dynamics

5.5.1 Near-nodal gap

In Fig. 5.5 we show the fluence dependence of the near-nodal nonequilibrium gap. The
delayed gap closure noted above is especially visible here and occurs at all fluences: the
gap magnitude does not drop to its minimum until 300–600 fs after the application of the
pump pulse. A similar dynamic occurs in the nonequilibrium quasiparticle population,189,229

and it is likely that the delays in the two phenomena are causally connected. Theoretical
models of nonequilibrium superconductivity240,241 predict that an increased quasiparticle
population should result in a decreased gap size if it helps the system’s overall free energy
achieve a minimum. To characterize the gap quantitatively, we fit the data displayed in
Fig. 5.5(a)–5.5(d) to the convolution of a Gaussian resolution function and the equation52

I(ω) = C1|ω|+
C2Γ

(ω −∆2
k/ω)2 + Γ2

, (5.3)

where ∆k(t) corresponds to the energy of the gap, Γ(t) corresponds to the peak width,
and the leading term is added to account for the effects of an incoherent background. Fig-
ure 5.5(e) shows the trends in ∆k(t), where it is clear that increasing the fluence beyond 15
µJ/cm2 forces the near-nodal gap to completely close at 0.7 ps, in line with Figs. 5.2–5.4.
The closure is closely affiliated with the destruction of superconductivity, and we note that
the critical fluence here reported is in good agreement with an infrared pump and terahertz
probe transmissivity study reporting that a fluence of 11 µJ/cm2 results in a 90 percent
loss of superfluid density.242 Features near 15 µJ/cm2 have also been reported in the ini-
tial photoexcited quasiparticle population of optimally doped and underdoped samples of
Bi2212.229

In Fig. 5.5(f) we characterize the fluence dependence of the near-nodal nonequilibrium
gap recovery rate. The gap recovery dynamics in Bi2212 are non-exponential. However,
meaningful trends in gap dynamics as a function of fluence and momentum can be extracted
from the instantaneous gap recovery rate γ∆(t) ≡ ∆̇(t)/(∆(t)−∆eq), which can be obtained
from exponential fits within short time intervals. We extract γ∆ by fitting ∆(t) to the
function

∆(t)

∆eq

= 1− A0 e
−γ∆(t−tref) (5.4)

between 2–4 ps, 4–6 ps, and 6–10 ps, as shown in Fig. 5.5(f). Such time intervals are chosen
to be large enough to minimize statistical noise yet still small enough to return a reasonable
goodness of fit. In this equation, γ∆ is the decay rate and A0 is an amplitude defined at the
freely selected time tref. The recovery rate of the near-nodal gap is faster at higher fluences
and shorter delay times. These trends originate from a density-dependent response of the
quasiparticle decay rate,148,189 as well as from the aforementioned causal relationship between
quasiparticle population and gap size, which is expected to be nonlinear. (At equilibrium,
for example, the gap responds to the quasiparticle population according to the BCS gap
equation.)
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Figure 5.5. Fluence dependence of nonequilibrium gap dynamics inside the Fermi arc.
(a)–(d) Symmetrized EDCs at kF and fit curves based on Eq. (5.3), for a gapped
k-space cut at φ = 30◦ and T = 18 K (T � Tc). Bold curves correspond to t = 0 ps.
(e) Normalized gap magnitude versus pump-probe delay. (f) Gap recovery rates γ∆,
extracted by fitting the data in (e) to Eq. (5.4) between 2–4 ps, 4–6 ps, and 6–10 ps.

96



Figure 5.6. Momentum dependence of the nonequilibrium gap with a pump fluence
of 24 µJ/cm2. (a) Normalized gap magnitude vs. delay, and fits using Eq. (5.4),
where fits are extracted between 2.5 and 4 ps. (b) Data and fits from (a), shown on a
logarithmic scale to highlight recovery rates. (c) Amplitudes (A0) and (d) recovery
rates (γ∆) corresponding to the gap magnitude shifts characterized in (a) and (b).
A0 is extracted at tref ≡ 2.5 ps.

5.5.2 Momentum dependent gap

Figure 5.6 shows an analysis of the momentum dependence of gap recovery rates between
2.4 and 4.2 ps for a fluence of 24 µJ/cm2, where γ∆ is extracted from the data in Fig. 5.4 using
Eqs. (5.3) and (5.4). The distinction between a gap that completely closes inside the Fermi
arc and one that remains open outside the Fermi arc is clear in the amplitude dependence
of the Eq. 5.4 fit parameter A0: as shown in Fig. 5.6(c), at 2.5 ps the gap measurements at
φ = 32◦ and φ = 29◦ are suppressed by 47% and 33% of their equilibrium values, respectively,
while the gap measurements at φ = 26◦, φ = 23◦ and φ = 21◦ are only suppressed by 20–25%
of their equilibrium values. However, as shown in Figs. 5.6(b) and 5.6(d), the nonequilibrium
gap recovers with picosecond-scale dynamics at all probed momenta, and is independent of
crystal momentum to within our uncertainty.

Figure 5.7 shows a characterization of gap rates as a simultaneous function of momentum
and fluence. Recovery rates far outside the Fermi arc are more difficult to characterize than
those close to the node because of the very small gap amplitude shift. However, it is clear
that the far-off-nodal gap recovery rate increases with increasing fluence just as it does close
to the node, and near-nodal and far-off-nodal gap recovery rates are consistent with each
other at all fluences. Previously, we reported a possible gap recovery rate dependence on
momentum at low fluence, though the uncertainty in recovery rates was larger than the
recovery rate difference.189 The present study disconfirms a general trend of momentum-
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Figure 5.7. Fluence-dependent gap recovery rates for a representative cut inside
(φ = 30◦) and outside (φ = 21◦) the normal-state Fermi arc. Fits are extracted
between 2 and 4 ps.

dependent gap dynamics as the pump fluence is increased to higher values. These recovery
rates should not be confused, however, with the dynamics of the quasiparticle population,
where the recovery rates are clearly momentum-dependent.189

The uniformity in the gap recovery rates across the end of the normal-state Fermi arc is
a puzzle, but could be explained by indications from studies using time-resolved reflectivity
and transmissivity that the pseudogap state may recover as much as 10 times faster than
superconductivity in Bi2212,243,244,245 and by the fact that the magnitude of the pseudogap is
largely unaffected by pumping in this fluence regime (i.e., the fractional gap magnitude shift
outside the Fermi arc is small). Under these circumstances, distinct superconducting and
pseudogap order parameters influence the equilibrium gap, but superconductivity dominates
the gap dynamics. A cartoon depiction of the scenario is shown in Fig. 5.8, where the
magnitude shift of the order parameters corresponding to the superconducting gap and a
potentially competing pseudogap order (for example, a charge density wave) are displayed as
a function of delay time. If superconductivity is more strongly affected by pumping than the
competing order, then the signal due to superconductivity will dominate at even short times.
At longer times the signal due to the competing order will be completely undetectable due
to its faster recovery rate. Such a two-order-parameter scenario is generally in agreement
with equilibrium ARPES measurements reporting two distinct gaps in the cuprates if the
crossover between a nodal superconducting gap and anti-nodal pseudogap occurs smoothly
in k-space,71 if both superconducting and pseudogap phenomena appear on equal footing
at the antinode,114 or if superconducting and pseudogap order parameters coexist at all
momenta but are spatially separated in real space.

Momentum-independent γ∆ values are also consistent with an alternate scenario sug-
gested by gap studies using scanning tunneling spectroscopy, which postulates that the
pseudogap just beyond the end of the Fermi arc is not the result of a competing order at
all, but is rather a manifestation of phase-incoherent superconductivity.246 Though phase
competition is still predicted to exist, the onset of the competing order appears not at the
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Figure 5.8. Cartoon illustration of a possible mechanism for the relatively invari-
ant gap recovery rate. If the component of the gap magnitude corresponding to
superconductivity responds more strongly to photoexcitation than the component
corresponding to the pseudogap, signatures of the latter signal may be washed out
by the former signal.

end of the Fermi arc, but across the intersection of the normal-state Fermi surface with the
antiferromagnetic zone boundary.247 This intersection is beyond the present study’s range
of accessible momenta, but would be interesting to probe using time-resolved ARPES in fu-
ture studies at higher probe photon energy. Regardless of the details, it is clear under both
this and the previous scenario that superconductivity plays an important role in influencing
quasiparticle dynamics both inside and outside the end of the Fermi arc.

Finally, the momentum-independent gap recovery rates could indicate that thermaliza-
tion between quasiparticles at different momenta occurs rapidly in the high fluence regime.
The gap recovery at all momenta would be governed by a common thermal order parameter
under this scenario, which gains support from the fact that the distribution of nonequilib-
rium quasiparticles along the node resembles a thermal distribution to a significant extent for
t > 300 fs, and the success with which gap dynamics can be extracted given the quasi-thermal
analysis employed in Figs. 5.1–5.3. However, we note that it is hard to reconcile thermal
dynamics with the fluence and momentum dependencies previously reported in Bi2212 at
lower fluence.189

5.6 Conclusions

In conclusion, we have established that infrared photoexcitation using a pump fluence
beyond 15 µJ/cm2 definitively closes the superconducting gap near the Brillouin zone diago-
nals, that the gap remains open beyond the end of the normal-state Fermi arc up to at least
25 µJ/cm2, and that the gap recovers with nearly momentum-independent dynamics out to
a Fermi surface angle of φ = 21◦ with recovery timescales on the order of picoseconds. We
note that temporal onset dynamics associated with the complete quenching of the near-nodal
gap provide an important benchmark for comparison with the optically induced destruction
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of other forms of order in strongly correlated materials, including magnetism248 and charge-
density-wave order.176 Beyond this, the results presented in this study have implications
in the study of competing interactions in the cuprates more generally. For example, in
demonstrating that photoexcitation induces a transient pseudogap, the results both add to
a mounting set of experiments conducted at equilibrium supporting the existence of multiple
competing phases in the cuprates, and they provide a complementary reference for ultrafast
studies reporting evidence of the pseudogap in the nonequilibrium change in optical reflec-
tivity. We hope that the dynamics and recovery trends here reported will stimulate many
further discussions in the growing field of ultrafast phenomena in correlated systems.
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Chapter 6

Quasiparticle dynamics in

Bi2Sr2CaCu2O8+δ at high fluence

As increasingly powerful pump beams are applied in a time-resolved experiment, gap
and quasiparticle dynamics become more intermingled. This has led to considerable interest
regarding the role that the two phenomena play in relation to each other, and has prompted
many questions about the degree to which signatures of the pseudogap might show up in
the quasiparticle relaxation rate. In the chapter that follows, we present results of time-
and angle-resolved photoemission to measure gap and quasiparticle relaxation dynamics of
Bi2Sr2CaCu2O8+δ across the vaporization threshold for superconductivity. Whereas low-
fluence measurements of quasiparticle relaxation reveal a smoothly recovering picosecond
dynamics, a sharply defined femtosecond quasiparticle relaxation component emerges when
the pump fluence is sufficient to close the near-nodal superconducting gap. Analyses of this
connection suggest that superconducting gap dynamics dramatically influence quasiparticle
relaxation rates. Intriguingly, there is no detectable connection between the fast component
and the pseudogap, which dominates many features of the band structure in the normal
state.

6.1 Introduction

Time-resolved reflectivity and transmissivity experiments on cuprates have revealed sev-
eral differences—not apparent at equilibrium—between the dynamics of the superconduct-
ing state and those of the pseudogap state occurring at higher temperatures. Below the
superconducting critical temperature (Tc) the optical response following an infrared pump
pulse decays smoothly with picosecond-scale dynamics that depend on quasiparticle den-
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sity, suggesting the recombination of Cooper pairs.148,218 In the pseudogap state the signal
often changes sign (depending on the pump and probe frequencies) and the recovery rate
dramatically increases,249,148,243 losing almost all population density dependence.244 When
the sample temperature is maintained below Tc and the pump intensity is increased to
high values, both the pseudogap and superconducting signals become visible in the same
recovery curves,249,243,222 and recent reports have argued that these two components may
even simultaneously coexist, resulting from competing charge ordering tendencies in the
cuprates.243,244,245

In this letter, we present a complement to these studies in the form of a time- and angle-
resolved photoemission (time-resolved ARPES) study of relaxation dynamics in the cuprate
superconductor Bi2Sr2CaCu2O8+δ (Bi2212). For pump fluences exceeding the superconduct-
ing vaporization threshold, a distinctive two-component relaxation dynamic emerges, with
well-defined femtosecond and picosecond recovery scales. Although in many ways the be-
havior resembles the findings of comparable-fluence optical studies, we show by a detailed
doping and momentum dependence of recombination dynamics that—at least in this par-
ticular case—the fast component is largely not associated with the pseudogap. Instead,
it can be understood as a consequence of dynamical changes in the superconducting gap
magnitude, in the form of changing phase space restrictions on quasiparticle relaxation,
and in the form of an altered recombination cross section as superconductivity is restored.
Doping-dependent analyses of both components reveal that electron-boson coupling strength
in Bi2212 monotonically decreases with increased hole doping, which complements and con-
strains the findings reported using equilibrium ARPES.43,213 Perhaps more importantly, the
results raise important questions about the origin of the pseudogap in cuprates, and how it
may be connected to ultrafast optical measurements.

The experimental apparatus is as described in Ref. 190, and utilizes optical pump pulses
of wavelength 836 nm (hν = 1.48 eV) and probe pulses of wavelength 209 nm (hν = 5.93
eV). Energy, momentum, and time resolutions are 23 meV, 0.003 Å−1, and 300 fs. The
pump pulse induces a time-dependent but uniform energy shift in the electronic spectrum
(≤ 4 meV),235 which we have corrected before performing subsequent analyses. We have
also corrected detector nonlinearity effects.190

6.2 Correlations between quasiparticles and the super-

conducting gap

We begin with a fluence-dependent analysis of correlations between quasiparticle recom-
bination dynamics and the superconducting gap for an optimally doped sample (Tc = 91
K). Figure 6.1 shows two cuts through k-space, at φ = 45◦ and φ = 30◦ (φ is defined from
the Y point relative to Y –M̄ as in the panel (a) inset). The cut at φ = 45◦ intersects a d-
wave-symmetric gap node, where quasiparticle dynamics are naturally disentangled from gap
dynamics (because of the gap’s absence along this direction), and can be characterized with
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Figure 6.1. Evolution of the electronic band gap and nonequilibrium quasiparticle
population in superconducting Bi2212 (Tc = 91 K) following a high-fluence ultrafast
pump pulse. (a)–(b) Representative ARPES dispersions (t = −1.1 ps) for cuts at
φ = 30◦ and φ = 45◦ (see panel (a) k-space schematic). (c)–(d) Nodal quasiparticle
population ∆I(t), obtained by integrating ARPES intensity between the white double
arrows in (a). Main panel shows data for T � Tc. Inset shows data at 23 µJ/cm2 for
T = 100 K (T > Tc). (e)–(f) Normalized gap from the cut at φ = 30◦, extracted by
fitting symmetrized energy distribution curves at the anti-bonding band Fermi wave
vector (kF ) to a broadened BCS line shape.52 (g) Amplitudes ∆I0 slow and ∆I0fast,
from fits to the data in (c) and (d) as described in the text. (h) Minimal gap from
(e) and (f), versus fluence. (i)–(j) Time constants τslow and τfast, from fits to the
data in (c) and (d) as described in the text.
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high signal-to-noise (Figs. 6.1(c) and 6.1(d)) by integrating spectral intensity change across
a large window in energy and momentum (white double arrows in Fig. 6.1(a)). Concomitant
gap dynamics (Figs. 6.1(e) and 6.1(f)) are extracted using EDC symmetrization52,189,235 from
the cut at φ = 30◦, which has an equilibrium gap size of 14 meV (see Fig. 6.1(b)). Consis-
tent with previous measurements,189 at lower fluence the gap magnitude is suppressed but
always finite, and the population of nonequilibrium quasiparticles decays with picosecond
dynamics. As shown in Figs. 6.1(d), 6.1(f), and 6.1(h), however, beyond a critical fluence
Fc ≈ 15 µJ/cm2 (defined as the fluence necessary to close the near-nodal gap), a sharp fem-
tosecond relaxation dynamic emerges in the quasiparticle population response. The dynamic
is also coupled to the near-nodal gap temporally, appearing most prominently when the gap
is closed (t < 1.5 ps, see shaded gray regions in Figs. 6.1(d) and 6.1(f)).

Figures 6.1(g), 6.1(i), and 6.1(j) show a more detailed analysis of the quasiparticle re-
covery spectra, where fast and slow component amplitudes and time constants are extracted
by fitting to the convolution of a Gaussian of FWHM = 300 fs and the bi-exponential decay
function

∆I(t) = Θ(t− t0)
[
Cfaste

−(t−t0)/τfast

+ Cslowe
−(t−t0)/τslow

]
(6.1)

with fit parameters τfast, τslow, Cfast, Cslow, and t0. The quantities ∆I0fast and ∆I0 slow,
shown in Fig. 6.1(g), correspond to the fit’s resolution-convolved amplitude components. For
the measurement at 4 µJ/cm2 (where the fast component was not detected) we constrained
Cfast = 0. We also measured the above-Tc response (see Fig. 6.1(g) inset), fitting to single-
exponential curves and constraining t < 0.6 ps because Cslow was not apparent.

Overall, the picosecond-scale quasiparticle recovery component exhibits a variety of
trends that establish a close connection to the dynamics of superconductivity. For example,
it appears only in the low-temperature data, and τslow decreases with fluence,189 as expected
of quasiparticles reentering a superconducting condensate following rules of second-order ki-
netics.148,218,189 The amplitude ∆I0 slow also increases rapidly with fluence in the low-fluence
limit yet appears to saturate above Fc, which makes sense because the density of quasipar-
ticles decaying into the superconducting state should not be allowed to be larger than the
equilibrium superfluid density. By contrast, the femtosecond quasiparticle recovery compo-
nent exhibits very different behavior. At low temperature, ∆I0fast is suppressed or absent
at low fluence, and only becomes substantial for F > Fc. At high temperature (above Tc),
femtosecond dynamics dominate over all other relaxation processes. At all temperatures, the
recovery timescales τfast either exhibit no detectable fluence dependence or (perhaps) even
follow the opposite trend with increasing fluence as τslow.

6.3 Momentum- and energy-dependent trends

Figure 6.2 shows quasiparticle relaxation dynamics, resolved in both energy and momen-
tum, for momentum cuts at φ = 26◦ (outside the pseudogap-state Fermi arc), φ = 37◦ (inside
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Figure 6.2. Energy and momentum dependence of quasiparticle recombination dy-
namics in optimally doped Bi2212 (25 µJ/cm2 pump fluence, T � Tc, Tc = 91 K).
(a) Energy-resolved ARPES intensity change ∆Iω(t), momentum-integrated between
|k − kF | < 0.08 π/a (see horizontal lines in Fig. 6.1(b)), for nodal, off-nodal, and
far-off-nodal cuts, at two representative energies above EF . (b–c) Energy-resolved
quasiparticle relaxation time constants and amplitudes. The red, blue, and green
vertical dashed lines mark the gap edge at φ = 45◦, φ = 37◦, and φ = 26◦.

the pseudogap-state Fermi arc), and φ = 45◦ (the node), for a fluence of 25 µJ/cm2 (above
Fc). Such an analysis takes advantage of the full power of time-resolved ARPES, and notably
demonstrates that two-component relaxation dynamics appear throughout a large portion
of the Brillouin zone. As clear from Fig. 6.2(a), τslow decays more rapidly away from the
node than it does at the node, in agreement with previous energy-integrated measurements
at lower fluence.189 Momentum variations in τslow

189 become largest as energies approach
the superconducting gap edge, as shown in Fig. 6.2(c). This establishes further connections
between superconductivity and the slow component, as low-energy quasiparticles necessar-
ily interact more strongly with the many-body ground state than do their higher-energy
counterparts.3

Though it is tempting, based on Fig. 6.1, to associate the fast component with a com-
peting electronic order, Fig. 6.2 shows that the momentum- and energy-dependent trends
in ∆I0fast are directly at odds with the momentum dependence of the pseudogap, which
is is finite for the cut at φ = 26◦ but absent in the cuts closer to the node. As shown
in Figs. 6.2(a) and 6.2(b), off-nodal femtosecond relaxation components are visible only at
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higher energies. In part, this reflects the fact that the low-energy off-nodal quasiparticle re-
laxation signature is overshadowed by the dynamics of the nonequilibrium gap. Even above
the superconducting gap edge, however, τfast exhibits no discernible momentum dependence
within experimental error (Fig. 6.2(c)), and the energy-dependent amplitudes ∆I0fast do not
appear to increase near the Brillouin face (Fig. 6.2(d)). Rather, they may even tend to de-
crease, though it is difficult to quantitatively compare quasiparticle population amplitudes
among different momentum cuts.

6.4 Doping dependence

Stronger evidence differentiating the fast component from the physics of the pseudogap
occurs in the doping dependence of quasiparticle relaxation. Figure 6.3 shows an analysis of
nodal quasiparticle relaxation dynamics at comparable excitation densities (≈ 24 µJ/cm2)
for four different dopings of Bi2212, corresponding to critical temperatures Tc = 78 K (un-
derdoped, UD78K), Tc = 91 K (nearly optimally doped, OP91K), Tc = 78 K (overdoped,
OD78K), and Tc = 59 K (very overdoped, OD59K). For the first three dopings, both equi-

Figure 6.3. Doping dependence of quasiparticle recovery. (a) Nodal quasiparticle
response curves, extracted as in Fig. 6.1. The fits are bi-exponential decay functions
(Eq. 6.1). (b) Amplitude component ratios ∆I0 slow/(∆I0 slow + ∆I0 fast) from the fits
in (a). (c) Bi2212 phase diagram. (d–e) Time constants from the fits in (a).

librium ARPES83,73 and time-resolved ARPES229 measurements have previously identified
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distinct transition temperatures Tc and T ∗ for the onset of superconductivity and the pseu-
dogap. The OD59K sample has no equilibrium pseudogap.83,73 In spite of these differences,
two-component recovery dynamics prominently appear in the time-resolved nodal quasipar-
ticle relaxation dynamics for all four dopings (see Fig. 6.3(a)). In fact, the amplitude of the
fast component for the quasiparticle relaxation in the OD59K sample is larger—by a factor
of more than 1.5—than it is for the three samples of lesser doping (see Fig. 6.3(b)).

6.5 Discussion

Having ruled out the pseudogap as the primary origin of the fast component, the question
remains, what mechanism does explain the onset of two-component dynamics? Insight can be
gleaned from a further comparison between the component amplitudes and the equilibrium
phase diagram. As can be seen in Fig. 6.3(b) and 6.3(c), while the slow-component amplitude
ratios bear little relation to T ∗, they do match reasonably well against the doping dependence
of Tc. They match better yet against doping-dependent measurements of the equilibrium
near-nodal gap magnitude, which is reported to drop off precipitously for hole concentrations
p > 0.19 but to remain largely independent of doping for hole concentrations 0.076 <
p < 0.19.73 We argue that the most plausible explanation for the onset of two-component
dynamics is that quasiparticle relaxation dynamics are directly affected by changes in the
underlying band structure that occur as the system relaxes back toward equilibrium.
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Figure 6.4. Cartoon illustration of the impact of a d-wave gap on quasiparticle scat-
tering. (a) Scattering channels in the normal state. (b) Scattering channels in the
superconducting state. Quasiparticle population depletion rates at low energy are
additionally affected by the dynamics of antinodal states (block arrow).

Specifically, three dynamical mechanisms related to the opening of the superconducting
gap are simultaneously at play. First, the opening of a gap dramatically reduces the amount
of available phase space near the Fermi level. As shown by the black arrows in Fig. 6.4(a), a
quasiparticle in metallic Bi2212 can relax by many channels, with a final-state phase-space
density roughly proportional to the product of the Fermi surface area and the quasiparticle
energy. In the presence of a d-wave gap, however, states near the Brillouin zone face are
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transferred to higher energies, and scattering rates for lower-energy states will be sharply
curtailed, as shown by the red arrows in Fig. 6.4(b). For a quasiparticle residing along
the nodal direction at 15 meV in optimally doped Bi2212 (∆0 ≈ 35 meV), for example,
the gap imposes an almost 80-percent phase-space reduction for relaxation via scattering
(particle-conserving) interactionsi. Momentum-conservation requirements may additionally
reduce the available scattering channels,250,251,148 although Bi2212 is highly disordered,252 so
such rules may not strictly apply.

Second, because the gap opens in the midst of the quasiparticle relaxation process, de-
caying quasiparticles are systematically lifted from lower energies back to higher energies
on a picosecond timescale. The overall effect counterbalances quasiparticle relaxation, as
illustrated by the block arrow in Fig. 6.4(b). While the effect will occur most dramatically
at the Brillouin zone face, nodal and near-nodal states are also impacted because the lifting
of antinodal quasiparticles from lower energies to higher energies opens a scattering channel
for these quasiparticles to relax back into the nodal and near-nodal states (Fig. 6.4(b), black
arrow).

Third, there is likely to be a fundamental change in electron-boson coupling matrix ele-
ments in the presence as opposed to the absence of superconductivity. The superconducting
state is macroscopically coherent—with indeterminate electron occupation—muddling the
impact of charge in quasiparticle scattering events. Thus, while bimolecular recombination
processes are relevant to quasiparticle relaxation in both a superconductor and normal metal
(in a normal metal or semiconductor, electrons recombine with holes), the recombination
cross section below Tc is likely to be reduced because of a reduced Coulomb attraction.

For all of the above mechanisms both the fast and slow components encode information
about electron-boson coupling at a fundamental level, and in consequence, the timescales
of both effects (not just the fast component, as previously asserted154), can potentially be
used to glean information about superconductivity. This assertion is borne out by the data.
Figures 6.3(d) and 6.3(e) display time constants for the fast and slow components of the nodal
quasiparticle relaxation data displayed in Fig. 6.3(a). The trends for both decay rates are
in qualitative agreement with those reported for the strength of the renormalization effects
in the low-energy electronic dispersion reported by equilibrium ARPES measurements,213

and they indicate an electron-boson coupling constant that monotonically decreases with
increased hole-doping.

Finally, we return in closing to the apparent contradiction between the findings of the
present thesis, and an increasing number of recent works claiming to report evidence for
the pseudogap in the form of time-resolved reflectivity and transmissivity data. The present
study highlights the need for caution in using timescales alone to support ultrafast signatures
of coexistence or competition between superconductivity and the pseudogap, but we note
that some of the optical reports have reported intriguing evidence that the pseudogap may
exhibit a distinct optical phase signature from that of normal-state relaxation. The ques-

iThe d-wave gap is estimated near the node as ∆k(φ) ≈ vgap(φ− 45)π/180, where φ is the Fermi surface
angle defined in the main text. Assuming a cylindrical Fermi surface, the fraction of final-state phase space
(states between 0 and E) relative to ungapped final-state phase space is then given by E/vgap, where E is
the quasiparticle initial-state energy and vgap ≈ 66 meV/radian is estimated from the literature.213
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tions naturally arise, can time-resolved ARPES detect a femtosecond pseudogap response of
any sort that is distinct from thermal relaxation? If not, what do we make of the fact that
equilibrium ARPES, as well as several other types of experiments, claim that the pseudogap
corresponds to the onset of a competing electronic order that results in a gap, and yet the
opening of this gap has little to no impact on relaxation rates? These questions may be
important to answer in the development of a coherent unified theory of high-temperature
superconductivity. We note that there does appear to be one time-resolved ARPES signa-
ture of the pseudogap, in the form of an abrupt 20-percent increase in the initially excited
quasiparticle population at fixed pump fluence when the temperature is decreased below
T ∗.229 Since pseudogap effects are expected to be strongest at M̄ -point, further time- and
momentum-resolved studies of quasiparticle relaxation in Bi2212 at very large momenta,
which are inaccessible in the present study, may provide an important clarification of pseu-
dogap dynamics. Beyond this, a time-resolved ARPES analogue to the phase resolution
available using all-optical methods would be greatly desired.
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Chapter 7

Nonequilibrium cuprate phase

diagram

Finally, we have used time- and angle-resolved photoemission to measure the nodal non-
equilibrium electronic states in various dopings of Bi2Sr2CaCu2O8+δ. As we show below,
we find that the initial pump-induced transient signal of these ungapped states is strongly
affected by the onset of the superconducting gap at Tc, superconducting pairing fluctua-
tions at Tp, and the pseudogap at T ∗. Moreover, Tp marks a suggestive threshold in the
fluence-dependent transient signal, with the appearance of a critical fluence below Tp that
corresponds to the energy required to break apart all Cooper pairs. These results challenge
the notion of a nodal-antinodal dichotomy in cuprate superconductors by establishing a new
link between nodal quasiparticles and the cuprate phase diagram.

7.1 Introduction

Cuprate superconductors are known not only for extraordinarily high critical tempera-
tures, but also for the richness of their phase diagram, where multiple energy scales associated
with different electronic orders coexist at low carrier concentration and eventually merge with
the critical temperature Tc at higher carrier concentration. The conventionally held wisdom
is that antinodal quasiparticles shape this phase diagram.

Indeed, in conventional superconductors the energy gap and the low-energy quasiparticle
spectral weight (i.e., the area under the quasiparticle peak) are virtually isotropic around the
normal state Fermi surface. In contrast, in high-Tc cuprate superconductors superconductors
the gap exhibits four nodes along the Brillouin zone diagonals (nodal direction), and the
quasiparticle spectral weight is strongly momentum-dependent.253 For example, while the
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quasiparticle peak in underdoped cuprates exists both above and below Tc along the nodal
direction, it only appears below Tc along the antinodal direction.93 This anisotropic character
is assumed to derive from the “d-wave” symmetry of the superconducting state. Because of
this sensitivity to Tc, the antinodal quasiparticle excitations have been regarded as carrying
the information of superconductivity. In harmony with this notion, it has been shown that
the antinodal quasiparticle spectral weight scales with the critical temperature,254,255,256,257

and recently it has been shown that this same spectral weight is also linked to the onset of
the superconducting pair fluctuations at Tp.

258 This dichotomous behavior between nodal
and antinodal quasiparticles persists even above the critical temperature, in the so-called
pseudogap phase, up to T ∗.

Despite their central role in controlling most of the low energy properties of cuprate su-
perconductors, the role of nodal quasiparticles in the superconducting transitions and more
generally in shaping the cuprate phase diagram is still unclear and generally considered negli-
gible.259,260,261,239 This view has been challenged by a time- and angle-resolved photoemission
experiment (time-resolved ARPES) showing that nodal quasiparticles also respond to the
superconducting transition and their spectral weight scales with the superfluid density187

and by the report of a nodeless energy gap in a very weakly doped sample.73

Here, we use time-resolved ARPES to investigate changes in the nodal elec-
tron dynamics across a range of dopings and temperatures in the phase diagram of
Bi2Sr2CaCu2O8+δ (Bi2212). We found that the initial pump-induced nodal quasiparti-
cle population exhibits sharp features reflecting the opening of the pseudogap at T ∗ and the
onset of superconductivity at Tc, as well as an intermediate feature at Tp, between T ∗ and
Tc. Below Tp, fluence-dependent measurements reveal a critical fluence that corresponds
to the energy required to break apart all Cooper pairs, suggesting that Tp is the onset
temperature below which electrons begin to pair incoherently, and that it is distinct from
T ∗, which marks the onset of an independent electronic order. To our knowledge, the present
work is the first demonstration that all three of these characteristic temperatures affect the
dynamics of nodal quasiparticles, and not just the dynamics of antinodal quasiparticles.

7.2 Experiment

Single-crystal samples from four different dopings of Bi2212 were measured: underdoped
samples with Tc = 78 K (UD78K) and Tc = 84 K (UD84K); a nearly optimally doped
sample with Tc = 91 K (OP91K); and an overdoped sample with Tc = 84 K (OD84K). We
also measured an overdoped sample of Bi1.7Pb0.4Sr1.6Cu2O6+δ (Bi2201) with Tc = 32 K. All
single crystals were grown by the traveling solvent floating zone method. The underdoped
samples were obtained by annealing the optimally doped sample in nitrogen. The overdoped
Bi2212 sample was obtained by annealing the optimally doped sample in oxygen. All the
samples were cleaved in situ in vacuum with a base pressure less than 5 × 10−11 Torr. In
the temperature-dependent measurements the samples were cleaved at temperatures at or
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above 25 K to minimize the sample surface aging effect caused by degassing of the cryostat
when heated around 20 K.

7.3 Quasiparticle dynamics
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Figure 7.1. Dynamical evolution of time-resolved ARPES spectra along a nodal
cut (Γ(0, 0) – Y(π, π) direction) of underdoped Bi2212 (Tc = 78 K). (a) ARPES
dispersions: at delay time -1.2, 0, and 20 ps measured at 20 K with pump fluence
14.4 µJ/cm2. The black solid curve represents the equilibrium electronic dispersion.
(b) Electron-like quasiparticle recombination dynamics for different pump fluences at
20 K. The ∆Ie is obtained by integrating photoemission intensity across the hatched
area shown in (a) and then subtracting the integral of the equilibrium intensity. Decay
curves are normalized to the same amplitudes. (c) The non-equilibrium quasiparticle
decay rate as a function of pump fluence (F ) for both electron and hole parts at 20
K. From Ref. 229.

Figure 7.1 shows results for the UD78K sample. At a base temperature of 20 K, the
equilibrium spectrum (t = −1.2 ps) shows a well-known dispersion kink at binding energy
~ω0 ≈ 70 meV as marked by the arrow in Fig. 7.1(a).43 As the pump pulse strikes the sample
(t = 0 ps), the intensity of the ARPES spectrum between the Fermi level and the kink energy
is suppressed. It returns to the equilibrium value after 20 ps. Such evolution of the transient
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ARPES spectrum is similar to that of optimally doped Bi2212 as reported in Refs. 187 and
189. To illustrate the recovery process, Fig. 7.1(b) shows the change in integrated ARPES
intensity above EF (∆Ie, see hatched region in Fig. 7.1(a)), with the response at different
fluences normalized to the same amplitudes. In the superconducting state, the recovery rate
of the non-equilibrium state increases linearly with fluence (Fig. 7.1(c)) in a manner similar
to that observed in optimally doped Bi2212,189 suggesting bimolecular recombination.148,218

As the fluence approaches a critical fluence Fc (∼13 µJ/cm2), the decay rate undergoes a
change in slope, marking the onset of different recombination processes for quasiparticles. A
similar but higher critical fluence was found in a time-resolved optical reflectivity study;220

the difference in thresholds may be because reflectivity measurements probe more of the bulk
than ARPES. Such a fluence threshold is consistent with an observation of the full closure
of the superconducting gap at a similar critical fluence in optimally doped Bi2212,235 and
thus we identify it as the likely fluence where all Cooper pairs have been destroyed. The
identification is also consistent with a simple back-of-the-envelope calculation of the fluence
needed to break apart all Copper pairs. Indeed, using a superconducting coherence length
of ∼15 Å262 and a penetration depth of ∼100 nm151 (for 1.48 eV photons) in Bi2212, at Fc
the laser deposits ∼0.25 meV/Å2 of energy in the top copper oxygen plane, or ∼55 meV per
coherence area. This is on the order of the energy gap in Bi2212. We note that a portion
of the pulse energy may be transferred to phonons in the initial response, but it should not
significantly affect our estimation because the initial non-thermal relaxation is dominated by
electron-electron scattering.263 Hence at the critical fluence the laser deposits just enough
energy to completely break all Cooper pairs.

As the temperature increases, thermally excited quasiparticles begin to dominate the
recombination dynamics,148 making it harder to isolate the contribution of photoexcited non-
equilibrium quasiparticles. This limitation can be overcome by looking at the signal at t = 0
(averaged over ∼300 fs because of time resolution), as the thermally excited quasiparticle
have only negligible impact on the initial excited population. The temperature-dependent
non-equilibrium quasiparticle population at t = 0 is studied in following section.

7.4 Fluence and temperature dependence

Figure 7.2 shows ∆Ie(t = 0) as a function of fluence and temperature for an underdoped
sample. Two distinct regimes can be identified from the data: a high temperature regime,
which extends from the normal state (panel (a)) well into the pseudogap state (panel (b),
T ∗ ≈ 220 K88,83), where ∆Ie is linear in fluence and extrapolates to 0 at F = 0 (see
dashed lines)); and a low temperature regime, which sets in above Tc (panels (b) and (c))
and persists into the superconducting state (panel (d)), where ∆Ie is clearly not linear in
fluence, with high-fluence values of ∆Ie extrapolating to a positive y-intercept at F = 0.
The departure from linearity at low temperature occurs at the critical fluence (Fc = 13± 3
µJ/cm2) identified in Fig. 7.1(e). According to the interpretation that Fc marks the threshold
above which no Cooper pairs exist, we observe a slight decrease of Fc from 13 µJ/cm2(panels
(d) and (e)) to 8 µJ/cm2 as the temperature increases to 120 K (panel (c)). Also, in a single
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Figure 7.2. Nodal fluence dependence of the initial quasiparticle excitation density
at t = 0 in underdoped Bi2212 (Tc = 78 K). (a) ∆Ie at a delay time of 0 ps measured
at 294 K. (b–e) Same as (a) but measured at equilibrium temperature 190 K, 120 K,
90 K, and 20 K. As indicated in the inset of (d), the measurements correspond to
equilibrium temperatures above T ∗ (294 K), slightly below T ∗ (190 K), slightly above
Tc (90 K), and far below Tc (20 K). (f) Similar measurement at on an overdoped
Bi2201 sample (Tc = 32 K) at T = 16 K. The bold lines are guides to the eye, and
the dashed bold lines are linear fits to the high fluence data. The black arrows mark
the critical fluence where the slope of the curves changes. From Ref. 229.
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layer Bi2201 sample, we observe a lower Fc by a factor of 3 (panel (f)). These observations
are consistent with the interpretation of Fc and the fact that it should scale with the pairing
strength, which gets weaker at higher temperatures, and is weaker in Bi2201 than in Bi2212.
However, the observation of two distinct temperature regimes in the UD78K sample hints at
an intermediate temperature scale between Tc and T ∗, which, given the similar dynamics as
in the superconducting state, is likely related to the onset of superconducting fluctuations. In
line with this observation, a recent ARPES experiment has shown that the antinodal spectral
function is sensitive to the onset of superconducting pairing fluctuations at an intermediate
temperature scale between Tc and T ∗.258

In Fig. 7.3 we show detailed temperature and doping dependence of ∆Ie at t = 0 for
a fixed pump fluence (14.4 µJ/cm2, slightly above the critical fluence). We note that the
reflectance of Bi2212 has little temperature dependence from 4 K to 300 K at photon energy
1.48 eV (variation is less than 1%),195 guaranteeing that the pump fluence applied on the
sample is unchanged during the temperature-dependent measurements. A common feature to
all the dopings is a sharp step in ∆Ie at T ∗, which coincides with the pseudogap temperature
determined from transport experiments88 and from momentum-resolved experiments looking
at antinodal quasiparticles.83,258 The sharp step is still observed above Tc for an overdoped
sample (Fig. 7.3(d)), suggesting that the pseudogap temperature T ∗ can be defined even for
this overdoped sample, consistent with recent reports by equilibrium ARPES on antinodal
quasiparticles.83,73 The step indicates that non-equilibrium electronic states below T ∗ result
in a larger contribution to ∆Ie at the node, even though there is no gap at the node itself
as generally believed.

For the underdoped and optimally doped samples (panels (a)–(c)), further cooling re-
veals a distinctive peak-like feature in ∆Ie centered at Tc, and a plateau in ∆Ie above Tc
that is bounded on the high temperature side by T ∗ and on the low temperature side by a
temperature Tp, defined as the temperature below which ∆Ie begins to rise. The peak-like
feature at Tc is reminiscent of a variety of observables that diverge in the vicinity of Tc as a
result of phase fluctuations. These include, but are not limited to, λ-shaped anomalies in the
temperature dependence of thermal expansivity coefficients in YBCO,264 and a theoretical
divergence of relaxation time at the critical temperature in random-field Ising systems.265

Thus it is reasonable to infer that the peak in ∆Ie around Tc is a measure of phase fluctua-
tions. Further confirmation comes from the sharpening of the peak as the doping increases,
reflecting a narrowing of the Ginzburg window266 (see the width of this peak-like feature as
a function of doping in the inset of Fig. 7.3(b)) . If the peak at Tc is associated with the
presence of superconducting phase fluctuations, then Tp, the end of the peak feature, should
be identified with the onset of such fluctuations. This scenario is further supported by the
good agreement with the Nernst effect temperature,92 identified as the onset of supercon-
ducting fluctuations in cuprate superconductors and the Tp measured in this experiment is
along the nodal direction. The absence of Tp in the overdoped sample (panel (d)) implies
that the superconducting transition is determined by Cooper pair formation rather than
phase fluctuations. The non-equilibrium spectra in Figs. 7.3(a) and (b) do not saturate at
the lowest temperature in our measurements for the two underdoped sample, indicating that
fluctuating uncondensed pairs exist farther below Tc than on the overdoped side. Our result
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Figure 7.3. Nodal temperature dependence of the initial quasiparticle excitation den-
sity at a fixed fluence of 14.4 µJ/cm2 for various dopings of Bi2212. (a) Underdoped
(Tc = 78 K) sample. ∆Ie at zero delay time, defined as in Fig. 7.1, and normalized
to the height above T ∗. (b–d) Same as (a) for an underdoped Tc = 84 K sample, an
optimally doped Tc = 91 K sample, and an overdoped Tc = 84 K sample. The bold
cyan lines are guides to the eyes. ∆Ie at different temperature are normalized to the
same probe fluence. Inset in (b) shows the width of the peak-like feature around Tc
as a function of doping. Inset in (d) is the ∆Ie vs temperature for the four dopings
of sample, which are scaled to the same amplitudes at T ∗. Error bars are taken to be
the maximum |∆I(t))| for t < 0. From Ref. 229.
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also demonstrates that below Tp, the breaking of uncondensed Cooper pairs by pumping
dominates ∆Ie at t = 0.

The features at Tc, Tp, and T ∗ follow distinct trends as a function of doping. For all
dopings, fitting the rise of the step at T ∗ using an error function yields a temperature
smearing less than 10 K (inset of panel (d)). The abrupt onset at T ∗ is reminiscent of time-
resolved reflectivity measurements on Bi2201, where a similar behavior was associated with
T ∗, marking the onset of a phase transition.114 The fact that ∆Ie at t = 0 shows the same
critical fluence in both the superconducting state and between Tc and Tp (Figs. 7.2(c)–(d)),
demonstrates that the response of the electronic state to the pump pulse between Tp and Tc
is similar to that in the superconducting state. In contrast, the absence of a critical fluence
above Tp in Fig. 7.2 shows the different response between states below Tp and states below T ∗,
indicating the different underlying interactions of the pseudogap and the superconducting
state.

-1
 (

A
rb

. 
U

n
it
)

200150100500

Temperature (K)

∆
Ie  (A

rb
. U

n
it)

 Ce

-1

∆Ie

 C
e

e

 C
e

T

Figure 7.4. Comparison between initial nonequilibrium electrons ∆Ie and simulated
electron heat capacity Ce as a function of temperature. The inset shows the Ce as a
function of temperature in a superconductor. From Ref. 229.

We note that the step at T ∗ and peak-like feature at Tc cannot be attributed to thermal
effects. Indeed, in a thermal model the initial non-equilibrium electron population ∆Ie

simu

is proportional to the energy integral of a Fermi-Dirac distribution between the chemical
potential and infinity, which is in turn proportional to the electronic temperature Te:

Isimue ∝
∫ +∞

0

1

eω/kBTe + 1
dω (7.1)

∝ kBTe

∫ +∞

0

1

ex + 1
dx (7.2)

∝ Te (7.3)

It immediately follows that the change in the electronic spectral weight (∆Ie) is proportional
to the change of electronic temperature ∆Te and independent of the equilibrium temperature.
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If one assumes that the energy of the pump pulse ∆Q is mainly absorbed to heat the
electrons,263 then

dQ = dTe · Ce (7.4)

where Ce is the electronic heat capacity. According then to Eqs. 7.1 to 7.3, we expect that
∆Ie is inversely proportional to the specific heat capacity Ce. In Fig. 7.4 we use a simple
model to simulate the electron heat capacity Ce with Ce = AT 3 below Tc and Ce = BT
above Tc (A and B are constants). The direct comparison between Ce and ∆Ie shown in Fig.
7.4 clearly shows that the initial spectral gain above the Fermi level cannot be attributed
to a simple thermal effect. Indeed, while the experimental value of ∆Ie(t) shows a peak-like
feature around Tc, the model predicts a dip in C−1

e at the same temperature. The basic shape
of this dip feature at Tc is robust, even after integrating Eq. 7.4 to account for realistically
finite values of ∆Ie and ∆Te.

7.5 Phase diagram and discussion

In Fig. 7.5, we summarize the temperatures identified for the nodal transient spectra Tc,
T ∗, and Tp, in the form of a phase diagram, and compare them with similar temperature
scales reported in the literature. The most important implications of this comparison are
(1) the position of the peak-like feature (Tc-node) in Fig. 7.3 matches the superconducting
critical temperature Tc measured by SQUID; (2) Tp-node coincides with the onset temper-
ature of superconducting phase fluctuations measured by Nernst effect;92 and (3) T ∗-node
coincides with the pseudogap temperature extracted from various momentum integrated
probes88,89,87,86,85 and from ARPES along the antinodal direction (T ∗-antinode).83,258,73

Revealing the presence of these energy scales in the spectral function of ungapped quasi-
particles disrupts the conventional view that Tc, Tp, and T ∗ are only associated with gapped
antinodal states. The signature at T ∗ is perhaps the most surprising of these, as the most
popular explanation for the pseudogap phase at present is that it is associated with onset
of charge ordering with a nesting vector along the (π,0) direction, resulting therefore in
strongly suppressed antinodal electronic states.268 The signatures of T ∗ and Tc in the (π,π)
direction may indicate that the gapped antinodal non-equilibrium quasiparticles in both of
the pseudogap and superconducting states can be scattered to nodal region via exchanging a
momentum with other excitations in a very short time scale. Theoretical and experimental
studies seems to argue against this possibility as this type of scattering is predicted to be
pair-breaking,251,219,188 leaving a far more exciting possibility also exists, namely, that nodal
electronic states intrinsically play the same role in shaping the pseudogap and superconduct-
ing states on the phase diagram as generally believed in antinodal states.

In summary, we have revealed a strong response of non-equilibrium nodal ungapped
quasiparticles to both the superconducting and pseudogap states. A new phase diagram for
nodal quasiparticles results from these data, similar to the one widely discussed for gapped
antinodal quasiparticles, where the pseudogap temperature T ∗ gradually merges with the
superconducting transition temperature on the overdoped side of the phase diagram, and
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Figure 7.5. Nodal phase diagram of Bi2212. The superconducting critical tempera-
ture Tc-node, superconducting fluctuation onset temperature Tp-node and pseudogap
temperature T ∗-node of the four different dopings are plotted. Tc-node (blue filled
circles), T ∗-node (black filled circles) and Tp-node (red filled circles) are determined by
the transition and onset temperature in Fig. 7.3; Tc (gray filled circles) is derived from
SQUID measurements. Tp from Nernst signal measurements (pink diamonds)92 and
off-nodal ARPES measurement (yellow diamond),258 as well as T ∗ (gray data points)
from ARPES,83,258 resistivity,88 nuclear spin-lattice relaxation,89 the Knight shift,89

SIS tunneling87,86 and STS85 are also plotted. The hole carrier concentration p of each
sample is calculated by the Presland-Tallon equation Tc/T

max
c = 1−82.6(p−0.16)2.267

From Ref. 229.
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an intermediate temperature scale Tp associated with uncondensed Cooper pairs sets in
between Tc and T ∗. These results highlight the important role that nodal quasiparticles play
for cuprate superconductivity, as well as the different electronic natures of the pseudogap
and superconducting transition.
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Chapter 8

Conclusions and future directions

I hope to have presented a convincing case that time-resolved ARPES has led to some
important insights in the cuprate problem. Still, there is certainly much left to do. In this
final chapter, I give a brief overview of some of the most interesting future directions in
time-resolved spectroscopy, with special emphasis on the experiments that may be able to
immediately pursued as follow-up experiments to the work thus far summarized.

Cuprate dynamics at the Brillouin zone face. As argued both in Chapters 4 and 5,
there are important dynamical changes in both the superconducting quasiparticle population
and dynamical gap amplitude as one begins to approach the Brillouin zone face in Bi2212.
In particular, it was discussed in Chapter 4 that the increase in the recombination coefficient
toward the first Brillouin zone face may reflect an increasingly well-nested resonance between
superconducting quasiparticles and scattering vectors responsible for one or more phases that
compete with superconductivity in cuprates. Two potential examples are shown in Fig. 8.1.

Clearly, further research into the possibility of these resonances would have a large impact
in terms of helping us understand superconductivity. For the studies undertaken in the
Lanzara group thus far, the only probe frequency employed has been at an energy of hν =
5.93 eV, resulting in a maximum accessible momentum, even in the unrealistic situation of
photoelectrons exiting the sample at θ ≈ 90◦ from normal, of about 0.7 Å−1. The Brillouin
zone face, lies some ways beyond this, with the M̄ -point sitting at a wavevector of 0.82
Å−1. In future experiments it may therefore be quite interesting to find ways of accessing
this truly anti-nodal region of k-space. An obvious approach to doing so would consist of
replacing the current system’s BBO crystals with a high-harmonic generation scheme, where
photon energies beyond 10 eV could be reached. Achieving this without simultaneously
suffering from an unacceptable degradation in terms of energy resolution will be difficult—
efforts by researchers to use high-harmonic generation techniques have thus far only been
able to achieve energy resolutions in the neighborhood of 150 meV, which is several times the
magnitude of the gap. Nevertheless, it may be possible to achieve energy resolutions as good
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Figure 8.1. Momentum-space resonance conditions for possible interactions between
the superconducting quasiparticles and competing phases. (a) For superconductivity
to interact with antiferromagnetism, quasiparticle scattering rates may peak at eight
“hot spots,” occurring at the intersection between the normal-state Fermi surface
(solid black lines) and the antiferromagnetic zone boundary (dashed gray lines). (b)
For superconductivity to interact with a charge density wave, quasiparticle scatter-
ing rates may peak along extended portions of the normal-state Fermi surface near
the Brillouin zone face, where the charge-density-wave scattering vector would most
effectively nest.

as even 10 meV by filtering light through a monochrometer after it has been converted into
the UV, or by taking advantage of resonant transitions within the noble gas the comprises
the high-harmonic generation medium.

Characterization of coherent mode-coupling in cuprate superconductors. Fur-
ther extensions to the present body of work may include adapting the system to make use of
different and lower pump frequencies. At present, the currently employed 1.5-eV pump pulse
excites quasiparticles well above the superconducting gap, and many of the relevant dynam-
ics for superconductivity are only observed in subsequent interactions. It would, however, be
very interesting to be able to tune the frequency of the pump pulse so as to resonantly excite
particular phonon modes. An obvious choice of energy would be the 70-meV mode coupling
so ubiquitously observed in cuprates along the nodal direction. Beyond this, it would be
interesting to couple the B1g “bond-buckling” phonon observed toward the Brillouin zone
face, as it may play a role in facilitating interactions between superconductivity and both
antiferromagnetism and charge-density-wave order. Direct resonant coupling between light
and the superconducting gap may even incite coherent superconducting gap magnitude os-
cillations, which would be a fascinating analogue to the recently discovered Higgs boson in
particle physics.

Superconductivity in places where it should normally be absent. A particularly
intriguing possibility related to the above line of inquiry is is that the resonant excitation of
modes not only might help us understand phenomena that are already present in cuprates,
but might actually allow us to create new states of matter where none had previously ex-
isted. There are a few recent indications of this from all-optical experiments, which have
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recently generated considerable excitement, and which include the enhancement of super-
conductivity at the expense of stripe order in La1.675Eu0.2Sr0.125CuO4,269 and the generation
of what appears to have many of the properties of a nonequilibrium superconducting state
in YBa2Cu3O7−δ at temperatures even exceeding 350 K.270,271

Though these studies are interesting, much controversy still surrounds the field and it
would be helpful to search for alternative signatures of superconductivity using an ARPES
probe, which has particular advantages in that the dynamics of the superconducting gap can
be directly observed, and that the momentum resolution of the technique may help pinpoint
exactly how these fascinating new sets of phenomena become manifest.

Absence of superconductivity in places where it should normally be present.
Though it may perhaps seem counterintuitive, the possibility of using time-resolved ARPES
to study the dynamics of states that should be superconducting, and yet are not, may be just
as interesting as the converse. The reason is that the nature of the highly nonequilibrium
states may be fundamentally different from the nature of non-superconducting states at
equilibrium, and may help us understand how an order parameter that is not at the Free
energy minimum (as it would have to be in the equilibrium case) evolves in time.

An example of one such case272 is as depicted in Fig. 8.2, illustrated in terms of the order
parameter ∆ and Ginzburg-Landau free energy density f , which is expanded to fourth-order
in ∆ in the usual way33 according to

f = f0 + α|∆|2 +
β

2
|∆|4. (8.1)

At equilibrium, the only two qualitatively different possibilities are α > 0, in which case

(a) (b) (c)

|Δ=0〉 |Δ=Δ
0
〉 |Δ=0〉

Non-eq.

Nonequilibrium

Figure 8.2. Example of a nonequilibrium state that might be uniquely accessible in a
superconductor using intense optical pump pulses. In the equilibrium case, the only
two physical situations are (a) above Tc, where the minimum in the free energy is at
zero and the order parameter is zero, and (b) below Tc, where the minimum in the
free energy is at ∆0 and the order parameter is ∆0. (c) In the nonequilibrium case,
however, it may be possible to have a situation where the minimum in the free energy
is at ∆0 and yet the system has been boosted to a metastable state where the order
parameter is 0.
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the free energy minimum (and therefore the order parameter ∆) is zero (Fig. 8.2(a)), and
α < 0, in which case the free energy minimum and the order parameter are at |∆0|2 = −α/β
(Fig. 8.2(b)). In the nonequilibrium case, an interesting third possibility also exists, however,
in the form of a situation where the free energy minimum ∆0 is at a finite value, and yet the
order parameter itself has been suppressed to ∆ = 0 (Fig. 8.2(c)). Subsequently, the order
parameter will relax toward equilibrium in time, potentially giving information about the
free energy functional form.

Photon-dressed electronic states. Finally, though the discussion deviates from the
study of superconductivity, some comment is warranted on the special situation in which
pump and probe beams are perfectly coincident in a time-resolved ARPES experiment,
where it has recently been demonstrated that the nonequilibrium interaction between the
optical pump pulse and the electronic energy levels can in certain cases directly result in
Floquet-Bloch states in the topological insulator Bi2Se3,273 and where theoretical work has
very recently been focused in graphene.155

Floquet-Bloch states can be understood as the generalization of Bloch’s theorem, where
an electron is subject not only to an electric potential that varies in space, but which also
(through the oscillation of the electric field) varies periodically in time. The result is a
series of states that are commensurately periodic in both momentum and energy. Perhaps a
more intuitive way of understanding the generation of such states, however, is by explicitly
considering the interaction between an isolated atom and an oscillating electromagnetic field.
In this case, the relevant Hamiltonian274,275

H = Hatom +Hrad +Hint (8.2)

includes terms not only for the atom (Hatom) and the atom-light interaction perturbation
(Hint), but also for the quantized occupation of electromagnetic field itself (Hrad). As a
result, the two-level system is replaced by an infinite ladder of dressed states, as shown in
Fig. 8.3. Things can get particularly interesting in the special case where the pump frequency

|1〉

|2〉 |1〉

|2〉

|1〉

|2〉

n-1 photons n photons n+1 photons

...

...
E

hν
pump

hν
pump

Figure 8.3. Energy-level diagram for a two-level atom interacting with an electro-
magnetic field of frequency ν in terms of the dressed-atom picture.

is nearly equal to the energy difference between states between the atom, for then state |2〉 of
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the n−1 photon system becomes nearly degenerate with state |1〉 of the n photon system, and
the Hamiltonian’s interaction term can subsequently work to split apart this degeneracy.275

In the case of a solid-state system, many of the same rules apply, except that flat energy
levels are replaced by dispersive bands, and perhaps most interestingly, the degeneracy-
splitting effect of the interaction Hamiltonian takes the form of light-induced bandgaps. The
possibility of using light to generate and manipulate such bandgaps may have important im-
plications in semiconductor device physics, with applications ranging from transistor design
to photovoltaic electricity generation.
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