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‘The better is the enemy of the good.”

— \ltaire

. Introduction

Most of us procrastinate. We delay doing unpleasant tasks that we wish we would do sooner.
Such procrastination can be very costly. We skip enjoyable events in mid-April because we pro-
crastinate in completing our taxes; we die young because we procrastinate in quitting smoking,
starting a diet, or scheduling a medical check-up; and we are denied tenure because of our own,
co-authors’, or journal referees’ procrastination.

There is a growing literature in economics that assumes people have self-control problems, con-
ceived of as a time-inconsistent taste for immediate gratification. An often discussed implication of
such preferences is procrastinatiolhese models of procrastination assume that a potential pro-
crastinator has only one task under consideration, and hence the only concern is when the person
completes the task. In most situations, however, a person must decide natr@myo complete
a task, but alsavhich task to complete, or how much effort to apply to a chosen task. If a person
must revise a paper for resubmission, she can either respond minimally to the editor's suggestions
or expend more effort to respond thoroughly. If she is choosing how to invest some money, she
can either thoughtlessly follow the advice of a friend, or thoroughly investigate investment strate-
gies. If she is putting together a montage of Johnny Depp photos, she can either haphazardly throw
together a few press clippings or work devoutly to construct the shrine that he deserves.

In this paper, we develop a model of procrastination in which a person must choose not only
when to do a task, but also which task to do. The model makes a number of realistic predictions
incompatible with the conventional assumption of time-consistent preferences. These include the
possibilities that providing a person with an attractive new option can cause her to switch from doing
something beneficial to doing nothing at all, and that a person may procrastinate more severely
when pursuing important goals than unimportant ones.

We also develop a formal model partial naivete where a person is aware that she will have
future self-control problems, but underestimates their magnitude. The literature on self-control

problems has entirely focused on two assumptions regarding a person’s beliefs about her future

L. See, for instance, Prelec [1989], Akerlof [1991], Fischer [1997], and O’Donoghue and Rabira,[ 1988,
199%].



self-control problems: That shessphisticated— fully aware of her future self-control problems

— or that she iswaive — fully unaware of her future self-control problems. We believe that in-
troducing a model of partial naivete to the growing literature on time-inconsistent preferences is
an important ancillary contribution of this paper. Economists have been predisposed to focus on
complete sophistication; but since our results show dngtdegree of naivete can yield different
predictions than complete sophistication, our analysis suggests that restricting attention to com-
plete sophistication could be a methodological and empirical mistake even if people are mostly
sophisticated.

In Section Il, we describe a formalization of time-inconsistent preferences originally developed
by Phelps and Pollak [1968] in the context of intergenerational altruism and later employed by
Laibson [1994] to capture self-control problems within an individual: In addition to time-consistent
discounting, a person always gives extra weight to current well-being over future well-being. These
‘present-biased preferences’ imply that each period a person tends to pursue immediate gratifica-
tion more than she would have preferred if asked in any prior period.

In Section 11l we present our model of task choice. We suppose that a person faces a menu of
possible tasks. Each period she must either complete one of these tasks or do nothing, without being
able to commit to future behavior. Completing a task requires that the person incur an immediate
cost, but generates an infinite stream of delayed benefits; tasks may differ in both their costs and
their benefits. We assume that the person behaves optimally given her taste for immediate gratifi-
cation and given her beliefs as to how she will behave in the future, where her beliefs reflect her
(sophisticated, naive, or partially naive) perceptions of her future self-control problems.

Naivete about future self-control problems leads a person to be over-optimistic about how soon
she would complete a task if she were to delay now, and hence is an important determinant of pro-
crastination. Akerlof [1991] emphasizes the role of naivete in putting off unpleasant tasks, and
O’Donoghue and Rabin [1989 show that even mild self-control problems can cause severe pro-

crastination for a completely naive person, but not for a completely sophisticated pe3sotion

2. Prelec [1989] discusses how time-inconsistent preferences can lead a person to avoid doing an unpleasant task. Be-
cause he does not look at a dynamic model, sophistication is not relevant. Fischer [1997] considers procrastination of
a task that may take a while to complete. She assumes sophistication, though because she explores long-term projects
she finds substantial procrastination is still possible. Akerlof [1991] does not frame his analysis of procrastination in
terms of time-inconsistent preferences, but his model implicitly corresponds to a model of present-biased preferences,
and he highlights the role of naive beliefs in generating severe procrastination. O’Donoghue and Ralaihd¢1999
plicitly compare the naive to the sophisticated model; O'Donoghue and Rabinf19®%] explore procrastination
with naive beliefs.



[l fleshes out the logic behind these earlier results, and generalizes them by allowing for both
a menu of tasks and partial naivete. We show that for any specific environment there is a lower
bound on the degree of naivete needed to generate severe procrastination. But we also show that
for a person with any degree of naivete, no matter how little, there exists environments where that
person procrastinates severely.

In Section IYwe turn to the core new results of this paper — those regarding the role of choice
for procrastination. The implications of choice for procrastination derive from the fact that the two
aspects of a person’s decision — which task to do and when to do it — are determined by two
different criteria. A person plans to do the task which, taking into account her taste for immediate
gratification, yields her the highest long-run net benefit. But whether the person ever completes
that task depends on a comparison of its immediate cost to the benefits forgone by brief delay, and
has very little to do with either its long-run benefit or the features of other tasks available.

The disjunction between these two criteria can produce some realistic behavior patterns incon-
sistent with conventional economic models. Our first main finding is that providing a person with
additional options can induce procrastination. If a new option has a sufficiently high long-run net
benefit, the person will plan to do this new option rather than what she would have otherwise done;
and if this new option has a sufficiently large cost relative to its immediate benefit, the person
now procrastinates. For example, a person might immediately invest her savings in her company’s
401(k) plan if there were a single investment option available, but might procrastinate if she must
choose from a menu of different investment options because she constantly plans to figure out her
best option in the near future. As \bltaire should have meant by the opening quote (but didn't),
a person may never complete a good task because of persistent but unfulfilled aspirations to do a
better job?

Our second main finding is that people may procrastinate more in pursuit of important goals than
unimportant ones, or equivalently that increasing importance can exacerbate procrastination. The
more important are a person’s goals, the more ambitious are her plans. But the more ambitious are
her plans —i.e., the higher is the effort she intends to incur — the more likely she is to procrastinate
in executing those plans. We formalize this intuition by supposing the long-run net benefit of all

tasks are increased either by making the person more patient or by increasing per-period benefits,

3. Although we, like many people, interpreted \oltaire to be referring to procrastination, a proper reading of \oltaire’s

[1878] statement in the original Italian makes clear that he meant something more akin to “If it ain’t broke, don't fix
it.”



and identify classes of situations where a sufficiently large increase in the long-run benefits of all
tasks induces a person to procrastinate.

Our model does not imply that peomévays procrastinate the most when pursuing their most
important goals. Indeed, this possibility requires the combination of self-control problems, naivete,
and multiple options. If any of the three factors is missing, increasing the long-run net benefits of
all tasks makes the person more likely to do a task. Even with all three factors present, increased
importance can sometimes reduce procrastination. But our model shows that any presumption that
people don't procrastinate on important tasks should be dismissed.

We view it as neither a flaw nor a virtue that some of our results are paradoxical from the per-
spective of traditional economic analysis. Rather, we are interested in their economic relevance. In
O’Donoghue and Rabin [19@9, for instance, we argue with some calibration exercises that such
issues can be an important determinant of whether and how a person invests her savings for retire-
ment. Investing for retirement is perhaps the single most important economic decision that people
(should) make. Our theoretical model matches what seems to be empirically true: In spite of — or
perhapsecauseof — its immense importance, many people never get around to carefully plan-
ning their investment for retirement. We conclude the paper in Section V with a brief discussion of
the results in that paper, as well as a discussion of how the intuitions in this paper might play out
in extensions of our model, such as supposing a person must allocate time among more than one

task, or can improve upon what she has done in the past.

[I. Present-Biased Preferences and Beliefs

The standard economics model assumes that intertemporal preferenteseacensistent A
person’s relative preference for well-being at an earlier date over a later date is the same no matter
when she is asked. But there is a mass of evidence that intertemporal preferences take on a specific
form of time inconsistency A person’s relative preference for well-being at an earlier date over

a later date gets stronger as the earlier date gets €ldsather words, people have self-control

4. And as such, our model is another example where careful analysis does not bear out the commonplace conjecture
that harmfully irrational behavior is eliminated by (‘sufficiently”) large stakes.

5. See, forinstance, Ainslie [1975, 1991, 1992], Ainslie and Haslam [4.98#2 ], Loewenstein and Prelec [1992],
Thaler [1991], and Thaler and Loewenstein [1992]. While the rubric of *hyperbolic discounting” is often used to de-
scribe such preferences, the qualitative feature of the time inconsistency is more general, and more generally supported
by empirical evidence, than the specific hyperbolic functional form.



problems caused by a tendency to pursue immediate gratification in a way that their ‘long-run
selves’ do not appreciate.

Inthis paper, we apply a simple form of symlesent-biased preferencesing a model originally
developed by Phelps and Pollak [1968] in the context of intergenerational altruism and later used
by Laibson [1994] to model time inconsistency within an individuakt «; be the instantaneous
utility a person gets in periad Then her intertemporal preferences at tiié’, can be represented

by the following utility function:

T
Forallt, U'(ug, ugy1, ..., ur) = 8wy + Z 5w,

T=t+1

This two-parameter model is a simple modification of the standard one-parameter, exponential-
discounting model. The parameterepresents standard ‘time-consistent” impatience, whereas
the parametef represents a time-inconsistent preference for immediate gratificatior? £ot,
these preferences are time-consistent. Bupffer 1, at any given moment the person has an extra
bias for now over the future.

To examine intertemporal choice given time-inconsistent preferences, one must ask what a per-
son believes about her own future behavior. Two extreme assumptions have appeared in the lit-
erature: Sophisticatedpeople are fully aware of their future self-control problems and therefore
correctly predict how their future selves will behave, aaive people are fulljunaware of their
future self-control problems and therefore believe their future selves will behave exactly as they
currently would like them to behave.

While our main goal in this paper is to analyze the role of choice for procrastination, an ancillary
goal is to extend the analysis of time-inconsistent preferences beyond the extreme assumptions of
sophistication and naivete. Hence, we also examine behavior for a personpelnelly naive —
she is aware that she has future self-control problems, but she underestimates their magnitude. To
formalize this notion, let be a person’s beliefs about her future self-control problems — her beliefs
about what her taste for immediate gratificatioh,will be in all future periods. A sophisticated

person knows exactly her future self-control problems, and therefore has perce&ati@m% A

6. This model has since been used by Laibson [1996, 1997], Laibson, Repetto, and Tobacman [1998], O’Donoghue
and Rabin [1998, 199%, 199%], Fischer [1997], and others.

7 Strotz [1956] and Pollak [1968] carefully lay out these two assumptions (and develop the labels), but do not much
consider the implications of assuming one versus the other. Fischer [1997] and Laibson [1994, 1996, 1997] assume
sophisticated beliefs. O’'Donoghue and Rabin [1#9&nsider both, and explicitly contrast the two.



naive person believes she will not have future self-control problems, and therefore has perceptions
3 = 1. A partially naive person has perceptiohss (8,1). In the next section, we shall define
within our specific model a formal solution concept that applies to sophisticates, naifs, partial naifs,
and (by setting? = 1) time-consistent agents. We then show in the context of our model how and

when partial naivete leads to procrastination.

1.  The Model and Some Results

Suppose there is an infinite number of periods in which a person can complete a task, and each
period the person chooses from the same menu of tAsksR? . While we permitX to be finite or
infinite, we assume itis closed. Taske X can be represented by the p@irv), where if a person
completes task in periodr she incurs cost > 0 in period7 and initiates a stream of benefits
v > 0in each period from period + 1 onward. While we discuss more realistic alternatives in
the conclusion, throughout our analysis we assume that the tasks are mutually exclusive and final:
The person can complete at most one task, and can complete that task at most once.

The set of actions available each perioddlis=s X U {(}. Actionz € X means ‘complete
taskz’, and action) means “do nothing’. We describe behavior bysaategys = (ay,as,...)
which specifies an actiom, € A for each period.® In this environment, there are two relevant
guestions about a person’s behavior: (1) When, if at all, does she complete a task? and (2) Which
task does she complete? Given a strategy (a1, as, ...), let7(s) denote the period in which the
person completes a task, and4¢s) denote the specific task that the person completes. Formally,
7(s) = min{t | a; # 0} andx(s) = ar), With 7(s) = oo andxz(s) = 0 if a, = 0 for all ¢.

8. For simplicity, we abstract away from some complications that might arise with partial naivete. First, we assume
a person is absolutely positive — though wrong whien- 3 — about her future self-control problems. We doubt
that our qualitative results would change much if the person had probabilistic beliefs whose mean underestimated the
actual self-control problem. But it is central to our analysis that a person not fully learn over time her true self-control
problem, or, if she does come to recognize her general self-control problem, she still continues to underestimate it on
a case-by-case basis. Second, we assume that all higher-order beliefs — e.g., beliefs about future beliefs — are also
equal to3. Hence, a person has what might be called ‘complete naivete about her naivete”: A partially-naive person
thinks she will be entirely aware in the future of what she now believes is the extent of her future self-control problems
(since otherwise she predicts she will forget what she currently knows). While alternatives are not without merit —
we suspect that people do sometimes realize that they are too often over-optimistic — we think our modeling choice
here is the most realistic and most tractable.

9 Because a person’s choice in perioghatters only following the history with, =  for all ¢ < T, defining strategies
to be independent of history is not restrictive in our model. Our definitions below also rule out mixed strategies; it is
perhaps best to interpret our analysis as applying to equilibrium strategies for an infinite horizon that correspond to
some equilibrium strategy for a long, finite horizon, which (generically) does not involve mixed strategies.



While the question of which task the person completes and when she completes that task are of
obvious interest, we shall often focus only on whether the pezsencompletesany task. Hence,
the strategy” = (0,0, ..., 0, ...) plays a prominent role in our analysis.

Our solution concept, ‘perception-perfect strategies’, requires that at all times a person have
reasonable beliefs about how she would behave in the future following any possible current action,
and that she choose her current action to maximize her current preferences given these beliefs.
Lets' = (af,,,al,,,...) represent the person’s periodeliefs about future behavior, wheié
represents the person’s belief in pertd@r what action she would choose in periodf she were
to enter period- not yet having completed a task. Given the person’s bedietst V*(a,, §°, 3, 6)
represent the person’s perioghreferences over current actions conditional on following strategy

s' beginning in period + 1.2° Then:

( —c+ Bév/(1—9) if a, = (c,v)

& —c+6v/(1—=06)] ifa=0,7=min{d >0|a},, # 0} exists,
anddi‘FT = (C,U)

L 0 if a, = 0 anda;,, = 0 foralld > 0.

Vt<at7 gtu ﬂ? 6) =

The three cases in this equation correspond to three different possibilities of when, relative to
periodt, the person completes the task. In the first case, the person completés tasiow, and
therefore she does not discount the immediate cbst3, but does discount the delayed reward
év/(1 — 6) by 5. In the second case, the person does nothing now and expects to complete task
(e,v) in T periods, and therefore discounts both the cost and rewartl by the third case, she
does nothing now and expects never to complete any task, and therefore her payoff is zero.

With this notation, a person in periddchooses her current actiap to maximize her current
preferenced’* given her belief$’. To predict behavior in our model, however, we do not allow
arbitrary beliefs. Rather, a person’s beliefs should be a function of her perception of her future
self-control problems{, in conjunction with some coherent theory of how she will behave given

such self-control problems. We require beliefs to be dynamically consistent:

0. Formally, V' represents preferences conditional on having cheses ) for all 7 < ¢.



Definition 1. Given < 1 andé, a set of belief§3!, 52 ...} is dynamically consistentif
(i) For all 8, 4! = argmax,c4 V" (a, 8", 3,68) for all 7, and

(i) For all 8" ands” with t < ¢/, a¢ = at forall 7 > t'.

Definition 1 incorporates two aspects of dynamic consistency. First, each period’s beliefs must
beinternally consistent The beliefs must consist of a behavior path such that each period’s action
is optimal given that the person will stick to that behavior path in the future. Internal consistency
implies the person perceives that in all future periods she will have ‘rational expectations” about
her own behavior even further in the future. Second, the set of beliefs mewstdyaally consistent
A person’s beliefs must be consistent across periods, which means that her belief of what she will
do in periodr must be the same in dll< 7. This restriction rules out procrastination arising from
a form of irrational expectations that goes beyond merely mispredicting self-control. For example,
if in period 1 a person decides to delay based on a belief that she will complete a task in period 2
in order to avoid procrastination in period 3, then we do not allow this person to delay in period 2
based on a new belief that she will complete a task in peritd 3.

Once we impose external consistency on beliefs, we can simplify our notation: Gizeds,
any set of dynamically consistent beliefs can be represented by a single vector of period-1 beliefs
53(8,6) = (as(B3,6),a5(3,6),...), because for all > 1 external consistency requires that period-
beliefs bes*(3, 8) = (a1 (8, 6), arya(3,6),...).

A perception-perfect strategy is a set of plans where in each period the person chooses an action

to maximize her current preferences given dynamically consistent beliefs about future behavior:

Definition 2. A perception-perfect strategyfor a(ﬂ,ﬁ, ) agent isspp(ﬂ,ﬁ, 6) =
(a1(83,3,6),a2(8, 3,6), ...) such that there exists dynamically consistent beli¢fs 6) where
a:(3, 3,8) = arg max, V*(a,3(8, ), 3,0) for all ¢.

This definition includes as special cases the three cases previously studied in the literature: time

consistency, sophisticated time inconsistency, and naive time inconsistency. A person with time-

1. The restrictions imposed by external consistency essentially correspond to the additional restrictions which subgame-
perfect equilibrium imposes beyond non-equilibrium backwards induction. By the same token, these restrictions would
be unnecessary in generic, finite-period situations where “perceptual’ backwards induction would yield a unique pre-
diction. Previous analyses of time-inconsistent preferences, whether examining sophistication or complete naivete,
have implicitly assumed that people have beliefs that are both internally and externally consistent. Without the as-
sumption of external consistency, even a person who knows exactly her future self-control problems could fail to
exhibit rational expectations.



consistent preferences is characterized by 3 = 1. A completely sophisticated person is charac-
terized by3 = 3 < 1; for such a person a perception-perfect strategy is identical to its correspond-
ing dynamically consistent beliefs. A completely naive person is characterizéd=byl > £;
such a person believes she will behave like a time-consistent person in the future. Definition 2
generalizes the previous literature by allowing for partial naivete.

In our model, there are two reasons a person might never do any task: because no task is worth
doing, and because she ‘procrastinates’. The following terminology will prove useful in distin-
guishing these cases:

Definition 3. Given andé, a task(c, v) is B-worthwhile if 36v/(1 — 6§) — ¢ > 0; and givenX,
the3-best taskin X is z*(3, 6, X) = arg max(. e x [B6v/(1 — ) — ¢].*2

Ataskisp-worthwhile if a person prefers doing it now to never doing anything given her taste for
immediate gratification; we do not classify as “procrastination” never doing a task merely because
no task is3-worthwhile. When there exigt-worthwhile tasks, two types of behavior will emerge
in our model: early completion of thé-best task (perhaps with a short delay) or infinite delay.
Because it turns out that early completion is for the most part not inefficient, our focus shall be
infinite delay. Hence, for our formal analysis we define procrastination to mean never completing

a task when there exists some task that-isorthwhile*

Definition 4. A personprocrastinatesif she follows strategy’ when there exists € X that is
#-worthwhile.

To provide some intuition for why a person might procrastinate in this sense, consider the case
where there is a singleton task menu — thatis= {(c,v)}. If the task isg-worthwhile, then

12. Because the s& = arg max . ,)c x [36v/(1 — 6) — c] need not be a singleton; (3, 6, X) is not necessarily well-

defined. IfB is not a singleton, we define* (3, §, X) to be the taskc*,v*) € B such thav* = max {v|(c,v) € B}
—that s, the task iB with the largest reward (and therefore the largest cost). If éBisempty omax {v|(c,v) € B}
does not exist, then we say thebest task does not exist. For a givgh B8, §) combination, there exists a perception-
perfect strategy if and only if thé-best task and the-best task both exist. If the menu of taskss finite, existence is
guaranteed. I is infinite, then lettingi(¢) = max.<.{v|(¢',v) € X} be the maximal benefit that can be achieved
for costc or lower, there exists a perception-perfect strategydj is defined for alle (i.e., the person cannot achieve
an infinite reward for a finite cost) aritin.. . .[v(c)/c] < (1 — &) /(39).

13- While our formal results revolve around whether a person delays forever, this extreme form of procrastination is an
artifact of our simple model. More generally, there are other unmodelled forces that prevent infinite delay. An obvious
one is external deadlines. A more interesting one is learning — that is, after repeatedly planning to do a task in the
near future and not carrying out these plans, the person may realize the futility of such plans and instead just do the
task now. While it is likely that such learning occurs, we suspect that in real-world situations such learning does not
take place very quickly, and does not generalize from one situation to another.



the person will want to (eventually) complete it. Moreover, she will have some maximum tolerable
delayd* such that for any! > d* + 1 completing the task today is preferred to completing the
task ind periods. When the maximum tolerable delay is zero — she is not willing to tolerate even

a one-period delay — then the person clearly won't delay. When the maximum tolerable delay is
greater than zero, the person might delay depending on her perceptions of when in the future she
would complete the task.

Suppose the person is completely sophisticated — she has hekef§ — and therefore ac-
curately predicts her future behavior. Since in perigthe completes the task if and only if she
predicts that she would delay more thérperiods, her perception-perfect strategy must be a “cycli-
cal’ strategy: In every period that she plans to do the task, it must be that waiting would lead to
a delay of exactlyl* 4+ 1 periods. Any strategy with this feature is a perception-perfect strat-
egy. Ifd* = 2, for instance, there are three perception-perfect strategiés, 450, z, 0,0, z, ...),
(0,2,0,0,2,0,0,...), and (0,0, 2,0,0,2,0,0,...) — and there are three perception-perfect out-
comes — completing the task on th&,12°¢, or 3¢ day. This logic clearly implies that while a
completely sophisticated person might delay for a short while, she won'’t delay indefinitely, and
hence would never procrastinate as we have definéd it.

Now suppose the person is partially naive — she has befiefs3 — and therefore perceives
that she will behave in the future like a completely sophisticated person with a self-control problem
of 3. If a sophisticate with self-control problefiwould tolerate a delay of at maét periods, then
the partially naive person believes the most she will delay if she doesn't do the task diow is
periods. But ifd* +1 < d*, then in all periods the partially naive person perceives that she will
complete the task within a tolerable number of periods even if she delays now. She will therefore
delay forever. In other words, a partially naive person delays indefinitely whenever she perceives

that her future tolerance for delay will be at least one period less than her current (and actual future)

4 For any finite horizon, there is a unique perception-perfect strategy for sophisticates, and this strategy corresponds

to one of the three strategies in the text. For an infinite horizon, there can exist an additional “mixed” perception-
perfect strategy for sophisticates. Although we have ruled out such strategies, it is worth noting what they look like.
Letz*(B3,6,X) = (c*,v*), and letp satisfy

B6uT/(1=8)—c" =56 Y (1—p)" 'ps7 " (0" /(1 —6) — ") |.

T=1

Preferring to complete th8-best task tomorrow rather than today implies that there exists a upigué0, 1) that
satisfies this condition, in which case it is a perception-perfect strategy to complétdést strategy with probability
pin all periods. While this strategy can yield some delay, it does not represent severe procrastination in the sense that
it is Pareto-efficient and does not cause severe welfare losses (as defined below). We conjecture but have not proven
that this is the only mixed perception-perfect strategy for sophisticates.

10



tolerance for delay.

While there is only one task in this example, similar logic determines procrastination when
there is a menu of tasks from which to choose. The main complication is that the person must
choose which task to consider completing now, and she must predict which task she would complete
in the future if she waits now. But clearly the person only considers completing-test task
z*(8,6,X) now, and she perceives that in the future she will only consider completing st
taska:*(ﬁ, 8,X), and therefore in each period the person debates completinglibst task now
versus thed-best task in the not-too-distant future. Hence, whether a person procrastinates boils
down to comparing her current tolerance for delayingHsest task now in favor of completing
the 3-best task in the future to her perceived future tolerance for delay of-thest task.

Letd(]/3) be the maximum delaysuch that a person with self-control problgrprefers doing
the 3-best task inl periods rather than doing thbest task now. Letting*(5,6, X) = (c¢*,v*)

andz*(3,6, X) = (z,7) , this current tolerance for delay is given by

d(B|B) = max {d € {0,1,..} | — "+ B6v" /(1 —8) < B6" (—c+60/(1 —8)) }.

With this notation, a person with beliefsperceives that her future tolerance for delay(is|3),
and applying the logic above the person procrastinaiésifi) + 1 < d(5|3).
Lemma 1 formally characterizes the set of dynamically consistent béliefs:

Lemma 1. For all 3, 6, andX, any dynamically consistent belief§3, §) =
(a9(3,6), a3(f3,6), ...) must satisfy:
(1) For allt eithera, (3, 8) = 0 or a,(3,6) = z*(5, 6, X), and
(2) If z*(3,6, X) is not3-worthwhile, theri, (3, §) = 0 for all t. Otherwise there exists
T € {2,3,...,d(B|3) + 2} such that,(3,6) = z*(8, 6, X) if and only if
te{r, 7+ (d(3B) +1),7+2d(B|3) +1),...}.

Lemma 1 states that the only task a person would ever expect to complete in the futuré-is the
best task, and moreover the person will expect to completé-thest task every(3|3) +1 periods.
In other words, any dynamically consistent beliefs must be cyclical, and whenever some#*ask is
worthwhile the length of the cycle is finite. Notice, however, that whene(gf3) > 0, the first

15. All proofs are in the Appendix.
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date of completion is indeterminate, and therefore there can be multiple dynamically consistent
beliefs.

Giventhat there can be multiple dynamically consistent beliefs, there can be multiple perception-
perfect strategie¥. Many of our results state properties of the entire set of perception-perfect
strategies, which we denote §7(3, 3.8, X). Lemma 2 characterizes” (3, 3,8, X):

Lemma 2. For all 3, 3, 6, and X, eitherS™(3, 3,6, X) = {s"}, or for everys € S7(8, 3,6, X),
x(s) = 2*(3,6,X), 7(s) < d(B|8) + 1, and if7(s) > 1 thent(s) = 7(8) wheres is the

corresponding set of dynamically consistent beliefs.

Lemma 2 establishes that either there is a unique perception-perfect strategy under which the
person never completes a task, or in every perception-perfect strategy the person eventually com-
pletes taske* (3,6, X). That is, for given parameter values there can be indeterminacy solely in
when the person completes a task, and not in either whether she completes a task or which task
she completes. The intuition for determinacy in whether a person will (eventually) complete a task
should be clear from our earlier discussiond(f|3) + 1 < d(3|3), then in all periods the person
prefers what she perceives to be her maximum future delay to doing the task now, and hence she
delays in all periods. 1&(3|3) = d(3|3), by contrast, then in some period the person must per-
ceive an intolerable delay, and she will therefore complete the task in that period. In the latter case,
a multiplicity of perception-perfect strategies can arise because the period of completion depends
on the specific dynamically consistent beliefs the person holds, which determine the first period in
which she perceives an intolerable delay from waiting. The final part of Lemma 2 establishes that
if the person delays but eventually completes a task, then she correctly predicts the period in which
she will complete the task (although she incorrectly predicts which task she will complete in that
period whenever thg-best task differs from thé-best task).

Lemma 2 establishes that the parameters of the model fully determine whether or not the per-

son does a task. Proposition 1 uses Lemma 2 to characterize more explicitly how the degree of

6. There is a unique perception-perfect strategy associated with each set of ﬁ(ﬂ?iéﬁs but different beliefs can
yield different perception-perfect strategies. We emphasize that the multiplicity does not arise because of reward-and-
punishment supergame strategies. The strategies in the infinite-period model correspond to the set of strategies that
are the limit of the strategies in the finite-period model as the number of periods becomes arbitrarily large, where
(generically) each finite-period situation will have a unique perception-perfect strategy. The multiplicity in the limit
comes from the fact that each perception-perfect strategy is “cyclical’, so that (say) a person will plan to do the task
the last period if not before, and the fourth-to-last if not before, the seventh-to-last if not before, etc., and not do the
task in other periods. Such strategies will therefore predict that in a 1008-period model the person does the task in
period 2, but in a 1007-period model she does it in period 1.
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sophistication? determines whether or not the person completes the task.

Proposition 1. For all 3, 6, and X :
(1) If noz € X is B-worthwhile, thens# (3, 3,6, X) = {s"} for all 3, and
(2) If there exists € X that is3-worthwhile, then either a7 (83, 3,6, X) # {s’} for all 3,
or b) “‘generically’ there exis3* ands™* satisfyingd < 8" < ™ < 1 such that
SP(8,3,6,X) # {s"} forany3 < A" andS™(3, 3,6, X) = {s’} forany 3 > g7

Part 1 merely states that if no taskdsworthwhile then the person doesn’t complete a task
regardless of her perceptions. Part 2 considers the role that naivete plays in procrastination in
the more interesting case where some taskwgorthwhile. If a person is sophisticated or nearly
sophisticated, then she does not procrastinate. Intuitively, if a taskwnisrthwhile, then in all
periods the person prefers completing that task immediately to never completing any task. Since
a sophisticated person correctly predicts future behavior, she cannot delay indefinitely because if
she perceives that she will do so, then she completes the task immediately. If a person is nearly
sophisticated, then her belieﬁ(sﬁ,é) are nearly identical to a sophisticate’s beligfg, §), and
therefore she completes the task when the sophisticate does so. If a person is more naive, on the
other hand, she may well be persistently optimistic enough that her taste for immediate gratification
always induces her to del&y.

In a slightly different framework, O’'Donoghue and Rabin [1898how that when there is a
single task available, a pure sophisticate (Je= () cannot procrastinate whereas a pure naif (i.e.,

4 = 1) might® Proposition 1 generalizes this result in two ways: It replicates it for the case where
there is a menu of tasks available, and establishes that partial naifs behave “in between’ pure naifs
and pure sophisticates.

Proposition 1 shows that in a given environment a person who is nearly sophisticated does not

procrastinate. But Proposition 2 establishes that for any departure from pure sophistication, there

7. The caveat “generically’ is required to guarantee tiat> 3, which holds if we rule out knife-edge parameters
wherez* (8,6, X) = (¢,v) andév/(1—6)—¢/8 = 6*C1A+1 [su/(1 — 6) — ¢]. In such cases, it could be that = 5.

8. |mplicit in Proposition 1 is that procrastination can be non-monotoni@ in- i.e., there may exist an interval
[3", 3**] on which increasing} leads the person to cycle between completing a task and procrastinating. This non-
monotonicity is driven by changes in tiiebest task, which fop < 1 can cause discrete shiftsdi3|3) andd(3|3).
There is in fact a second type of non-monotonicity, driven by the discretend$8|o% andd(3|3), that shows up in
later propositions. Non-monotonicities are a pervasive feature of our model, but none of our main results are driven
by such non-monotonicities, and we therefore downplay their role.

19 This statement is true using the definition of procrastination in this paper.
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exists an environment where the person procrastinates:
Proposition 2. For all 3, 8, and3 > 3, there exists¥ such that the person procrastinates.

That is, any degree of naivete is sufficient to generate procrastination. A person procrastinates
whenever she believes her future tolerance for delay will be at least one period less than her current
tolerance. If there is only one task, for instance, and the person barely prefers doing it tomorrow
rather than today, then even fBrvery close to3 the person perceives every day that she will do
the task tomorrow, and thus she procrastinates foréver.

The terms we have used to describe our results — that ppopdeastinateon a task that is
B-worthwhile — connote that procrastination harms the person. To see why these terms might be
appropriate, we now turn to formal welfare analysis. The meaning of the statement that somebody
with time-inconsistent preferences is *hurting herself” has sometimes troubled researchers, since
time-inconsistent preferences imply that a person evaluates her well-being differently at different
times. Some researchers (e.g., Goldman [1979], Laibson [1994, 1996, 1997]) have avoided this
problem by using a “Pareto criterion’, under which one stream of utilities is considered unambigu-

ously better than another only if it is preferred by the person fatinime perspectives.

Definition 5. A strategys is Pareto-efficientif there does not exist an alternative strategguch
thatUt(s', 3,6) > U'(s, 8,6) for all t andU*(s', 8, 6) > U'(s, 3, 6) for somet, where

(_)f + Bov/(1 — 6) ?f z(s) = (¢,v) andr(s) =t
Ut(s, 8,6) = poé (—c —(I)— sv/(1 —6)) 'I]; igz; i é)C,U) andr(s) > ¢
v+ Bév/(1—9) if (s) = (¢,v) andr(s) <t

20. Consider the implications for procrastination of allowing mixed strategies for partial naifs. *‘Generically” a person
cannot be indifferent between doing tfebest task now and doing thig:best task in some future period. Hence, a
person can mix only if she has mixed beliefs. But our earlier discussion implies at|if) > 0, mixed beliefs
indeed exist. However, according to these beliefs the (long-run) continuation payoff beginning next period must be
just sufficient to make a person with self-control problgrimdifferent between doing a task now versus waiting. But
this means that a person with self-control probléra 3 will strictly prefer to wait. We can conclude that whenever
d(B|B) > 0, (under a more general definition) there exists a perception-perfect strategy based on mixed beliefs wherein
the person procrastinates. We do not focus on such strategies because they make the analysis somewhat trivial — e.g.,
procrastination for any > 3 — and we don’t feel that they are particularly realistic. We also remind the reader that
such strategies are ruled out by a long, finite horizon.
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We shall also judge welfare by a second criterion that allows us to evaluate not just whether a
person is hurting herself, but also how severely she is doirt§ doperson’s long-run utility —
for which 3 is irrelevant — isU (s, §) = U'(s, 1, 6). We define a person’s ‘welfare loss’ as the
difference between her actual long-run utility and her best possible long-run utility. We normalize
the difference by dividing by*, the cost of the long-run-best task, so that the welfare loss does not

depend arbitrarily on the unit used to measure costs and befiefits.

Definition 6. Let U* = max; U% (5, §) and letc* be the cost of the task chosen (immediately) to
maximizeU% (5, §). If a person follows strategy, then hemvelfare lossis
WL(s,6) = [U* — UE(s,8)] ) c*.

In what follows, we say that a welfare loss¥fL(s,6) < (1 — 3)/8 is “‘small’. A welfare
loss of (1 — 3)/8 corresponds to the maximum possible welfare loss from a single episode of
pursuing immediate gratification. For instance, it is the maximum welfare loss a person can suffer
when she does the-best task rather than the long-run-best task in period 1, and it is the maximum
welfare loss a person could suffer if she were hypothetically forced to commit in period 1 to her
most preferred lifetime behavior path. Our focus is on the more dramatic examples of harmful
procrastination where a person repeatedly chooses to pursue immediate gratification rather than
long-run welfare, in which case she can suffer welfare losses significantly largefithagd) /3.

The following proposition characterizes how a person can hurt herself according to our two

welfare criteria:

21 More generally, we feel the Pareto criterion is too conservative an approach to intrapersonal welfare analysis. Just as
for interpersonal comparisons where the Pareto criterion refuses to call a reallocation that barely hurts one person and
enormously helps everyone else an improvement, the Pareto criterion refuses to rank strategies when one perspective
barely prefers one strategy and all other perspectives vastly prefer a second strategy. For example, suppose there are
two tasks,z;, with ¢; = 0 andv; = 1, andzq, with co = 1,000,000,000,000 andve = 1.01. Unlessé is very
close tol, doing taskr; immediately is clearly better than doing taskimmediately; and yet for an§, doing task
9 immediately is not Pareto-dominated by. Furthermore, the Pareto criterion’s unwillingness to designaias
inefficient holds even for time-consistent agents

22.Jfall rewards and costs are multiplied by some fadtor 0, the set of perception-perfect strategies does not change.
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Proposition 3. For all 3, 3, 6, and X

(1) If S7(8,3,6,X) = {s"}, then
(a)s” is Pareto-inefficient if and only if it is procrastination; and
()WL (s") > (1 3)/8 onlyif s” is procrastination.

(2) If S7(8,3,6,X) # {s"}, then
(a) There exists €57(3, 3, 6, X) that is Pareto-efficient and h&E L (s) < (1 — 3)//3;
(b) Any s €5 (3, 3,6, X) is Pareto-inefficient if and only if (s) > d(3|8) + 1; and
(c) Foranys €S7(3,3,6,X), WL(s) > (1 — 8)/8 onlyif 7(s) > d(8|3) + 1.

Part 1 describes whether a person hurts herself when she never completes any task. If a person
never completes a task merely because no taskwsrthwhile, then she is following her period-1
self’s most preferred path of behavior, and therefore does not hurt herself by either criterion. In
contrast, if she never completes a task when some tasknierthwhile, thenevery period-self
prefers to complete thg-best task in period 1 as opposed to doing nothing. In this case, never
completing a task is clearly Pareto inefficient; it may or may not cause a large welfare loss.

Part 2 describes whether a person hurts herself in cases where she does eventually complete some
task. In this case there exists at least one perception-perfect strategy under which the person does
not harm herself. In particular, doing thiebest task in period 1 is a perception-perfect strategy,
and by definition doing thg-best task right away does not cause severe harm. But there may exist
other perception-perfect strategies under which the person does harm herself because the period-1
self would have preferred to do thtebest task right away rather than delay doing fhieest task
until periodr (s) — which holds whenever(s) > d(3|3)+1. The source of harm is that, although
the person correctly predicts when she will do a task, she incorrectly predicts that she will complete
the 3-best task, which can lead her to tolerate too long a delay.

Combining Proposition 3 with our earlier results yields conclusions about the role of naivete
in causing welfare harm. Since a completely sophisticated person never procrastinates, and also
correctly predicts which task she would do in the future, Proposition 3 implies that a completely
sophisticated person never severely hurts herself. But since Proposition 2 implies that anyone not
completely sophisticated can procrastinate, Proposition 3 also implies that anyone not completely
sophisticated can behave Pareto inefficiently. Although Proposition 3 does not imply that naive
procrastination always causes severe harm, the following Proposition shows that there is no upper

bound on the harm caused by naive procrastination:
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Proposition 4. For any3 and anyﬁ > .
(1) For anys, there existsY such thats”(3, 3,8, X) = {s"} andW L (s?) > (1 — 3)/3, and
(2) For anyZ > 0, there existY ands such thats™ (3, 3,6, X) = {s"} andW L (s) > Z.

Hence, just as the behavioral results above extend earlier results about one-task, fully naive
procrastination, so too do these results extend earlier welfare results: A person can severely harm

herself if and only if she is to some degree naive.

V. Choice and Procrastination

Section Ill shows that the principles developed in Akerlof [1991] and O’'Donoghue and Rabin
[199%] for the case of only one task and extreme naivete extend to multiple tasks and partial
naivete. In this section, we turn to the core new results of our paper, which illustrate aspects of
procrastination that pertain specifically to the presence of more than one option.

The implications of choice for procrastination derive from the fact that the two aspects of a
person’s decision — which task to do and when to do it — are determined by two different criteria.
The person decides which task to do according to long-term net benefits, choosing the task that
maximizesgév/(1 — §) — c. But whether the person delays doing this task has little to do with
the long-term net benefit. Rather, it is (primarily) determined by comparing the cost of the chosen
task to itsshort-run per-period benef® Lemma 3 emphasizes the disjunction between these two

criteria.

Lemma 3. For all 3, 3 > 3, § andX such thats??(3, 3,8, X) # {s"}:
(1) SupposeX’ andé’ satisfy X’ = {g(c,v) | (¢,v) € X} for some functiory with g(c,v) =
(¢, o) only if g6V /(1 — &) — ¢ = Bév/(1 — 6) —c. Thenz*(5,8', X') = g(z*(53,6, X)), but
SP(3, 3,6, X') = {s"} if g(2* (5,8, X)) = (c*,v*) is such that* /c* < (1 — 88 /ﬁ) / (85').
(2) There exists\” and¢' that satisfy ()X’ = {g(c,v) | (¢,v) € X} for some functiory with
g(c,v) = (¢, onlyif 86" /(1—8") = = Bév/(1—6) —cand (i) g(z*(3,6, X)) = (c*,v*)
is such that* /c* < (1 - ﬂé’/ﬁ)/ (868").

2. The disclaimer “primarily’ comes from the fact that the person is not necessarily deciding when tolb#setask,
but rather choosing between doing thdest task today vs. the-best task later. But since from today’s perspective

completing the3-best task in the future can only look better than completingdthest task in the future, this effect
only makes procrastination more likely than connoted by the intuition we emphasize.
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Lemma 3 examines transformations of the person’s choice set that hold constant the long-term
net benefits of all tasks. Part 1 states that such a transformation does not change what task the
person plans to do, and yet induces procrastination if it makegihest task sufficiently more
costly relative to its per-period benefit (regardless of how it affe¢tsfor any other task). Part 2
establishes that there always exists such a transformation that induces procrastination. Lemma 3
therefore implies that no matter how large the long-run net benefit ofdhest task, a person will
procrastinate if its cost is sufficiently large relative to its per-period benefit.

Our first main finding regarding the role of choice for procrastination is that providing additional
options to a person who is not procrastinating can in fact induce procrastination. Consider, for
example, a person who would complete task= (¢, v;) immediately if it were the only task
available. Suppose we offer this person an additional optipr= (cq, v9) that becomes both
the 3-best task (becaus@suv, /(1 — §) — ¢, > B6v1/(1 — §) — ¢;) and theS-best task (because
B6vy /(1 —8) — ¢y > Bbv1/(1—68) — ¢1). In her own mind, the person’s decision now boils down to
when to do task,, and the availability of task; is completely irrelevant. But if, is sufficiently
large relative ta, the person will never complete task Hence, the person might procrastinate
when tasks:; andz, are both available, even though she would complgté# it were the only
task available.

Of course, this behavior violates one of the core axioms of revealed-preference theory — that
additional options should not change choice among existing options. The source of this violation
is the person’s naive belief that she will soon do the new option when in fact she won't. The person
intendsto adhere to the weak axiom of revealed preference, but fails to follow through. Proposition

5 formalizes the role of naivete in this phenomenon:

Proposition 5. For all 3, 3, § andX such thats??(3, 3,6, X) # {s"}:
() If =3, 57(3,3,6,X') + {s"} forall X’ > X; and
(2) If 3 > j, there exists task’ such thats??(3, 3,6, X U {x'}) = {s"}.

Part 1 establishes that a fully sophisticated person cannot be induced to procrastinate by provid-
ing more options. A sophisticated person completes a task whenever there is a task worth com-
pleting. If the initial menu contains an option worth completing, so does any superset. Part 2
establishes, however, that fany degree of naivete and any menu of tasks there exists a task that

when added to this menu induces procrastination. The logic behind this result is exactly as above:
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To induce procrastination, we merely add an option that yields higher long-term net benefits than
existing options but has a high cost relative to its per-period betiefit.

Our second main finding regarding the role of choice for procrastination is that people may
procrastinate more in pursuit of important goals than unimportant ones, or equivalently that in-
creasing importance can exacerbate procrastination. This result is best demonstrated with a simple

numerical example:

Example: Supposed = 0.6 and3 = 1.

() If 6 =.8andX = {z; = (0,11), x5 = (40, 20)}, the person completes taskimmediately.
(2a) If6 = .9 andX = {z; = (0,11), 2 = (40, 20)}, the person procrastinates.

(2b) If 6 = .8 andX = {2} = (0, 22),x}, = (40,40)}, the person procrastinates.

() If 6 = .8andX = {z] = (0,44), x4 = (40,80)}, the person completes taskimmediately.

In this example, Cases 2a and 2b represent two ways in which it might become more important
relative to Case 1 that the person do something. Case 2a is identical to Case 1 except for increasing
6 from .8 t0 .9; and Case 2b is identical to Case 1 except for doubling the per-period benefit from
each task. Both transformations increase the present discounted value of rewards for each possible
cost. How do these transformations affect behavior? In Case 1, the person plans to complete
taskz; — it is both the-best task and thé-best task — and does so immediately. Each of
the transformations makes the person plan to instead completeasénfortunately, for each
transformation the immediate cost of taskis sufficiently large relative to its per-period benefit
(even after the transformation) that the person procrastinates.

This example illustrates the basic intuition behind our importance-exacerbates-procrastination
results: The more important a person’s goals, the higher the cost she wishes to incur in pursuit of
those goals, but she tends to procrastinate more on higher-cost tasks. While the example illustrates
that increasing importance can exacerbate procrastination, this phenomenon is of course not uni-
versal. For instance, while Case 2b shows that doubling the per-period benefit of each task induces
procrastination by changing the person’s preferred task frpto z,, Case 3 shows that doubling
the per-period benefit of each task once more eliminates procrastination — this time by motivating

the person to complete right away. The remainder of this section explores under what conditions

24 There are of course welfare analogues to the behavioral results of Proposition 5: While additional choices cannot
severely harm a sophisticate, there is no limit to how much additional choices can harm a partial naif, because no matter
how well off some initial set of choices makes her, adding an option can induce procrastination.
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increased importance induces procrastination.

The above example illustrates two ways in which a person’s goals might become more impor-
tant: the person might become more patient, or the per-period benefit from each task cost might
become larger. The example also clearly shows how the importance-exacerbates-procrastination
phenomenon relies on there being a menu of options. Indeed, in the one-task context, increasing

importance reduces the likelihood of procrastination (with a minor caveat):

Proposition 6. Consider a person who faces singleton méhes {(c, v)}:
(1) Wheng = 1, SP(8, 3,6, (¢,v)) # {s"} ifand only ifv/c > (1 — 36)/(36), or equivalently
if and only if 6 > ¢/(fv + Bc); and
(2) Wheng < 1, S*(3, 3,6, (¢,v)) # {s"} if v/c > (1 — 36)/(36), or equivalently if§ >
¢/(Bv + Be); and SP(B, 3,6, (c,v)) = {s"} if v/c < (1 - ﬁé/ﬁ) /(86), or equivalently if
6<c/(ﬂv+ﬂc/ﬁ).

Part 1 says that when there is just one task, as the person becomes morefatiezages) or as
the per-period benefit of the task increases relative to the cgsir(creases), a completely naive
person always becomes less likely to procrastiffatd. completely naive person always thinks
she will do the task next period if she waits now, and as either a person becomes more patient or
the magnitude of benefits relative to costs increases, the person becomes more and more likely to
prefer doing the task now to doing it next period. Part 2 establishes that a similar result holds when
3 < 1in the sense that faf or v/c large enough the person completes the task and éorv/c
small enough the person does not complete the task. There is a minor caveat to the general result,
however, because for a partially naive person there is a range where whether the person completes
the task can be non-monotonic in eithgr: or 6.2

Proposition 6 says that when there is a single task available, increasing importance makes a per-
son less likely to procrastinate. This effect is also present when there are multiple options available
in the sense that increasing importance makes a person less likely to procrastinate on any specific

option. But with multiple options, increasing importance also makes costly tasks more attractive,

5. Although Propostion 6 establishes that a completely naive person delays forever if and:galyif 1 — 36)/(56),
this does not always correspond to procrastination since the task may fiatbethwhile. Since not completing the
task represents procrastination whenever> (1—6)/(56), a more precise statement is that increasiogincreasing
v/c always decreases the likelihood of procrastination over the range where thegaskithwhile.

26. See our earlier discussion of non-monotonicities in footnote 18. Once more, the results which fototvdeen
by these non-monotonicities.
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which can make procrastination more likely. Whether increased importance increases procrastina-
tion depends on the relative importance of these two forces. As illustrated by Cases 1 to 3 of our
example, either force can dominate.

To further explore the effects of increasing importance, we consider the limit cases where a
person’s goals become really important — i.e., as eithes 1 or v/c — oo for all tasks. A
crucial question for the limit cases is whether there exists a maximal productive task. Formally, the
maximal productive task in menki is

(™ ™) = {(c,v) € X|V(d,v') € X eitherv’ < vorv =wvandd > c}.
The maximal productive task is the task which yields the maximum possible benefit at the lowest
possible cost. There does not exist a maximal productive tasksfsuch that the person is always
able to incur a larger cost to receive a larger benefit.

If the menu of task« is finite, then a maximal productive taék*>* v™*) exists, and moreover
as the person’s goals become sufficiently importarit?*, »™**) becomes both thé-best task and
the 3-best task. Hence, for sufficiently high importance, the person makes her decision about
whether to delay as if she were facing the single {@8k*, v™>*). Even when the menu of tasks
X is infinite, a similar logic holds if a maximal productive task exists. Proposition 7 summarizes

this logic.

Proposition 7. Consider a menX with a maximal productive tasfe™>, v™>x).
(1) If o™ /emax > (1 — 3)/f, then there exist§* < 1 such thats??(3, 3,6, X) # {s"} for all
§ > 6% and ifo™™ /emax < (1 — 3/3)/8, then there exist§"™ < 1 such thats™(3, 3,6, X) =
{s" for all 6 > 6**; and
(2) For any strictly increasing functiofi: R, — R, that satisfiesf (v™*) /e >

(1—38)/86, 5™ (8, 3,6, X'(X)) # {s"} whereX"(X) = {(c, f(v))|(c,v) € X}

Proposition 7 extends the single-task results in Proposition 6. Implicit in Proposition 6 is that a
sufficiently patient person would complete tagkov) if v/¢ > (1 — 3)/8, and that a sufficiently
patient person would procrastinate tgsko) if v/c < (1 — 8/3)/3. Part 1 of Proposition 7
therefore establishes that for any menu with a maximal productive(t&sk, v™**), whether a
sufficiently patient person completes a task depends on whether a sufficiently patient person would
complete taskc™>, v™*) if it were the only task available. Also implicit in Proposition 6 is that

for any singleton menu a person will for sure complete the task if the per-period benefit is made
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large enough. Part 2 of Proposition 7 establishes that for any menu with a maximal productive task
(emax max) g person will for sure complete some task if the per-period benefits of all tasks are
made large enoughi.

Proposition 7 reflects that when there is a maximal productive task, there is a limit to how much
increasing importance can exacerbate procrastination. Intuitively, importance can exacerbate pro-
crastination only because increasing importance leads a person to choose a costlier task. When
there is a maximal productive task, however, once performance is important enough the person
plans to complete the maximal productive task, and further increasing importance only makes pro-
crastination less likely.

When there is no maximal productive task, in contrast, increasing importance always leads a
person to choose a costlier task, and hence the person is more likely to procrastinate for sufficiently
important goals. Indeed, increasing patience is quite likely to induce procrastination in this case.
To formalize this claim, defind.(X) = lim.,. sup{v'/c¢ | (¢,v') € X andd > c¢}. L(X)is
the “limit ratio” of per-period benefits to costs as the person expends ever more effort, and can be

loosely interpreted as the limit of the marginal return to additional effort.

Proposition 8. Consider a menwX with no maximal productive task. I£(X) = 0, then for all
andg such thap? > 3, there exist$* < 1 such thats??(3, 3,6, X) = {s"} for all § > 6*.

Proposition 8 is the clearest and most striking example of how high importance can exacerbate
procrastination: Under the reasonable assumption that there is no upper bound on how much ef-
fort a person can productively put into a task but the marginal return to additional effort eventually
becomes arbitrarily small, a sufficiently patient person with any degree of naivete surely procras-
tinates. Asé approacheg, the value of even a small increase in per-period benefits becomes
enormous, and hence the optimal task involves a very large cost. But the per-period benefit of
the optimal task becomes very small relative to its cost, and therefore the person procraétinates.
Proposition 8 is more clear when the task menu can be represented by a continuous function. The

following corollary follows directly from Proposition 8:

27 \We remind the reader that these results imply nothing about how the person would behave when her goals are only
mildly important.

8. Proposition 8 restricts attention fo X) = 0 to avoid existence issues. When there is no maximal productive task,
existence requires(X) < (1—6)/(36); L(X) > 0 therefore implies no perception-perfect strategy exist those
enough to 1.

22



Corollary 1. Suppose a function : R, — R, is continuously differentiable with/(¢) > 0 for
all ¢ andlim, , o, v'(c) = 0. If X = {(c,v(c))|c € Ry}, then for all3 and3 such that? > 4,
there exist$* < 1 such thats?* (3, 3,6, X) = {s"} for all 6 > 6*.

Corollary 1 indicates that there are some natural classes of task menus such that a person always
procrastinates when sufficiently patient. Examples inclu@dé = (a + bc)?, wherea > 0,5 > 0
andd € (0,1); v(c) =1In(c + 1); andv(c) = ¢/(ac + 1), wherea > 0.

While sufficiently high patience unambiguously leads to procrastination in the case where there
is no maximal productive task biif X') = 0, the implications of increasing the per-period benefits
of all tasks is more ambiguous. To illustrate, we consider multiplicative transformations of the
benefits of all tasks, defining (k) = {(c,kv)|(c,v) € X }. Multiplicative transformations are of
particular interest. For instance, if we interpret the task cost as the effort expended to find a good
investment opportunity and the task benefits as the per-dollar return, then thesfeotoesponds to
the quantity of funds that a person plans to invest. The examples above which satisfy the conditions
in Corollary 1 illustrate that increasirighas an indeterminate effect on procrastination:(t) =
(a + bc)?, wherea, b > 0 andd € (0,1), then there exists* > 0 such thats*(3, 3,6, X (k)) =
{s} for all k& > k*2 If v(c) = ¢/(ac + 1), wherea > 0, then there exists* > 0 such that
SP(5,3,6,X(k)) # {s"} forall k > k*.

We have unfortunately found no useful general characterization of when multiplicative trans-
formations of the benefits induce procrastination. But it is worth exploring why in these examples
increasing has unambiguous effects on procrastination whereas increlasiag ambiguous ef-
fects. Both increasing and increasing: cause the person to plan on a more costly task. But
whereas for close to 1 increasing has little impact on the short-term benefits of completing
a task immediately, fok large increasing: obviously has a significant impact on the short-term
benefits of completing a task immediately. To see this formally d&i, k), v*(6, k)) denote the
B-best task as a function éfandk. Proposition 8 follows becausens_.; [v*(6,k)/c*(6,k)] is
small. The corresponding condition for increasings limy_, .. [kv*(6,k)/c*(8, k)] being small,
and clearly this limit can remain large evenéés, k) /c*(6, k) becomes small.

The indeterminate effects of increasing per-period benefits is quite general. Indeed, for any

such that a person completes a task, there exists a monotonic transformation of the benefits that

29 Whena = 0, increasing per-period benefits has no effect on procrastination — tHf#&¥ig3, 3, 6, X (k)) is inde-
pendent ofc.
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induces procrastination — by making thebest task significantly more costly without drastically
increasing the per-period benefits of tasks. And for &nguch that a person procrastinates, there
exists a monotonic transformation of the benefits that induces completing a task — by significantly
increasing the per-period benefits of all tasks without significantly increasing the cost& st

task. But one class of transformations always eliminates procrastination no Katter

Lemma 4. Let X (1) = {(c¢,v +7)|(c,v) € X}. Then for all3, 3, 6, and X, there existg* such
thatS? (5, 3,6, X (1)) # {s*} forall > n*.

A sufficiently large additive transformation in which the benefits of all tasks are increased by
the same absolute amount eliminates procrastination. This result drives home one final time the
underlying logic behind the importance-exacerbates-procrastination results. Increased importance
may induce procrastination when it induces a person to plan to exert more effort. But an additive
transformation of the benefits does not affect the optimal amount of effort to exert: The cost as-
sociated with the3-best and3-best tasks are unchanged. Hence, when the benefits become large

enough, the person for sure completes a task.

V. Discussion and Conclusion

This paper identifies a number of lessons about naive procrastination. e believe these lessons
apply beyond our abstract model, and may be quite relevant in important economic contexts. In
O’Donoghue and Rabin [1989, for instance, we calibrate a model of whether and how a person
invests her savings for retirement. We argue that people may significantly delay transferring savings
from their checking accounts into higher-interest accounts, even when the long-term benefits of
doing so are enormous. For example, suppose a person is saving $10,000 for retirement 30 years
from now. If the person currently earns 1-percent interest in her checking account, and knows of
an easy opportunity to earn 6-percent interest instead, it is well worth making the transfer. While
the person may or may not procrastinate when the 6-percent account is her sole alternative, choice
can greatly exacerbate her procrastination for the same reasons developed in this paper. Because
investing for retirement is so important, she may decide that she should put in the effort to do it
right — to find (say) a 6.2-percent account. Even if it is very cheap to transfer her money to the

6-percent account, she may not do so because she persistently plans to transfer directly to the 6.2-
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percent account in the near future. But she may procrastinate searching for the 6.2-percent account
for years, making herself much poorer in retirement than she would have been had she settled for
the very good option of investing in the 6-percent accétint.

Moreover, reflecting our importance-exacerbates-procrastination arguments, such procrastina-
tion can be exacerbated when the person has more money to invest. For example, the person may
severely procrastinate when her principal is $10,000, but not when her principal is only $1,000.
The logic is as in this paper: She plans and executes a quick-and-easy investment strategy for the
$1,000, while she plans — but doest execute — a more ambitious investment strategy for the
$10,000. The calibration exercises in O’Donoghue and Rabin @980 support our claim in
Section lll that it needn’t take much naivete to generate procrastination, and reinforce our view that
it would be a mistake for economists studying self-control problems to focus solely on models of
complete sophistication.

We conclude with some conjectures about some realism-enhancing extensions of our model.
For instance, if instead of assuming that a person can complete only one task, we assumed that she
might be working on a number of unrelated projects at the same time, then an interesting and ironic
result can arise. When there are other projects worth doing tomorrow, not doing a task today means
the person must either delay the task for more than one day or delay the other projects. The logic
of procrastination says that a person procrastinates because she perceives the cost of delay to be
small; if the person is busy, she sees the cost of delaying as higher, and is therefore less likely to
procrastinaté!

Notice that being busy is not the same as having a larger immediate cost of completing a task.
Indeed, if the immediate cost of doing a task is exogenously increased in all periods, a person is
more likely to procrastinate. If every day a person chooses between doing her taxes versus playing
tennis, the more she likes tennis, the higher her immediate cost, and hence the less likely she is

30Madrian and Shea [2000] analyze 401(k) savings decisions for two groups of employees at a single firm, those who
must elect participation and those who are automatically enrolled unless they opt out. The groups differ in whether
the employees were hired before or after a change in the company 401(k) plan. For employees with similar tenure at
the firm, the 401(k)-participation rate is 86 percent for the latter group compared to 37 percent for the former group.
Moreover, in the automatic-enroliment group, 61 percent choose the default option of a 3-percent contribution rate
allocated entirely into a money market fund, whereas very few people who elect participation choose this option.
Such “default’ behavior is consistent with people procrastinating on their retirement preparation. On the other hand,
Madrian and Shea also find inertia effects — people in the automatic-enroliment group who do not choose the default
option tend to choose something close to the default option — that are hard to reconcile with procrastination. See also
Choi, Laibson, and Metrick [2000] for a similar study.

31 As \bltaire might have said, ‘Se vuole aver fatto una cosa immediatamente, la dia in mano a una persona molto
ocupata.’
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to do her taxes. If in addition to paying her taxes she must also paint the workbench, rotate the
carburetors, or do other household chores, she might pay her taxes soon. Having only to pay her
taxes means that by playing tennis today she is only delaying completion of her taxes. Having to do
these other chores too means that by playing tennis today she is delaying completion of alichores.

A second realistic extension is to suppose that a person need not or cannot complete a task all
at once. On many projects, a person can do a quick, cheap fix, initiating some benefits in the short
run, and later come back and do a proper job to yield the rest of the benefits. If a person is writing
a research paper, she needn’t wait until she has the final version, with all the desired results, before
distributing it. She can distribute a preliminary draft, labeled as such, telling readers that she intends
to produce a more complete paper in the near future. If a person is deciding how best to invest her
money, she can put her money in an easy-to-initiate, relatively good investment in the short run,
and then continue to search for the ideal investment.

Some preliminary analysis of such situations suggests two implications. First, if a person can
improve on what she has done in the past, it becomes more likely that she does at least a quick fix. In
our earlier investment example, for instance, if it is costless to transfer first to the 6-percent account
and then later to the 6.2-percent account (once it is found), then the person may immediately make
the first transfer, which she perceives as a short-term fix. Since the model in this paper precludes the
possibility of a short-run fix, it may overstate the likelihood that a person does absolutely nothing.

While the presence of quick fixes makes it less likely that a person does nothing, however, it also
makes it less likely that a person completes the task in the ideal way. Once a person has done a quick
fix, the short-term damage caused by delay in completing the task is relatively small, and therefore
procrastination is more likely. Once the person has put her savings in the 6-percent account, the
short-term damage caused by delay in finding the 6.2-percent account is smaller than if her savings
were still in the 1-percent checking account. Similarly, once a person has taken half an hour to
cover the roof with a tarp to effectively stop the leaks, the cost of delay in fixing the roof is smaller
than if the roof were uncovered. Hence, while our model overstates the likelihood that a person
does nothing, it also overstates the likelihood that a person actually completes the task.

Conventional economic theory says that a person does something if she believes the benefits

32 While assuming the person has many tasks to complete might suggest a decrease in procrastination, the importance-
exacerbates-procrastination results are likely to generalize. For instance, if for every project there is no maximal
productive task buf.(X) = 0, then no matter how many projects a person faces, she will surely procrastinate on all
projects if she is patient enough.
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outweigh the costs. Models with present-biased preferences assume that people engage in con-
ventional cost/benefit analysis in formulating thplans But they posit that people use a sort

of immediate-cost/immediate-benefit analysis in deciding whether to do someibnagr his al-
ternative conception of when people take actions challenges the traditional economic notion that
behavior reflects one’s preferences. As an alternative to the conventional Weak Axiom of Revealed
Preference, previous papers generate what might be call&bkedde Axiom of Revealed Procrasti-
nation: If we observe somebody never doing a task when it is the only one she is considering, we
learn little about whether she prefers to do that task. This paper generates what can be called the
Strong Axiom of Revealed Procrastinatiolfi we observe somebody never doing a task when she

has a menu of tasks to choose from, we learn even less.
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Appendix: Proofs

Proof of Lemma 1.(1) If a; = (¢,v) € X, thenV*(a,,8, 3,6) = 36v/(1 — 6) — c. Because
2*(3,6,X) = arg max(. e x Bév/(1—6)—¢|, z*(8,6,X) = arg maXaqc 4\ {7} Vi(a,8,3,0).
Since any dynamically consistent beliéfs, §) must satisfyi, (3, 6) = argmaxqc 4 V¥(a, 8, 3, 6)
for all ¢, it follows that for allz eithera, (3, 6) = 0 or a,(3, 6) = z*(53, 6, X).

(2) If z*(3,6, X) = (¢, v) is not3-worthwhile then3év /(1 — §) — ¢ < 0, which implies
B6v/(1—8) —c < B8 [6v/(1—6) — ] forall T € {1,2,...}. Givena,(5,6) € {0,2*(3,8,X)}
for all ¢, the latter inequality impliesrg max,c 4 V'(a,8, 3,8) = 0 for all t, and soi,(3,8) = 0

for all ¢.

Suppose:*(3,8, X) = (c,v) is 3-worthwhile. Given the definition of(3|3), for any
d e {1,....d(B|B)}, if a,(B,6) = z*(8,6,X) anda,_4(3,8) = O foralld € {1,...,d" — 1}, then
argmaxqe s VP % (a,8, 3,6) = 0. Ford = d(B|3)+1,if a,(3,8) = 2*(3,6,X) anda,_4(5,6) = 0
foralld € {1,2,...,d' —1}, thenargmax,c4 V' % (a,8, 3,6) = 2*(3, 6, X). Itfollows thats(3, §)
must havei,(3,6) = z*(8,6,X) everyd(3|3) + 1 periods, andi,(3,6) = 0 otherwise. This
condition can be satisfied onlyifin{t € {2,3,...}|a.(3,8) = 2*(3,6, X)} € {2,...,d(3|58) +2}.
The result follows.

QED

Proof of Lemma 2. A logic analogous to that in the proof of Lemma 1 implies that for &ny

arg max.c 4 V(a,8§,3,6) € {0,2*(8,6,X)} for all ¢, which implies that any perception-perfect
strategy must satisfy for alleithera,(3, 3,6) = 0 or a,(3, 3,6) = x*(3,6, X). Moreover,
a8, 8,6) = 2*(3,6,X) ifand only if Vi(2*(8, 6, X),3(8,6), 8,6) > V4(0,3(5,6),5,6).

We next prove/*(,5(53,6),3,6) > 0 forall t. If z*(3,6, X) is not3-worthwhile, then Lemma
1 implies the uniqué(3, 6) is s?, in which casd/*(#,5(3,6), 3,6) = 0. If 2*(3,6,X) = (¢,v)
is 3-worthwhile, then Lemma 1 implies a3, §) must yield for allz,
Vi(0,5(8,6),3,8) = 86 [6v' /(1 — 6) — ¢] for somed € {1,2,...,d(3|3) + 1}, which is nonneg-
ative since3sv’ /(1 — &) — ¢ > 0 impliesév’ /(1 — &) — ¢ > 0.

Suppose:* (3, §, X) is not 3-worthwhile. Then for ang(3, §) and for allt,
Vi(z*(8,6,X),8(3,6),8,6) <0< V'(0,5(3,6),3,68), and therefores?? (3, 3,8, X) = {s"}.

Supposer*(3,6, X) = (¢*,v*) is S-worthwhile butd(3|3) + 1 < d(8]8). If z*(8,6,X) is
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B-worthwhile thenz*(j3, 6, X) must be3-worthwhile, in which case for an§(3,§) and for all

t, VH(0,8(8,6),8,6) = 882 [6v' /(1 — 6) — '] for somed € {1,2,...,d(3|3) + 1}. This implies
VH(0,8(3,6), 8,6) > BSUPIDN [5/ /(1 — §) — ¢'] for all t. SinceV(z*(3,6,X),8(3,6),3,8) =

B [(1=8)—c*, ay(3, B,6) = *(8, 8, X ) only if B6v* /(1—8)—c* > B&*EAH [51 /(1 — 8) — ¢].

But since the definition ofi(3|3) implies g6v* /(1 — &) — ¢t < 86 [6v' /(1 — 6) — ¢] for all

d < d(8]B), d(3|3) + 1 < d(8|3) impliesa,(5, 3,6) = 0 for all . Hence, ifz*(3,6, X) is
B-worthwhile butd(3|3) + 1 < d(8|8), for anys(5, 6) the associated perception-perfect strategy
iss?, and thuss? (3, 3,6, X) = {s"}.

Finally, supposer*(53, 6, X) is S-worthwhile andd(3|3) = d(3|3) (it is straightforward to
showd(3|3) > d(5|3) is not possible). The definition af(3|3) implies that for anys(3, §) the
associated perception-perfect strategy must satify, 3, 8) = z*(3,6,X) if and only if
min {d € {1,2,.. acra(3,6) = (3, 6,X)} — d(8]3) + 1 = d(5|B) + 1, and otherwise
at(3,5,6) = 0. Hence, ifz* (3,6, X) is g-worthwhile andi(3|3) = d(5|5), then
s’ ¢ S%(3,3,6,X),and anys € S*(3, 3,6, X) must satisfy:(s) = z*(3, 6, X) and
7(s) = min {t € {1,2,..} |min {d € 11,2, .. Mawa(B,8) = (3, 6,X)} = d(B|B) + 1 }
Clearly, eitherr(s) = 1 (whent(8) = d(53|3) + 2) or 7(s) = 7(8).

QED

Proof of Proposition 1. This proof develops a series of properties that will be used in this and
other proofs. Throughout this proof, we use notatio(3, 6, X) = (c¢*(5), v*(0)).

(AA): ¢*(5) andv*(3) are nondecreasing jh.

Proof: Consider any? ands’ > . The definition ofz* (3, ¢, X ) impliesgév* (3)/(1—6)—c*(5)
Bév* () /(1 — 6) — ¢*(#'); the definition ofz*(3', 8, X) implies 5'6v*(3)/(1 — 8§) — ¢*(5)
B'6v*(8) /(1 — 6) — ¢*(3'); and combining these inequalities yields

86/ (1= 8)] [0 (8) — v*(8)] < () — *(8) < [F'6/(1 — 8)] [v*(8) — v*(B)]. This condition
can hold only if[v*(8) — v*(0)] [¢*(8') — ¢*(8)] > 0. Butv*(8') —v*(f) < Oandgd >
implies [36/(1 — 6)] [v*(3) — v*(B)] > [8'6/(1 — 6)] [v*(3') — v*(F)] and the condition cannot
be satisfied. Hence; (3') — v*(3) > 0 andc*(3') — ¢*(8) > 0.

>
<

(BB): [6v*(8)/(1 — 6) — ¢*(7)] is nondecreasing if.
Proof: Consider any? and3' > 3. The proof of Property (AA) establishes(3') — v*(8) > 0
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andc*(3) — c*(B) < [F'6/(1 = 8] [v*(3") — v*(B)], which together imply
() = (B) < [6/(1 =98] w*(F) —v*(B)], which in turn yieldssv*(3) /(1 — 6) — ¢*(8) <
60 (9)/(1 = 6) = e*(8).

(CC): If 3 =1, thens™ (8, 3,8, X) = {s"} ifand only if

B850 (8)/(1 = 8) = () < 6 80" (B)/(1 = 6) = e*(B)].

Proof: When3 = 1, the uniques(3, §) hasa,(3,6) = 2*(8,6, X) for all t. Given thiss(3, §),
a,(3,3,8) = 0 for all t if and only if 36v*(8) /(1 — 8) — ¢*(B3) < 36 [&;*(@)/(1 — 8§ — (3.

(DD): Forany/3, 57(4, 3,6, X) = {s"} if 6v*(8)/(1 - 8) — *(8) /6 <

6 (80(8)/(1 = 6) = " (B)/B).

Proof: The proof of Lemma 2 establishé&(3, 3,6, X) = {s*} if d(3|3) + 1 < d(5|3). Since
d(3)73) must satisty" 7 {507 (8) /(1 = 6) = e (B)| > 607(8)/(1 = 8) = *(8) /B =

SUIPI 50 (8) /(1 — 6) = e*(3)| andd(8]3) must satishe™ ) [6v* (3)/(1 = 8) — *(B)| >
60" (B)/(1 = 8) = ¢ (B)/B = 8O [60%(8) /(1 = §) = e*(B)] d(BIB) + 1 < d(B|B) i

o0 ()/(1 = 8) = () /8 < 6 (80"(A) /(1= §) — *(B)/).

(EE): Foranys, 577(3, 3,6, ) # {s"Hif 560" (8)/(1=0)=c"(9) 2 8 (60" (3)/(1 = &) = *(3)).
Proof: The proof of Lemma 2 establishe& (3, 3,6, X) # {s*} if d(3|3) = d(5|3), which must

holdifd(3]3) = 0. d(8|3) = 0ifand onlyif 38v*(3) /(1—6)—c*(B) > 36 (51;*(@/(1 - c*@)).

Continuity Property A [6v*(3)/(1 — 6) — ¢*()] is continuous irj.
Proof: Bév*(8)/(1 — 6) — c¢*(8) = max(ex [B6v/(1 — &) — ], which is continuous ifX is
closed.

Continuity Property B For everys > 0 there exists3’ > /3 such that for all3 e (8,8,
8 (B)/ (1= 6) = (B)] = [6v (9)/(1 = 8) — ()] < =

Proof: The definition ofz*(3, §, X) implies 36v*(3) /(1 — ) — ¢*(3) > B6v*(8) /(1 —8) — c*(3),
which implies | 6v*(3)/(1 = 8) = ¢*(8)| — [5v"(8) /(1 = 6) = *(8)] <

[(1-0)/0] [c* (3) — ¢ (ﬁ)}. Itis therefore sufficient to show that for any> 0 there existg) > 3
such that for all3 € (3, 3), ¢*(3) — ¢*(3) < &. Defines* = inf{@ > g | c*(3) > c¢*(B)}. If
either 3* doesn't exist (because(3') = ¢*(3) for all ' > ) or 8* > 23, the result follows.

Supposed” = f. Leté = limg 4+ ¢*(0') ando = limg 4+ v*(3'), both of which exist since
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¢* andv* are nondecreasing. We must hai@ /(1 — 6) — ¢ > Bév*(5)/(1 — ) — ¢*(B), since
otherwise there would exist a neighborhalicof (¢, 4) such that{c*(3), v*(8)) is 3-preferred to
anyz € X for £ close enough t@. Given the definition ofc*(3,6, X ), we can conclude that
(¢(8),0(8)) = (c*(B),v*()), and the result follows

Proof of Part (1): Follows directly from the proof of Lemma 2.

Proof of Part (2): SupposeS#(3,3,6,X) # {s"} for 3 = 1, in which case Property (CC)
implies B6v*(8)/(1 — 6) — ¢*(B) > p6[6v*(1)/(1 — &) — c*(1)]. Since Property (BB) implies
§v*(3)/(1 — 6) — c*@)} < [6v*(1)/(1 — 6) — ¢*(1)] for all 3 < 1, it follows that

B6v*(B) /(1 — &) — c*(B) > 36 [61;*(@)/(1 —6) — c*(ﬁ)} for all 3, in which case Property (EE)
implies S#7(5, 3,6, X) # {s"} for all .

Supposes?? (3, 3,8, X) = {s"} for 3 = 1, in which case Property (CC) implies
Sv*(B)/(1 — &) —e*(B)/B < 6 [61;*(@)/(1 —6) — c*(ﬁ)/ﬁ} for 3 = 1. Property (DD) and Conti-
nuity Property A imply there exist§™ < 1 such thats?*(3, 3,6, X) = {s”} forall 3 > 3**.

Lemma 1 impliess?(3, 3,6, X) # {s"} for 3 = 3. “‘Generically*®, d(3|3) satisfies
5102 [50(8) /(1 = 6) — 7 (8)] > v*(8)/(1-6)—*(8)/6 > 6P+ (507 () /(1 — 6) — e* ().
Sinced(3|3) must satistys™"?) |5*(3)/(1 = 8) = ¢*(B)| > 807 (8)/(1 = 6) = e(8)/5 =
sHeR [&;*(@)/(1 —8) — c*(ﬁ)}, Continuity Property B implies there existé > 3 such that
d(8)8) = d(B|3) for all 3 € (3,3'). Similarly, sinced(3|3) must satisfy
61D (60 () /(1= 8) = e (B)| > 807 (B)/ (1=8)=c*(B) /8 = 89D [0 () /(1 = 8) = *(B) .
Continuity Properties A and B imply there exist§ > /3 such thatd(3]3) = d(3|3) for all
B e (8,8"). If 3 =min{3, 3"}, thend(8|3) = d(8|3) = d(3|8) for all 3 < 3%, and therefore
S(5,3,6,X) # {s"} forall 3 < 5*. Since itis clear thaf* < 5**, the result follows.

QED

Proof of Proposition 2. It is sufficient to show there exists a singleton suthk= {(c,v)}. The
task isg-worthwhile if 56v/(1 — 6) —c > 0orv/c > (1 —6)/(36). Property (DD) from the proof
of Proposition 1 impliess¥ (3, 3,8, X) = {s} if sv/(1 — &) —¢/B < & |6v/(1 — &) — c/B|, or

#3This last step relies on our assumption that if theBet arg max . . e x [36v/(1 — §) — ] is not a singleton, then
z*(8,6,X) is the taskc*,v*) € B such thab* = max {v|(c,v) € B}.

34By ‘generically’, we mean ruling out knife-edge parameters whiarg(3) /(1 — §) — c¢*(3)/8 =
51T [50+(8)/ (1 = 8) — ¢ (B)].
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/e < (1 - ﬂé/ﬁ) 1(88). B> B implies(l - ﬁé/ﬁ) /(88) > (1—6)/(36), and thus there exists
(c,v) such that 1 — ﬂé/ﬁ) /(B86) > v/e > (1—6)/(66). The result follows.
QED

Proof of Proposition 3. (1a) Ifs” is not procrastination, then no taskihis 3-worthwhile. For
anys # s?, UT®)(s,3,6) < 0 = U™®)(s?, 3, 6), which implies thas? is Pareto-efficient. I&”

is procrastination, then task (3,6, X) = (¢, v) is f-worthwhile. For any satisfyingr(s) = 1
andz(s) = 2*(3,6,X), U'(s, 3,8) > 0 = U'(s?, 3,6) andU'(s, 3,6) > 0 = U'(s", 3, 6) for all
t € {2,3,...}, which implies thas? is Pareto-inefficient.

(1b) Lettingz*(1,8, X) = (c¢*,v*), WL(s",6) = max{0,[6/(1 — &§)]v*/c* — 1}. If s" is not
procrastination, then no task X is g-worthwhile. (¢*,v*) not 3-worthwhile implies
Bév* /(1 —8) —c* < 0or[5/(1 —8)]v* /e < 1/3. Hence W L(s?,8) < 1/8 -1 = (1 - 8)/8.

(2a) Lemma 2 implies that i72(3, 3,6, X) # {s"} then there exists € 5*(3, 3,6, X) such
that7(s) < d(3|8) + 1. The resultis then a direct implication of parts (2b) and (2c).

(2b) Anys € SP7(3, 3,6, X) with 7(s) < d(8|8) + 1 is Pareto-efficient because (i) asy+£ s
with 7(s') = 7(s) andz(s') = 2*(5, 6, X) yieldsU'(s', 3,8) = U'(s, 3, §) for all ¢; (i) any s’ # s
with 7(s') = 7(s) andz(s') # 2*(3,6,X) yieldsU™®)(s', 3,6) < U™C)(s, 3,6); (iii) any s’ # s
with 7(s') > 7(s) yieldsU™)(s', 3,8) < U™®)(s, 3,6) because having completed(3, s, X)
in the past is better than completing any task now; and (iv)san¥ s with 7(s') < 7(s) yields
U, 3,6) < U™E)(s, 3,6) becauser(s) < d(3|3) + 1 implies completingz*(3,6, X) in
7(s) — 7(s') periods is better than completing any task now.

Anys € SP°(3, 3,8, X ) with 7(s) > d(3]3)+1 is Pareto-dominated by any stratedy‘ s with
7(s') = 1 andz(s') = z*(5,6, X). The definition ofd(5|3) impliesU'(s', 3,6) > Ul(s, 3, 6),
and since having completed (3, §, X) in the past is better than completint(3, §, X') now or in
the futureUt(s', 8,6) > U'(s, 3,6) forall t > 2.

(2c) W L(s,8) = (1/c*) |(6v* /(1 — 6) — ¢*) — §T® 1 (5u/(1 — &) — ¢)| wherez*(8,6, X) =
(c,v) andz*(1,6,X) = (c*,v*). If 7(s) =1, 6™® 1 (60/(1 = 8) —¢) = Sv/(1 — ) — ¢ >
bv/(1—06)—c/B. If 7(s) € {2,...,d(B|B) + 1}, then the definition ofl(3|3) implies
S (sv/(1—6) —¢) > 6v/(1 — ) — ¢/B. Hence, for any € SP(3, 3,8, X) with 7(s) <
d(B18) + 1, W L(s,8) < (1/e) [(60 /(1 — 6) — ) = (60/(1 — 8) — ¢/B)]. 2*(8,6,X) = (c,v)
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impliesév/(1 —6) — ¢/ > év* /(1 — 6) — ¢* /3, which yieldsWW L(s, §) < (1 — 3)/p.
QED

Proof of Proposition 4. (1) It is sufficient to prove each result for a singletdh= {(c,v)}.
Property (DD) from the proof of Proposition 1 implies tlﬂf(ﬂ,ﬁ, §,X) = {s"}if
Sv/(1—8)—c/B <6 (51;/(1 —8)— c/ﬁ), orv/e < (1— 36/8)/(36). As long as/c >
(1—6)/6, WL(s" &) = [§/(1 — §)]v/e—1 (and otherwiséV L(s” &) = 0). Hence, for any > 0
there existsX = {(¢,v)} such thats?(3, 3,6, X) = {s"} andW L(s", ) >
([5/(1 —§)] [(1 - ﬂé/ﬁ)/(ﬂé)} - 1) — &. Since? > 3 implies
([5/(1 —8)] [(1 — 38/3) /(ﬁ&)} - 1) > (1— B)/8, the result follows.

(2) This result is a straightforward extension of the proof of part (1) — if we can chicesed

6, then we can mak®#’ L(s?, 6) arbitrarily large by choosing sufficiently close to 1.
QED

Proof of Lemma 3. (1) Given thatz*(3,6, X) = argmax.)cx [36v/(1 — 6) — ¢], itis clear
thatarg max. ,ex: [88'v/(1 — §') — ¢] = g(z*(8,6, X)). Thats# (8, 3,&, X') = {s"} if
g(xz*(8,6,X)) = (c*,v*) is such that*/c* < (1 — ﬂé’/ﬁ)/ (pé') follows directly from the
following property:

Property (FF): For any menuX, if z*(3,6, X) = (c,v) then for any3, S?(3, 3,6, X) = {s"} f
§u/(1—8)—c/B <6 (51;/(1 —8) - c/[-}).

Proof: Lettingz*(3,6,X) = (¢, '), Property (DD) from the proof of Proposition 1 says
SP(B, 3,6, X) = {s"} if v/(1—6)—c/B < 6 (51//(1 —8) - c’/ﬁ). Sincez* (3,6, X) = (¢, v/)
impliesév'/(1 — 6) — ¢/ > év/(1 — 6) — ¢/ 3, the result follows.

(2) Letd’ = 6 and letg(c,v) = (¢ + n,v +n(l — §)/(36)). X' andd’ satisfy condition (i) for
anyn. Lettingz*(53,6, X) = (c,,v,) andz*(3,8', X’) = (¢*,v*), part 1 impliess* = ¢, +n and
v* = v, + n(1 — 6)/(86). Becausdim, .. [v*/c] = (1 — 6)/(36) < (1 - ﬁé/[—}) /(56) given
3 > 3, for n large enoughX’ and¢’ satisfy condition (ii) as well.

QED

Proof of Proposition 5.(1) Proposition 1 establishés? (3, 3,6, X) # {s"} ifand only if there
existsx € X thatisg-worthwhile. X’ > X implies that if there exists € X that isg-worthwhile,

then there exists € X' that isg-worthwhile, and the result follows.
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(2) Definez*(3,6, X) = (¢*,v*), and considet’ = (¢/,v") with ¢/ > ¢*. If
g6V /(1 —6) — > pov* /(1 —6) — ¢*, thenz* (5,6, X Uz') = 2/. Ifin addition
v /(1=6)—c /B <6 (61//(1 —6) — c’/ﬂ) then Property (FF) from the proof of Lemma 3 implies
SPP(3, 3,6, X) = {s"}. We can rewrite the first inequality &8’ — v*) /(¢ — ¢*) > (1 — 6)/(36),
and the second inequality a5/’ < (1 — 36/3)/(368). Sincel > 3 implies(1 — 86/3)/(36) >
(1 —8)/(36), for any(c*,v*) there existgc’, ') € R% with ¢ > ¢* that satisfies both properties.
QED

Proof of Proposition 6.(1) WhenX = {(c, v)}, Property (CC) from the proof of Proposition 1
becomesifi = 1, thens® (3, 3,6, X) = {s"}ifand only if 36v/(1—8)—c < 86 [sv/(1 — &) — ],
which can be rearranged agc < (1 — 36)/(86) oré < ¢/(Bv + Be).

(2) WhenX = {(c,v)}, Property (EE) from the proof of Proposition 1 becomes for Any
SPP(B, 3,6, X) # {s"}if Bév/(1—6)—c > 86 [6v/(1 — §) — ¢], which can be rearrangedag: >
(1 —p6)/(86) oré > ¢/(Bv + fc). WhenX = {(c,v)}, Property (DD) from the proof of Propo-
sition 1 becomes for any, S¥(3, 3,8, X) = {s"} if v/(1 — 8) —¢/B < & |6v/(1 = 8) —¢/B],
which can be rearranged agc < (1 — 36/3)/(86) or 6 < ¢/(Bv + B¢/ ).

QED

Proof of Proposition 7.(1) Definex*(3,6, X) = (¢*(6),v*(6)). We first prove that

lims_,1 [0*(6)/c*(6)] = v™ ™, ¢* andv* must be nondecreasingdrithe logic is exactly analo-

gous to that used to prove Property (AA) in the proof of Proposition 1), which imiptigs, ; ¢*(9)
andlims ., v*(6) both exist. Note that for anf, v) and(¢/, v') satisfyinge’ > ¢ andv’ > v, there
existsé’ < 1 suchthapéu'/(1—6)—¢ > Bév/(1—8)—cforall § > &'. Since for any(c,v) € X
with ¢ < ¢ there existgc’,v') € X with ¢ > candv’ > v, for any(c,v) € X with ¢ < ¢™> we
must havéim;_.; ¢*(6) > c. Thenc*(§) < ¢ for all § implieslims_,; ¢*(6) = ¢™*. It follows
directly thatlims_,; v*(6) = v™ and thereforéims_,; [v*(8)/c* ()] = v™> /c™>,
Suppose™ /¢ < (1 — 3/3)/3. Property (FF) from the proof of Lemma 3 implies
S8, 5,6, X) = {s"} if v*(6)/c*(6) < (1 — 8/5)/(56). Becausdl — 5/3)/8 <
(1— 86/3)/(86), lims 1 [v*(6)/c*(8)] = v™>/c™> < (1 — 3/5) /5 implies there exists
§* < 1 such thats™(3, 3,6, X) = {s"} forall § > &§".
Suppose™ /¢ > (1 — 3)/3. To prove that there exist§ < 1 such thatS*(3, 3,6, X) #
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{s"} for all § > 6", we prove thav™/c™> > (1 — 36)/(36) implies S7*(3, 3,6, X) # {s"},
from which the result follows becaus&>* /¢™»* > (1 — 3)/g implies there exist§" < 1 such that
pm femax > (1 — 36)/(86) for all § > 6*. Leta*(3,8,X) = (c*,v*) andz*(3,6, X) = (¢, v').
2*(3,8,X) = (¢,v') implies 36v' /(1 — 8) — ¢ > Bév™> /(1 — §) — ™, or

([ﬁé/(l — 6)} v/ — 1) d > ([ﬁé/(l — 6)} P [ emax 1) ™, < ™ impliesv’ /¢ >
vmex [emax gnd sav' /¢ > (1— 56)/(86), which impliesgéy’ /(1 —6) — ¢ > pé[6v' /(1 — &) — ].
Thenz* (3,6, X) = (¢*,v*) impliesgév* /(1 —-6)—c* > pév' /(1 —6)—c > pé[6v' /(1 — &) — (],
in which case Property (EE) from the proof of Proposition 1 impfie&3, 3,6, X) # {s"}.

(2) Let (™=’ y™ax") denote the maximal productive task in meX((X). f increasing implies
X! = emax gndo™ = f(v™e), Hencep™™' /cmax) = f(pmex) [emax > %, in which case it
follows from the proof of part (1) thaﬁpp(ﬂ,ﬁ, §,X) # {s"}.

QED

Proof of Proposition 8. L(X) = 0 implies there exists < oo such that anyc,v) € X with
¢ > chasv/c < (1 - /8)/8. Given(1 — 8/3)/8 < (1 — 3§/B)/(36) for any§ < 1, and
given Property (FF) from the proof of Lemma 3,4f (3,6, X) = (c,v) for somec > ¢ then
SPP(3, 5,6, X) = {s"}. Definingz*(3,6, X) = (c*(6),v*(6)) as in the proof of Proposition 7, it

remains to show that there exig¢ts < 1 such that*(6) > ¢ for all 6 > 6*. Extending the logic

from the proof of Proposition 7 to the case where for eVery) € X there exist{c/,v") € X
with ¢ > c andv’ > v, we concludéim;_,; ¢*(6) = oo. The result follows.
QED

Proof of Lemma 4. First note that:*(3, 6, X) = (¢*,v*) impliesz*(3,6, X (1)) = (c*,v* +n)
andz*(3,6,X) = (¢,v') impliesz*(3,6, X (1)) = (¢,v' + n). Property (EE) from the proof of
Proposition 1 then implies that for any S7°(3, 3,6, X (1)) # {s"} if B6(v* +1)/(1 — &) — ¢* >
B6(6(W +n)/(1—=6) =), orn>60/(1—6)—v*/(1—06)+c*/(86) — . The result follows.

QED

Cornell University

University of California at Berkeley
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