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## ABSTRACT OF THE DISSERTATION

An Efficient Algorithm Combining Cell Multipole and Multigrid Methods for Rapid Evaluation of Dipole Iteration in Polarizable Force Fields<br>by<br>Thuy Linh Dinh-Truong<br>Doctor of Philosophy in Chemistry<br>University of California San Diego, 2007<br>J. Andrew McCammon, Chair<br>Gary Huber, Co-chair

There has been continuing effort to develop polarizable force fields for computational studies of biological systems. Applications of polarizable models in molecular dynamics simulations include liquid water, ionic systems, alcohols, solvated proteins, interfacial systems and membrane systems. An overview of the advances in development of these polarizable force fields to date is presented. Re-
cent studies have shown that the dynamic response to inhomogeneous environment represented by the explicit inclusion of polarization is necessary for more realistic descriptions of biosystems. Explicitly including polarization effects in force fields requires self-consistent iteration to evaluate induced dipole moments. However, the demanding computational cost using traditional solvers limits the system sizes that can be fully described with explicit polarization. To make this calculation more tractable for large-scale systems, an efficient method for computation of polarizable interactions is needed.

An algorithm combining hierarchical cell multipole (CMM) and multigrid (MG) schemes is developed for fast computation of these interactions, using polarizable point dipoles. This scheme separates polarizable interactions into direct and indirect components, where we derived the CMM electric field terms for dipolar systems to handle long-range interactions. A fast multigrid solver is applied to further increase computational efficiency in solving these induced dipolar calculations. Performance of various iterative solvers, Jacobi, Gauss-Seidel, successive over-relaxation, conjugate gradient, and our newly developed multigrid-multipole (MG-CMM) solver are compared for test cases of varying system sizes to demonstrate the efficiency of this algorithm for a uniform distribution. The MG-CMM algorithm achieves fast convergence with reasonable accuracy. A matrix version of the cell multipole method is derived and extended to include polarizable dipoles.

In order to extend MG-CMM to treat non-uniform distributions, we have casted the cell multipole method in matrix form and introduce an algebraic multigrid and matrix-based cell multipole (AMG-CMMm) scheme to reduce the number of iterations to self-consistency. For further speedup, AMG-CMMm can be parallelized and the sparse matrix storage can be optimized. An efficient implementation of this technique will significantly reduce the number of dipole iterations for large polarizable systems and help enhance the ability of force field methods to accurately describe biomolecular processes.

## Chapter 1

## Introduction

Polarization is the change in charge distribution due to an external electric field, namely the environment surrounding a given molecule. ${ }^{1}$ Conventional non-polarizable force fields account for electrostatic polarization implicitly, describing induction in an average way with enhanced charges. ${ }^{2,3,4}$ These fixed atomic charges are parameterized to reproduce molecular dipole moments that are roughly $10-20 \%$ larger than those observed in gas phase to compensate for the missing induction. ${ }^{5,6,7,8,9}$ Treatment of polarization in an average way does not allow models to dynamically respond to a wide range of conditions within their environment. For example, non-polarizable models cannot simulate the variations in dielectric behavior in interfacial regions such as the liquid-vapor interface of water ${ }^{10}$ or the area between proteins and solvent. ${ }^{11}$ However, polarizable
models can capture the change in dipole moments seen by a molecule crossing from gas phase to liquid phase. ${ }^{10,12,13}$ This response to environment is important in inhomogeneous systems such as ion channels where the interactions between proteins, lipids, ions and water within the channel environment are different from those in bulk environment. ${ }^{14}$ Recent studies have shown that polarization effects are important in modeling structure and energetics of many processes involving ion solvation, ${ }^{15}, 16,17,18,19,20,21,22$ hydrogen-bond formation, ${ }^{23}, 24,25,26$ protein folding, ${ }^{65}$ enzyme catalysis, ${ }^{27}$ and ion permeation. ${ }^{28,}{ }^{29,30}$ In particular, the proper treatment of these many-body effects are necessary in modeling highly polar interactions ${ }^{20,31,32,33,34}$ and cation- $\pi$ interactions, ${ }^{35,36,37}$ due to the substantial polarization contributions to the total energy. By explicitly incorporating polarization effects, molecular mechanics force fields will have the added flexibility needed to respond to a wide range of surroundings, making them more realistic and transferable to different systems. ${ }^{38}$

The next section presents an overview of current models commonly used in molecular dynamics simulations to account for polarization effects using point dipoles, fluctuating charges, or classical Drude oscillators.

### 1.1 Polarization Models

Common approaches to explicitly include polarization are the polarizable point dipole model, classical Drude oscillator model, and fluctuating charge model.

### 1.1.1 Polarizable Point Dipole Model

Since the early seventies, the most widely used method to account for polarization is the polarizable point dipole (PD) model, also sometimes referred to as the atom dipole interaction model. ${ }^{41,42,43,44,45,46,47,15,16,48,49}$ This model has been applied to ions,,${ }^{50,51,20,55,52}$ liquid water, ${ }^{53,54,55,56}$ liquid-vapor interfaces, ${ }^{10}$ surface tension studies, ${ }^{57}$ proteins,,${ }^{58,59, ~ 60, ~ 61, ~} 62$ and DNA. ${ }^{63}$ In the PD model, polarization is treated by the interaction of atomic induced dipole moments created by permanent charges and inducible dipoles. An induced dipole moment $\vec{\mu}_{i}$ on an atom $i$ is given by:

$$
\begin{align*}
\vec{\mu}_{\text {ind }, i} & =\alpha_{i} \vec{E}_{i} \\
& =\alpha_{i}\left(\vec{E}_{i, p e r m}+\vec{E}_{i, \text { ind }}\right) \\
& =\alpha_{i}[\underbrace{\sum_{j=1 ; j \neq i} \frac{q_{j} \vec{r}_{i j}}{r_{i j}^{3}}}_{\vec{E}_{i, p e r m}}+\underbrace{\left.\sum_{j=1 ; j \neq i} \mathbf{T}_{i j} \vec{\mu}_{j, i n d}\right]}_{\vec{E}_{i, i n d}} \tag{1.1}
\end{align*}
$$

where $\alpha_{i}$ is the isotropic atomic polarizability and $\vec{E}_{i}$ is the total electric field at atom $i$. The total electric field is composed of the electric field produced by
the permanent charges, $\vec{E}_{i, p e r m}$, and the electric field due to the other surrounding induced dipoles, $\vec{E}_{i, \text { ind }}$. The interaction between induced dipoles is described by the dipole tensor:

$$
\begin{equation*}
\mathbf{T}_{i j}=\frac{1}{r_{i j}^{3}}\left(\frac{3 \vec{r}_{i j} \vec{r}_{i j}^{\top}}{r_{i j}^{2}}-\mathbf{I}\right) \tag{1.2}
\end{equation*}
$$

where $r_{i j}$ is the distance between of atoms $i$ and $j$ and $\mathbf{I}$ is the identity matrix.
The energy of the induced dipoles, ${ }^{69,23,38} U_{\text {ind }}$, is given by:

$$
\begin{equation*}
U_{i n d}=U_{s t a t}+U_{\mu \mu}+U_{p o l} \tag{1.3}
\end{equation*}
$$

where $U_{\text {stat }}$ is the energy of the induced dipoles in the field of permanent charges (charge-dipole interaction), $U_{\mu \mu}$ is the energy of the induced dipoles in the field due to other induced dipoles (dipole-dipole interaction), and $U_{\text {pol }}$ is the polarization energy cost to distort the electron distributions of the atoms and generate induced dipoles. Components of $U_{\text {ind }}$ can be expressed as: ${ }^{70,29,38}$

$$
\begin{align*}
& U_{\text {stat }}=-\sum_{i=1}^{n} \vec{\mu}_{i} \cdot \vec{E}_{i, \text { perm }} \\
& U_{\mu \mu}=-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1 ; j \neq 1}^{n} \vec{\mu}_{i} \cdot \mathbf{T}_{i j} \cdot \vec{\mu}_{j}  \tag{1.4}\\
& U_{\text {pol }}=\frac{1}{2} \sum_{i=1}^{n} \vec{\mu}_{i} \cdot \vec{E}_{i}=\frac{1}{2} \sum_{i=1}^{n} \vec{\mu}_{i} \cdot \alpha^{-1} \cdot \vec{\mu}_{j}=\sum_{i=1}^{n} \frac{\vec{\mu}_{i}^{\top} \vec{\mu}_{i}}{2 \alpha_{i}}
\end{align*}
$$

Combining all of the above terms for the energy of induced dipoles gives:
$U_{\text {ind }}=-\sum_{i}^{n} \vec{\mu}_{i} \cdot \vec{E}_{i, \text { perm }}-\frac{1}{2} \sum_{i}^{n} \sum_{j \neq i} \vec{\mu}_{i} \cdot \mathbf{T}_{i j} \cdot \vec{\mu}_{j}+\frac{1}{2} \sum_{i}^{n} \vec{\mu}_{i} \cdot \vec{E}_{i}$
This equation can be simplified to the form commonly seen in literature
by making the following substitution $\left(E_{i}=E_{i, p e r m}+\sum_{j \neq i} \mathbf{T}_{i j} \cdot \mu_{j}\right)$ :

$$
\begin{align*}
U_{\text {ind }}= & -\sum_{i}^{n} \vec{\mu}_{i} \cdot \vec{E}_{i, p e r m}-\frac{1}{2} \sum_{i}^{n} \sum_{j \neq i} \vec{\mu}_{i} \cdot \mathbf{T}_{i j} \cdot \vec{\mu}_{j}+\frac{1}{2} \sum_{i}^{n} \vec{\mu}_{i} \cdot\left(\vec{E}_{i, p e r m}+\sum_{j \neq i} \mathbf{T}_{i j} \cdot \vec{\mu}_{j}\right) \\
= & -\sum_{i}^{n} \vec{\mu}_{i} \cdot \vec{E}_{i, p e r m}-\frac{1}{2} \sum_{i}^{n} \sum_{j \neq i} \vec{\mu}_{i} \cdot \mathbf{T}_{i j} \cdot \vec{\mu}_{j} \\
& +\frac{1}{2} \sum_{i}^{n} \vec{\mu}_{i} \cdot \vec{E}_{i, p e r m}+\frac{1}{2} \sum_{i}^{n} \sum_{j \neq i} \vec{\mu}_{i} \cdot \mathbf{T}_{i j} \cdot \vec{\mu}_{j} \\
= & -\frac{1}{2} \sum_{i}^{n} \vec{\mu}_{i} \cdot E_{i, p e r m} \tag{1.5}
\end{align*}
$$

Therefore, if the induced dipoles $\vec{\mu}_{i}$ are known, the energetics of the system of permanent charges and polarizable dipoles can be computed.

Given a system of atoms, equation (1.1) can be rearranged to form a matrix equation for the computation of induced dipoles:

$$
\begin{equation*}
\vec{\mu}_{i n d}=\mathbf{M} \vec{q}+\mathbf{N} \vec{\mu}_{i n d} \tag{1.6}
\end{equation*}
$$

where $\vec{q}$ and $\vec{\mu}_{\text {ind }}$ contain the charges and induced dipoles of the atoms, and the sub-blocks for $\mathbf{M}$ and $\mathbf{N}$ are:

$$
\mathbf{M}_{i j}=\left\{\begin{array}{cl}
\frac{\alpha_{i} \vec{r}_{i j}}{r_{i j}^{3}}, & \text { if } r_{i} \neq r_{j}  \tag{1.7}\\
0, & \text { if } r_{i}=r_{j}
\end{array}\right.
$$

and

$$
\mathbf{N}_{i j}=\left\{\begin{array}{cl}
\alpha_{i}\left(\frac{3 \vec{r}_{i j} \vec{r}_{r_{j}^{\top}}^{\top}}{r_{i j}^{5}}-\frac{\mathbf{I}}{r_{i j}^{3}}\right), & \text { if } r_{i} \neq r_{j}  \tag{1.8}\\
0, & \text { if } r_{i}=r_{j}
\end{array}\right.
$$

This system of equations can be solved either by self-consistent iteration ${ }^{43,44}$ or direct matrix inversion, ${ }^{69}$ both of which are computationally expensive. Matrix inversion of an $n \times n$ matrix gives the exact solution with the computational cost scaling as $O\left(n^{3}\right)$. Due to this expensive calculation, matrix inversion must be run in parallel to be feasible for large systems. ${ }^{69,71}$ With current computational resources, iterative solvers have been the common approach for computing induced dipoles. ${ }^{72,73,10,74}$

This iterative process begins with an initial guess for induced dipoles, which is generally set to equal to $\vec{\mu}=\alpha \vec{E}_{p e r m}$ or the induced dipoles from the previous time step from the molecular dynamics simulation can be used. ${ }^{43,44}$ New induced dipoles are then refined by adding the electric field due to these approximate induced dipoles to the electric field from the permanent charges. This computation continues until the induced dipoles converge.

A shortcoming found in this model is that if two inducible dipoles come too close to each other, their mutual dipolar interaction approaches infinity. This model does not contain damping effects for close-range interactions to prevent this "polarization catastrophe." ${ }^{41,46}$ This is due to point charges being a poor approximation for electron distributions at small distances. ${ }^{41,}$, 46, 68, 69 This limitation
is generally eliminated by using screening functions to dampen the electric field from the induced dipoles at short distances which more closely imitates the electron clouds within a molecule. ${ }^{46,75,76}$ These screening functions have been incorporated into some polarizable models, ${ }^{53,} 77,54,16,18,78,72,79,80,10,56,69,81,83$ while others do not include any screening function. ${ }^{50,51,48,20,34,55,13}$

### 1.1.2 Classical Drude Oscillator Model

A variant of the polarizable point dipole model is the classical Drude oscillator (DO), ${ }^{84, ~ 92, ~} 86$ also known as the charge-on-spring ${ }^{89}$ or shell model, ${ }^{32}$ which utilizes dipoles of finite length to describe polarization. This scheme manipulates the geometry of the charge distribution to induce dipole moments. ${ }^{70}$ The induced dipole is represented by a fixed core charge at a given atomic site connected to a free floating massless opposite charge by a harmonic spring. The movement of the Drude charge creates an induced dipole which is defined as:

$$
\begin{equation*}
\vec{\mu}_{i}=\alpha_{i} \vec{E}_{i}=-q_{i} \vec{d}_{i} \tag{1.9}
\end{equation*}
$$

where $\alpha_{i}$ is the polarizability of the isotropic Drude atom, $\vec{d}_{i}$ is the vector pointing from the fixed charge $q_{i}$ to its floating Drude charge, and $\vec{E}_{i}$ is the total electric field. By creating induced dipoles, the atomic charge is redistributed between the fixed charge and the floating charge. The harmonic spring constant $k_{i}$ is related
to the charge of the Drude atom and the polarizability: ${ }^{4,84}$

$$
\begin{equation*}
k_{i}=\frac{q_{i, D \text { rude }}^{2}}{\alpha_{i}} . \tag{1.10}
\end{equation*}
$$

The $U_{\text {ind }}$ for the classical Drude approach $\left(U_{\text {ind }}=U_{s t a t}+U_{\mu \mu}+U_{p o l}\right)$ includes the interaction between induced dipoles and permanent charges $U_{\text {stat }}$, the interaction between induced dipoles with other dipoles $U_{\mu \mu}$, and the polarization energy $U_{\text {pol }}$ from the harmonic spring separating the two charges which is defined by the following equations: ${ }^{38}$

$$
\begin{align*}
& U_{\text {stat }}=-\sum_{i=1}^{n} q_{i}\left[\vec{r}_{i} \cdot \vec{E}_{i, \text { core }}-\left(\vec{r}_{i}+\vec{d}_{i}\right) \cdot \vec{E}_{i, \text { Drude }}\right] \\
& U_{\mu \mu}=\frac{1}{2} \sum_{i=1}^{n} \sum_{j \neq i} q_{i} q_{j}\left[\frac{1}{\left|r_{i j}\right|}-\frac{1}{\left|r_{i j}-\vec{d}_{j}\right|}-\frac{1}{\left|r_{i j}+\vec{d}_{i}\right|}+\frac{1}{\left|r_{i j}-\vec{d}_{j}+\vec{d}_{i}\right|}\right]  \tag{1.11}\\
& U_{\text {pol }}=\frac{1}{2} \sum_{i=1}^{n} k_{i} d_{i}^{2}
\end{align*}
$$

where $\vec{E}_{i, \text { core }}$ is electric field at the core charge, $\vec{r}_{i}$, and $\vec{E}_{i, \text { Drude }}$ is the field at the Drude charge, $\vec{r}_{i}+\vec{d}_{i}$. Notice that the DO model avoids the dipole-dipole calculation found in the PD model, by replacing this interaction with a sum of charge-charge interactions corresponding to core-core, Drude-Drude, and Drudecore charge contributions. This advantage has recently sparked interest in applying polarization based on this Drude oscillator formalism to simulations of liquid water, ${ }^{87,88,89,90,4}$ ionic systems, ${ }^{32, ~ 91, ~} 93$ alkanes, ${ }^{94}$ and liquid-alcohol mixtures. ${ }^{95}$

### 1.1.3 Fluctuating Charge Model

An alternative method to account for polarization is the fluctuating charge (FQ) model ${ }^{96,32, ~ 97, ~ 98, ~ 99, ~ 100, ~ 11, ~} 101$ which simulates polarizability by allowing the atomic charges to fluctuate with environment according to the principle of electronegativity equalization. ${ }^{110}$ This has been a popular method due to its low computational cost and has been used to study various ionic systems, ${ }^{32,} 102$ liquid water, ${ }^{96,103,104,105}$ organic liquids, ${ }^{106,100,107}$ alkanes, ${ }^{108}$ and proteins. ${ }^{11,} 109$ The efficiency of this model stems from the charge-charge interactions where the system dynamically responds to its environment by distributing charge between atoms in the system until the electronegativities of the atoms are all equal. ${ }^{96}$ The energy of the charges is: ${ }^{38}$

$$
\begin{equation*}
U_{q}=\sum_{i}\left(U_{i}^{0}+\chi_{i}^{0} q_{i}+\frac{1}{2} J_{i i} q_{i}^{2}\right)+\sum_{i} \sum_{j>i} J_{i j}\left(r_{i j}\right) q_{i} q_{j} \tag{1.12}
\end{equation*}
$$

where $U_{i}^{0}$ is the ground state energy of atom $i, q_{i}$ is the partial charge on atom $i, \chi_{i}^{0}$ is Mulliken's definition of electronegativity, ${ }^{111} J_{i i}$ is the "hardness" of the atom, ${ }^{112}$ and $J_{i j}\left(r_{i j}\right)$ coefficient is dependent on the distance between two atoms, generally being equal to $1 / r_{i j}$. To find the partial charges on each atom, the energy of the system is minimized by moving charges between atomic sites within a molecule, while keeping the total charge and configuration conserved. ${ }^{96}$

### 1.1.4 Comparison of Polarizable Models

We have reviewed three different ways to account for polarization. The fluctuating charge model describes the interaction between polarizable atoms by only considering charge-charge interactions, whereas the classical Drude oscillator model uses a sum of four charge-charge interactions. The polarizable point dipole model considers dipole-dipole interactions that greatly increase the complexity of code implementation. ${ }^{38}$ Therefore, the FQ method has the advantage of computational efficiency as its computational cost is only a factor of 1.1 of non-polarizable models. ${ }^{96} \mathrm{FQ}$ also includes charge transfer from one atomic site to another to model charge redistribution, which is not modeled in either PD or DO models.

In recent work by Masia et al, the accuracy of all three polarizable models were examined in the investigation of small molecules. ${ }^{113,114}$ Their studies showed that the PD model had the best performance overall, accurately predicting properties compared to $a b$ initio calculations due to its flexibility in description. The DO model yielded adequate results, and the FQ model gave poorer results. These results can stem from the limitation of the description of the polarizability. The molecular polarizability described by the DO method is limited to being isotropic, even for nonspherical systems as shown by equation (1.10), which is independent of direction of the electric field. ${ }^{113}$ In contrast, the PD technique has isotropic atomic polarizabilities, but displays anisotropic molecular polarizabilities. ${ }^{41}$ Stud-
ies by Berne and coworkers have shown that the fluctuating charge method cannot describe out-of-plane polarization which has been found inadequate for atomic ions ${ }^{32}$ and systems containing cation- $\pi$ interactions and bifurcated hydrogen bonds important for drug-protein interactions. ${ }^{98,115}$ To eliminate this weakness, hybrid models combining FQ and PD have been developed where point dipoles are added to improve the performance. ${ }^{98,116,117,118}$

Each of these polarizable models have their strengths and weaknesses concerning computational efficiency and accuracy. Striking a balance between efficiency and accuracy is a major factor in choosing the appropriate approach for a given problem as well as considering the transferability and applicability of these methods in different biosystems. These methods have been applied to many studies to explore the polarization effects in biological systems, as is discussed in the following section.

### 1.2 Advances in the Development of Polarizable Force Fields

Over the last decade, there has been a continuing effort to develop polarizable force fields for computational studies of biological systems. The purpose of this section is to give an overview of the applications of polarizable models
in molecular dynamics simulations ranging from small molecules such as water, alcohols, and other organic functional groups to large membrane proteins.

### 1.2.1 Polarizable Models for Water

Since modeling water is essential for modeling biological systems, liquid water has been the primary focus of polarizable simulations for many years. To date, commonly used water models are non-polarizable and describe polarization in an average way. Popular non-polarizable water models, such as SPC (single point charge) ${ }^{8}$ and $\operatorname{TIP} n \mathrm{P}$ (transferable interaction potential), ${ }^{129}$ are typically parameterized to reproduce bulk liquid properties. These non-polarizable models for liquids are unable to accurately reproduce properties over a wide range of densities and temperature, limiting their transferability to only simulate the environment for which they were parameterized. ${ }^{80,119}$ Extending these water models to explicitly include polarization response to their environment is naturally the next step in improving the quality and flexibility of these models. Including explicit polarization should allow the models to perform well in varying environments and conditions such as the liquid-vapor interface and surface solvation. ${ }^{10}$ Due to the increased interest in polarization effects, many water models have been developed to validate the various polarization approaches by reproducing structural and dynamic properties. Polarizable water models are based on the SPC or TIP $n \mathrm{P}$ geometry and
account for polarization using polarizable point dipoles (PD), fluctuating charges (FQ), or classical Drude oscillators (DO).

Polarizable water models that explicitly include polarization effects date back to the 1970s with polarization being represented by partial charges and inducible point dipoles. ${ }^{44,53, ~ 77, ~} 120$ Some models include atom-centered
polarizabilities. ${ }^{50,15,34}$ Other approaches place a single molecular polarizability site on the oxygen atom or along the bisector of the H-O-H angle. ${ }^{20,18}$ Caldwell et al found that including atomic polarizabilities on all atoms rather than a single center molecular polarizability leads to an improvement in modeling liquid water and water-ion clusters, ${ }^{20}$ although it significantly increases the computational expense with the additional number of interaction sites. RPOL, a 3 -site polarizable dipole water model, reproduced bulk water properties that are comparable to $a b$ initio calculations and to experiment, but was not fully optimized for clusters and interfaces. ${ }^{34,121,13}$ The addition of a fourth site and reparameterization led to better performance in a wide range of different environments including cluster, liquid and liquid/vapor interfacial regions. This revised potential is generally referred to as the Dang-Chang (DC) polarizable water model (Dang97). Two other recently developed water models are the Brodholt-Sampoli-Valluri (BSV) ${ }^{79,122,123}$ and "Thole-type" model (TTM2). ${ }^{124}$ Both of these models are also based on the TIP4P geometry like DC. TTM2 includes Thole's polarization damping scheme
to simulate smearing charge density for a better description of the molecular charge cloud. ${ }^{74}$ To further improve the description of molecular properties, particularly dipoles and quadrupoles, Ren and Ponder's water model based on inducible dipoles, AMOEBA, uses atom-centered polarizable point multipoles in addition to monopole charges on atoms. ${ }^{125}$ This greatly improves the description of polarization as shown by the excellent performance in yielding cluster and liquid phase properties. ${ }^{125}$ However, including these atomic multipoles significantly increases the complexity and cost of the calculations.

In order to avoid computationally expensive dipole-dipole calculations and for easier incorporation into current force fields, polarizable water models based on Drude oscillators have been developed. All the interactions in these models are point charge interactions, rather than dipoles. This formulation maintains the simplicity of charge-charge calculations, but utilizes pairs of point charges separated by harmonic springs to describe polarization. Sprik and Klein modified the TIP4P water model using Drude oscillator formalism to reproduce water structure and binding energetics. ${ }^{54}$ More recent water models based on Drude oscillators include the Charge-on-Spring (COS) model by Yu et al, ${ }^{90}$ the simple water model (4-site) with Drude polarizability (SWM4-DP) developed by Lamoureux and coworkers ${ }^{4}$, and shell water models (SW-FLEX). ${ }^{88}$

Another alternative to computing dipole interactions is accounting for po-
larization with fluctuating charges based on the electronegativity equalization principle. ${ }^{110}$ Recently, fluctuating charges have been incorporated into two of the most commonly used water geometries to create SPC-FQ and TIP4P-FQ polarizable water models. ${ }^{96}$ These fluctuating charge models proved to perform remarkably well for predicting bulk liquid properties and the aqueous solvation of ions and small molecules such as amides. These methods are highly efficient, only increasing the computational cost by a factor of 1.1 times compared to non-polarizable models. ${ }^{96}$ However, this point charge model is limited to describing polarization on the molecular plane where charges are confined to the atomic positions, which proves to be inadequate in treating bifurcated hydrogen bonds and aromatic- $\pi$ interactions. ${ }^{96}$ This shortcoming can be eliminated by incorporating polarizable dipoles to form hybrid models that can describe both polarization and charge transfer. ${ }^{117}$ This combined model has been applied to a 5 -site model of water, POL5, that has been reported to perform reasonably well away from ambient conditions, reproducing a wide range of structural and thermodynamic properties. ${ }^{118}$

With all of the polarizable water models developed, it is important to determine the relative accuracy of these models. Table 1.1 contains a summary of reported liquid-state properties computed from current non-polarizable and polarizable water models compared to experimental data at ambient conditions. We compare various properties of liquid water to assess whether commonly used po-
larizable and non-polarizable models can provide a reasonable representation of water. At room temperature, the density of water is $0.997 \mathrm{~g} / \mathrm{cm}^{3}$ under 1 atm pressure. ${ }^{138}$ Overall, the polarizable and non-polarizable water models shown in Table 1.1 produce densities and potential energies of the liquid in ambient conditions are in reasonable agreement with experiment.

Examination of computed radial distribution functions (RDFs), $\mathrm{g}_{O O}(\mathrm{r})$, $\mathrm{g}_{\mathrm{OH}}(\mathrm{r})$, and $\mathrm{g}_{H H}(\mathrm{r})$, provide insight into the liquid structure of water. A comparative study of RDFs predicted by various polarizable and non-polarizable models was done by Sorenson and coworkers. ${ }^{127}$ They found that polarizable water models generally provided a better description of ambient water structure compared to non-polarizable models. An exception to this is TIP5P, which yielded the closest radial distribution functions compared to experimental RDFs completed by Sorenson et al. ${ }^{127}$ The non-polarizable TIP5P water model includes off-center charges to better describe the directionality of hydrogen-bonding. ${ }^{5,126}$ Since the non-polarizable 5 -site water model yielded the most accurate liquid structure, it is apparent that other water potentials can be improved by considering lone pairs or off-center charges. A general problem of all polarizable and non-polarizable water models is that the first peak is predicted to be much higher than that of experiment. ${ }^{127,122, ~ 4, ~ 124, ~} 90$ However, due to the various methods that can be used to extract RDFs from measured diffraction data, there is a large margin of exper-
imental uncertainty in the peak height. ${ }^{128}$ The second and third peaks predicted by most water models are also in fairly good agreement with experiment, with the exception of the 3-site non-polarizable water models, SPC and TIP3P, that give very little structure beyond the first peak with unpronounced peaks showing very little definition. ${ }^{129}$ It is observed that polarizable water models such as BSV, CC, and DC can show peak shifts to larger distances with increasing temperature and decreasing density that non-polarizable models cannot capture. ${ }^{122}$

There has been some debate on the true value of the liquid-state molecular dipole moment, as it is impossible to directly measure the dipole moment of an individual water molecule in condensed phases. ${ }^{130,118}$ Unfortunately, ab initio calculations yield a wide range of values varying from 2.4-3.0 D for the average dipole moment of liquid water depending on the partitioning of the molecular charge density. ${ }^{131,38} \mathrm{Ab}$ initio calculations by Silvestrelli and Parinello predicted dipole moments ranging from 2.95-3.00 D. ${ }^{133}$ Gubskaya and Kusalik reported the dipole moment of liquid water at ambient conditions to be 2.95 D which was extracted from the experimental refractive index data. ${ }^{131}$ This is also in close agreement with results obtained by Batista et al from ab initio calculations. ${ }^{132}$ From Table 1.1, the non-polarizable water models significantly underestimate the dipole moment, giving values ranging from 2.1-2.4 D , while polarizable potentials yield dipole moments within the range (2.5-2.8 D). Studies have shown that water model must
exhibit a dipole moment within the range of 2.4-2.6 D in order to reproduce the experimental value of the dielectric constant $\epsilon .{ }^{135}$ Subsequently, non-polarizable models also generally underestimate $\epsilon$ while polarizable models tend to overestimate $\epsilon$, showing some correlation between the magnitude of the dipole moment with the dielectric constant. ${ }^{122,136}$ However, this guideline does not always prove true, as the computed dipole moment from the RPOL water model ${ }^{34}$ falls within the given range, but still fails at predicting the dielectric constant. In addition, the AMOEBA water model ${ }^{125}$ yields a larger dipole moment outside of this given range, but predicts a dielectric constant close to the experimental value of 78.0. ${ }^{125,3}$ TIP4P-FQ, ${ }^{96}$ PPC $^{141}$ and SWM4-DP ${ }^{4}$ accurately predict water's dielectric constant as well as yielding a dipole moment within the range of 2.4-2.6 D. Due to the general trend of polarizable models overestimating $\epsilon$, it has been suggested by Alfredsson et al that the gas phase polarizabilities used in most methods are not appropriate for predicting liquid phase properties. ${ }^{161}$ Rather, the polarizabilities should be reparameterized for the liquid phase. Because fluctuating charge models are successful in reproducing the dielectric environment, it has been proposed by Guillot that charge transfer needs to be included in the model for a more accurate description. ${ }^{130}$ It is also speculated that most models do not predict the correct dipole moment and dielectric constant due to inaccurate description of molecular quadrupoles. ${ }^{4}$ AMOEBA includes high-order atomic multipoles in their
model to improve the description of quadrupole moments. ${ }^{125}$ To go beyond the point charge representation, diffuse charges can be used to properly simulate the electron cloud character. This is being explored by Jeon and coworkers with the Polarflex flexible (PFG) water model, ${ }^{159}$ as well as Paricaud et al with polarizable smeared charges in the Gaussian charge polarizable model (GCPM). ${ }^{160}$ The newly developed water potential, Gaussian smeared charge model, of Paricaud et al has demonstrated excellent modeling of phase equilibrium properties over a wide range of temperatures. It is beneficial to consider polarization methods because they can qualitatively describe the dielectric environment. These polarizable models can simulate the change in environment by capturing the change in water dipole moments near the liquid/vapor interface that non-polarizable methods cannot model. It is shown by Dang and Chang that far from the interface, the average dipole moments of these water molecules are about 2.75 D , reaching values of bulk solution. Approaching the interface, the dipole moments become smaller and approach the gas-phase value of 1.85 D , due to the change in the electric field induced by surrounding water molecules. ${ }^{10}$

The self-diffusion coefficient is a measure of the dynamic movement of water molecules. A number of water models, including BSV, ${ }^{79} \mathrm{COS} / \mathrm{G} 2,{ }^{90}$ and SWM4-DP, ${ }^{4}$ yield values closest to the experimental value ${ }^{139}$ of $2.3 \times 10^{-5} \mathrm{~cm}^{2} / \mathrm{s}$ while SPC/E, ${ }^{144}$ RPOL,,${ }^{121}$ TIP4P-FQ, ${ }^{96}$ DC, ${ }^{10}$ TTM2, ${ }^{286}$ PFG, ${ }^{159}$ AMOEBA, ${ }^{125}$

TIP4P $/ 2005,{ }^{287}$ and GCPM ${ }^{160}$ give reasonable self-diffusion coefficients. SPC-FQ ${ }^{96}$ and POL5 underestimates the diffusivity by more than $0.4 \mathrm{~cm}^{2} / \mathrm{s}$. These water models (SPC ${ }^{96}$, TIP3P ${ }^{144}$, TIP4P ${ }^{96}$ and SW-FLEX ${ }^{88}$ ) have much higher diffusion coefficients, resulting in faster mobility than real water. In general, the diffusion coefficients from polarizable water models are smaller than the non-polarizable water models, resulting in values much closer to experiment.

It is also important to examine the predictive power of these models in showing the temperature dependence of water properties. After all, the primary goal of any of these models is to be transferable, with the ability to accurately predict the variation of different properties over a large range of changing temperatures and densities well beyond ambient conditions. As the temperature increases to 277 K , water reaches its maximum density of $0.99995 \mathrm{~g} / \mathrm{cm}^{3} .{ }^{90}$ Available data from reported simulation results for the temperature at maximum density are compared to experiment in Table 1.1. Recent water models, including PPC, ${ }^{141}$ BSV, ${ }^{122}$ TIP4P-FQ, ${ }^{143}$ and TIP5P ${ }^{145}$ have been shown to have a density maximum close to 277 K. Non-polarizable water models, SPC, ${ }^{146}$ TIP3P, ${ }^{146}$ TIP4P, ${ }^{146}$ and $\mathrm{SPC} / \mathrm{E}^{147}$ fail to reproduce the density maximum, predicting the density maximum at temperatures well below experimental value by at least 30 K , while POL5 ${ }^{118}$ overestimates the temperature at maximum density by about 15K. A general trend observed in most polarizable models, including those that yield accurate $\mathrm{T}_{M D}$, is
that the densities decrease too quickly with increasing temperature compared to experimental data. ${ }^{141,122,148,123,130,90,149}$ This excessively strong dependence on temperature, in turn, results in poor reproduction of the vapor-liquid coexistence properties. ${ }^{150,104}$ Reported values in literature for these critical properties from various models are given in Table 1.2. All of these reported water models underestimate the critical temperature, $\mathrm{T}_{C}$, showing that polarizable models do not perform better than non-polarizable models in the case of phase transferability. These vapor-liquid equilibrium properties have been shown to be highly sensitive to changes in parameters by Kiyohara et al. ${ }^{150,152}$ Chen et al implemented various parameterizations and observed that either the structure or vapor-liquid equilibrium properties can be simulated accurately using current polarizable models, but not simultaneously. ${ }^{104}$ It has been suggested by Jedlovszky and Richardi that reparameterization to fit these properties would greatly improve performance under varying conditions. ${ }^{122}$ Patel and Brooks have proposed that variation in molecular polarizabilities across different phases is needed for improvement, as the molecular polarizability of water in condensed phase is $18 \%$ lower than in gas phase. ${ }^{109,155,156}$ Although most of the research has mainly focused on polarizable water models, there has been a move towards including explicit polarization to study more complicated systems beyond water such as solvated ions and interfaces, small molecules, proteins and DNA/RNA. Ongoing effort has extended into the parame-
terization of these polarizable force fields using small molecules that possess similar characteristics to protein backbone and side-chain groups for more accurate calculations of structural and dynamic properties of biomolecular systems under a wide range of conditions.

### 1.2.2 Studies of Solvated Ions, Interfaces, Ion Channels

The interactions in ion solvation have received considerable attention because of the important roles of ions as signaling molecules as well as their transport throughout proteins and lipid membranes. An early study by Lybrand and Kollman focused on the hydration of enthalpy for several ions. ${ }^{50}$ An investigation into the solvation of sodium and chloride ions in water clusters was done by Berkowitz and coworkers. ${ }^{162,163,164,165}$ They found that polarization effects are an important factor in the reproduction of the correct ion-water cluster structure. Dang et al employed polarizable dipole models to study the solvation of various ions including lithium, sodium, chloride and fluoride ions in water clusters. ${ }^{19,34}$ They found that both fluoride and chloride ions are solvated near the surface of the water cluster. Stuart et al used the TIP4P-FQ ${ }^{96}$ water model in conjunction with a polarizable Drude chloride ion to describe the hydration of chloride ions. ${ }^{32,102}$ They also observed that the chloride ion preferred to remain at the water cluster which was not shown with non-polarizable models. Grossfield et al computed solvation free
energies of chloride, potassium and sodium ions in liquid water and formamide using the AMOEBA ${ }^{198}$ polarizable force field, giving values that suggested the solvation process in water is much more favorable for anions than cations. ${ }^{31,166}$ Comparison between the energetics and entropic calculations of ion-water clusters from polarizable and non-polarizable models show that surface solvation is due to polarization, ion size, and charge. ${ }^{167}$ Continuing studies on the solvation behavior of ions are currently being explored, including work by Piquemal and coworkers ${ }^{52}$ using AMOEBA for calcium and magnesium divalent cations in water and Lamoureux et al using SWM4-DP for the hydration of alkali and halide ions. ${ }^{93}$

The next step is to extend ion solvation models to describe the behavior of ions across liquid/vapor interface systems. ${ }^{168,}$ 169, 171, 172, 173, 174, 175 Archontis et al applied the polarizable force field based on classical Drude oscillators, SWM4DP for the solvation of sodium and iodide ions near the water surface (air-water interface)..$^{91,30}$ It was observed that the iodide ions prefer surface solvation, while sodium ions formed an adjacent, interior layer. Further study of salt solutions, acids and bases at the liquid-vapor interface showed that heavy halides and hydroxides had an affinity towards the surface, while smaller halides and cations were repelled from the interface. ${ }^{176,169,177,178,179,180,181,182,183}$ Examination of the free energies of solvation led to the understanding that large polarizable ions prefer the water surface due to the free energy gain when moving towards the interface as
well as an increased polarization, providing stronger water-ion interactions. ${ }^{30}$ Using polarizable models for extensive studies in ion-specificity and ion transport across the liquid-vapor interfaces contribute to further understanding of the mechanisms in membrane ion channels. These techniques allow one to differentiate between the response of water molecules at the protein-solvent interface and that of other water molecules in bulk solution.

Recent studies in biological ion channels such as the gramicidin A (gA) channel have suggested that explicit polarization is needed to properly describe the heterogenous environment encountered by the ion during transport and reproduce the energetics accurately. ${ }^{40,184,185,186,187}$ The gA dimer in a dimyristoylphosphatidylcholine (DMPC) bilayer forms a narrow potassium ion channel that rejects anions and binds to divalent cations. ${ }^{187}$ Particularly, non-polarizable models cannot show that the water molecules closest to the ion are more polarized due to the electric field of the ion. ${ }^{188}$ As with the water dipole moments, the backbone carbonyls on the protein do not show the induced polarization from the ion in non-polarizable models. Patel and coworkers have applied their polarizable protein force field ${ }^{11}$ with polarizable TIP4P-FQ water ${ }^{96}$ to study this hydrated protein system, while the membrane itself is treated with the standard non-polarizable CHARMM force field. ${ }^{109}$ In examining the different regions of the membrane, they reported that a change in the average molecular dipole moment of water moving from the interior
of the bilayer towards the bulk solution is observed. The water dipole moments approach the gas phase values in the lipid bilayer interior and increase to bulk values away from the bilayer. The distribution of water dipole moments are also different within the ion channel compared to the bulk solution, reflecting the change in environment. Due to strong polarization between the gA dimer and water dipoles inside the ion channel, the water density profiles showed slower dynamics and the dipole moment distributions displayed a shift towards higher water dipole moments. Inspection of the dipole moments along the protein revealed a variation in polarization between different residues with water molecules, demonstrating that the polarizable force field is successful in describing the electrostatic interactions with a heterogeneous environment.

### 1.2.3 Studies of Liquid Alcohols

Modeling liquid alcohols such as methanol and ethanol provide understanding of hydrogen bonding behavior. These compounds possess amphiphilic character which is important in studies of hydroxyl groups in amino acid side chains such as serine, threonine, and tyrosine. One of the earliest contributions was made by Caldwell and Kollman who developed a polarizable methanol model using polarizable dipoles to account for the induction effects. ${ }^{55}$ Gao et al studied the polarization effects on a series of liquid alcohols including methanol, ethanol
and propanol, observing that induction contributed about 10-20\% to the total energy accompanied by a substantial increase in molecular dipole moment. ${ }^{189}$ It has been demonstrated that the inclusion of explicit polarization is needed to capture the change in dipole moment in interfacial systems, where the computed dipole moments of alcohols approach gas phase values near the interface, and approach bulk values far from the interface. ${ }^{172,190}$ Dang and Chang's polarizable model for liquid methanol predicted values for structural properties, diffusion coefficient and surface tension properties in close agreement with experimental data. ${ }^{172}$ Polarizable models can also reproduce the experimental dielectric constant of methanol, whereas most non-polarizable models have failed to do so. ${ }^{95,190}$ Additionally, polarizable models can capture the degree of hydrogen-bonding shown in the bimodal shape of the molecular dipole distribution of methanol. ${ }^{175,107}$ The small shoulder of the distribution represents methanol molecules that do not accept hydrogen bonds. Additional studies in liquid alcohols using polarizable models have examined different phases, ${ }^{191}$ pressure effects on structural and dynamical properties, ${ }^{175}$ computation of acidity constants, ${ }^{192}$ alcohol-water mixtures, ${ }^{193,} 95$ and liquid-vapor equilibrium properties. ${ }^{107}$ Several groups have been involved in the development of polarizable force fields for liquid alcohols including Patel et al ${ }^{107}$ using fluctuating charges to account for induction effects, Noskov and coworkers ${ }^{193}$ using classical Drude oscillators, the COS model by Yu et al, ${ }^{95}$ and the polarizable dipole DC
model by Dang and coworkers. ${ }^{172,175}$

### 1.2.4 Studies of Alkanes

A limited number of computational studies focusing on alkane compounds using polarizable models have been reported in literature. ${ }^{84, ~ 94, ~} 108$ Vorobyov and coworkers have developed a polarizable alkane model based on classical Drude oscillators. ${ }^{94}$ Parameterization of this alkane force field involved the use of model compounds that could be transferable for long chain alkanes, important for accurate treatment of lipid bilayers. Transferability of these parameters was tested on simulations of heptane and decane. Computed properties are in reasonable agreement with experiment, with the exception of the self-diffusion constants that underestimate experimental values by about 5-10\%. Patel et al studied hexane-water interfacial properties using a polarizable force field based on fluctuating charges. ${ }^{108}$ They found that explicitly including polarization in computing the self-diffusion constant improved the agreement with experiment. This polarizable hexane model also properly describes the dielectric environment and shows the shift in dipole moment for the change from gas to condensed phase.

### 1.2.5 Studies of Amines and Amides

Polarizable models have been applied to the study of structure, dynamics and hydrogen-bonding behavior of amines and amides. ${ }^{55, ~ 81, ~ 194, ~} 195 \mathrm{~N}$-methylacetamide (NMA) is a common model compound used in force field studies due to the similarity of its structural and conformational characteristics to the peptide backbone of a protein. ${ }^{81}$ Rick et al explored the effects of conformational changes on free energy calculations of solvated acetamide and N-methylacetamide using a polarizable model based on fluctuating charges. ${ }^{106}$ A shift towards increasing dipole moment of water molecules near NMA is observed and NMA solvation free energies were closer to experiment than non-polarizable models. Similar studies in the methylation of small amines and amides also showed that polarizable models substantially improve the solvation free energies compared to non-polarizable models. ${ }^{81,82}$ The polarization effects of hydrogen bonding between NMA dimers was studied by Mannfors and coworkers. ${ }^{196}$ Polarization proved to be important for transferability for more complex compounds and for the proper description of hydrogen-bonding when the computed properties (electric potentials, dipole moments, and polarizability) from polarizable models were compared to nonpolarizable models.

### 1.2.6 Towards Studies of Macromolecular Systems

Some effort has been put forth towards producing a robust and reliable polarizable force field for proteins and DNA. Kaminski et al have developed a polarizable force field based on fluctuating bond-charge increments and atomcentered inducible dipoles that has been tested on twenty amino acid dipeptides in gas phase. ${ }^{197, ~ 118, ~} 117$ Short molecular dynamics simulations of 1-picosecond were performed on thirty-nine proteins in gas phase. This force field has since been parameterized for condensed-phase simulations for small molecules that represent functional groups found in organic compounds. ${ }^{157}$ This polarizable force field has also been applied to bovine pancreatic trypsin inhibitor (BPTI) solvated in TIP4PFQ and RPOL polarizable water for a 2-nanosecond simulation. ${ }^{62}$ A fluctuating charge force field by Patel, Mackerell and Brooks has been applied to six small proteins in a polarizable TIP4P-FQ solvent. ${ }^{11,100,32,96}$ They performed molecular dynamics simulations on these proteins in solution, lasting for a few nanoseconds. Baucom and coworkers have carried out 25-nanosecond crystal simulations of a double-stranded DNA decamer using the polarizable ff02 field in conjunction with the POL3 polarizable water model. ${ }^{85}$ Anisimov et al have also run molecular dynamic condensed-phase simulations for 1-nanosecond on a DNA octamer in SWM4-DP polarizable water with sodium ions, using a polarizable force field based on the classical Drude oscillator formalism. ${ }^{84}$ There is also an ongoing ef-
fort to parameterize the AMOEBA force field for macromolecules. ${ }^{198,31,125,149,52}$ The fluctuating charge polarizable force field has also been recently applied to the membrane protein, gramicidin A, by Patel and coworkers in a 5 -nanosecond simulation. ${ }^{109}$

Current work has demonstrated the feasibility for these force fields to run stable simulations on small molecular systems on short timescales. Although there is still no fully parameterized polarizable force field for macromolecular systems that clearly eliminates all failures from non-polarizable force fields, polarizable models successfully simulate the variation in dielectric environment with charge redistribution and changing dipole moments that non-polarizable models cannot describe. Polarizable models can also improve the description of dynamic properties. Further studies of polarization effects in large biomolecular systems is impeded by the demanding computational cost of explicitly including polarizable interactions. The most expensive calculation is computing the induced dipoles at each movement of the system. This computational cost of traditional solvers limits the size of systems that can be fully described with the explicit inclusion of polarization.

### 1.3 Overview

The main objective of this study is to develop an efficient algorithm that accelerates the computation of induced dipole moments for large-scale problems. Due to all given limitations of the fluctuating charge and the Drude oscillator model, this thesis will focus on incorporating polarizable point dipoles for the description of the polarization. Since these dipole-dipole interactions are long-range, decaying as $r^{-3}$, an accurate and efficient treatment of long-range interactions needs to be considered. In the next chapter, we will review current methods for longrange electrostatic interactions including Ewald and multipole-based methods. We will primarily focus on a multipole-based method, the cell multipole method, and introduce our derivations for dipolar systems.

Including point dipoles when computing electrostatic interactions requires substantial computational effort, so fast solvers are explored to accelerate these calculations. Commonly used solvers such as the Jacobi, Gauss-Seidel, successive over-relaxation, conjugate gradient, and multigrid methods are described in Chapter 3. These techniques are generally implemented to increase the rate of convergence of brute force iterative calculations. We will concentrate on multigrid methods because of their optimal scaling and potential for parallelization.

In Chapter 4, we will describe the development of an algorithm that combines multigrid and cell multipole methods (MG-CMM) to accelerate the conver-
gence in computing induced dipole moments. We also demonstrate its practical implementation on a uniformly distributed one-dimensional model problem and further examine the performance of this method. This algorithm is then extended to include our matrix implementation of CMM with the algebraic multigrid method for more general applicability and transferability. We conclude our work with a summary of our algorithm development and perspectives for future work in Chapter 5.

Table 1.1: Density $\rho$ in $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$, total potential energy $U^{p o t}$ in $(\mathrm{kJ} / \mathrm{mol})$, average molecular dipole moment $\mu^{\text {mean }}$ in (D), dielectric constant $\epsilon$, and self-diffusion coefficient $D\left(\times 10^{-5} \mathrm{~cm}^{2} / \mathrm{s}\right)$, for the liquid-state water at ambient conditions as well as the temperature $\mathrm{T}_{\rho_{\max }}$ in (K) at the density maximum reported by various water models from literature compared to experiment.

| Model | $\rho$ | $\mathrm{U}^{\text {pot }}$ | $\mu^{\text {mean }}$ | $\epsilon$ | D | $\mathrm{T}_{\rho_{\text {max }}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Non-Polarizable |  |  |  |  |  |  |
| SPC ${ }^{96,146,129}$ | 0.971 | -41.9 | 2.27 | 68 | 3.3 | 228 |
| TIP3P ${ }^{129}$ | 0.982 | -41.1 | 2.35 | 82 | 5.19 | 182 |
| TIP4P ${ }^{96,146,129}$ | 0.999 | -42.3 | 2.18 | 53 | 3.6 | 253 |
| SPC/E ${ }^{147,2}$ | 0.998 | -41.4 | 2.35 | 71 | 2.5 | 235 |
| TIP5P ${ }^{144,145}$ | 0.999 | -41.3 | 2.29 | 82 | 2.62 | 277 |
| TIP4P/2005 ${ }^{287}$ | 0.998 | - | 2.31 | 60 | 2.08 | 278 |
| Polarizable |  |  |  |  |  |  |
| RPOL ${ }^{34,121}$ | 0.994 | -41.6 | 2.62 | 106 | 2.4 | - |
| SPC-FQ ${ }^{96}$ | - | -41.4 | 2.83 | 116 | 1.7 | - |
| PPC ${ }^{141,142}$ | 0.997 | -41.4 | 2.51 | 77 | 2.6 | 277 |
| TIP4P-FQ ${ }^{96,143}$ | 0.998 | -41.4 | 2.62 | 79 | 1.9 | 280 |
| $\mathrm{BSV}^{79,122}$ | - | -41.2 | 2.77 | 173.2 | 2.3 | - |
| DC ${ }^{10}$ | 0.995 | -41.9 | 2.75 | - | 2.1 | - |
| SW-FLEX ${ }^{88}$ | 0.997 | -41.7 | 2.69 | 116 | 3.66 | - |
| POL5/TZ ${ }^{118}$ | 0.997 | -41.5 | 2.71 | 98 | 1.81 | 293 |
| TTM2-F ${ }^{286}$ | 1.046 | -45.1 | 2.67 | 67.2 | 1.4 | - |
| PRG ${ }^{159}$ | - | -41.9 | 2.59 | 101 | 2.44 | - |
| AMOEBA ${ }^{125,149}$ | 1.00 | - | 2.78 | 81 | 2.02 | 290 |
| COS/G2 ${ }^{90}$ | 0.997 | -41.3 | 2.59 | 87.8 | 2.3 | - |
| SWM4-DP ${ }^{4}$ | - | -41.6 | 2.46 | 79 | 2.30 | - |
| GCPM ${ }^{160}$ | 1.004 | -44.8 | 2.72 | 84.3 | 2.26 | 260 |
| Experiment |  |  |  |  |  |  |
| [ $\operatorname{Ref}^{138, ~ 90, ~ 133, ~ 149, ~ 139, ~ 140] ~}$ | 0.997 | -41.5 | 2.9-3.0 | 78 | 2.30 | 277 |

Table 1.2: Reported critical properties, liquid vapor temperature $\mathrm{T}_{c}$ in $(\mathrm{K})$ and critical density $\rho_{c}$ in $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$, of various water models compared to experiment.

| Model | $\mathrm{T}_{c}$ | $\rho_{c}$ |
| :---: | :---: | :---: |
| Non-Polarizable |  |  |
| SPC ${ }^{151}$ | 587 | 0.27 |
| TIP4P ${ }^{152}$ | 580 | 0.33 |
| SPC/E ${ }^{160}$ | 640 | 0.29 |
| TIP5P ${ }^{152}$ | 538 | 0.29 |
| TIP4P/2005 ${ }^{153}$ | 640 | 0.31 |
| Polarizable |  |  |
| SPC-FQ ${ }^{104}$ | 540 | 0.33 |
| PPC ${ }^{151}$ | 606 | 0.30 |
| TIP4P-FQ ${ }^{104}$ | 570 | 0.35 |
| $\mathrm{BSV}^{151}$ | 615 | 0.28 |
| DC ${ }^{170}$ | 565 | 0.28 |
| GCPM ${ }^{160}$ | 642 | 0.33 |
| Experiment |  |  |
| [Ref. ${ }^{285}$ ] | 647 | 0.32 |

## Chapter 2

## Methods for Describing

## Long-range Electrostatic

## Interactions

Electrostatic interactions play an important role in the stability and function of biomolecular systems. In classical theory, electrostatic interactions are governed by Coulomb's law where the total electrostatic energy of the system is derived as the pairwise summation of Coulomb interactions. ${ }^{1}$ For a charge distribution, the electrostatic potential at a given point charge $i$ is defined as:

$$
\begin{equation*}
V\left(\vec{r}_{i}\right)=\sum_{j}^{n} \frac{q_{j}}{r_{i j}} . \tag{2.1}
\end{equation*}
$$

Modeling long-range electrostatics has been a major challenge because of the high computational cost for large-scale systems that is proportional to the square of the number of particles. This chapter gives an overview of common methods for computing long-range interactions in simulation of large biomolecules.

There are numerous ways of reducing the computational effort of representing these electrostatic interactions, depending on the efficiency and accuracy needed for a given problem. The most efficient methods are cutoff schemes that simply ignore long-range interactions completely, which eliminates the expensive part of the calculation. This abrupt truncation has been shown to give rise to severe inaccuracies, energetic instabilities, and artifacts in simulating liquids, ${ }^{199}$, 200, 201, 202 peptides/proteins, ${ }^{203,} 204$ and DNA. ${ }^{205}$ In order to overcome the limitations of these cutoff methods, various Ewald summation and multipole-based methods have been developed to treat electrostatic interactions.

### 2.1 Ewald Summation and

## Other Lattice Summation Schemes

The Ewald summation method was first developed to study properties of ionic crystals. ${ }^{206}$ This technique places all particles in a given system into a central cell where each particle interacts with other particles in the system and all of their
images in an infinite array of simulation cells. ${ }^{207,208}$ Thus, a periodic system with multiple images of each particle is created as shown in Figure 2.1. The total energy


Figure 2.1: Ewald system of a central cell and all of its images.
from the interactions inside the central cell and the interactions of the central cell with all periodic images for a system of $n$ atoms is: ${ }^{207}$

$$
\begin{equation*}
U=\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{m \in Z^{3}} \frac{q_{i} q_{j}}{\left|r_{i j}+m L\right|} \tag{2.2}
\end{equation*}
$$

where $q$ is partial charge, $r_{i j}=\vec{r}_{i}-\vec{r}_{j}, m$ is the index for all periodic cells excluding all self-interactions, and $L$ is the length of the periodic cubic cell with dimensions $L \times L \times L$. The summation in equation (2.2) can be converted into two fast
converging series using the identity $\left(\frac{1}{r}=\frac{f(r)}{r}+\frac{1-f(r)}{r}\right)$ to form:

$$
\begin{equation*}
\frac{1}{r_{i, j, m}}=\underbrace{\left(\frac{1}{r_{i, j, m}}-\frac{\operatorname{erf}\left(\alpha r_{i, j, m}\right)}{r_{i, j, m}}\right)}+\underbrace{\frac{\operatorname{erf}\left(\alpha r_{i, j, m}\right)}{r_{i, j, m}}} \tag{2.3}
\end{equation*}
$$

Real Space Reciprocal Space
where $r_{i, j, m}=\left|r_{i j}+m L\right|$ and the error function $\operatorname{erf}(r)=\frac{2}{\sqrt{\pi}} \int_{0}^{r} e^{-x^{2}} d x$. This decomposition divides the summation into short-range interactions represented by a direct sum in real space and the long-range interactions described in the reciprocal space by Fourier transforms. If the parameter $\alpha$ is chosen optimally, Ewald scales as $O\left(n^{3 / 2}\right) .{ }^{224}$ To reduce the cost of computing the reciprocal part, fast Fourier transform (FFT) methods can be applied. FFT requires the point charges to be replaced with a mesh-based charge density. Two common mesh implementations ${ }^{209,210}$ for the Ewald sum are known as the particle-particle-particle-mesh $\left(\mathrm{P}^{3} \mathrm{M}\right)$ method by Hockney and Eastwood ${ }^{211}$ and the particle mesh Ewald (PME) method by Darden and coworkers. ${ }^{212}$ FFT-Ewald methods reduce the computational cost to $O(n \log n) .{ }^{212,213}$

### 2.2 Multipole-based Methods

Hierarchical methods were originally devised in astrophysics for simulating many-body interactions in gravitational problems. ${ }^{214,215}$ The main strategy of this method is to decompose a system into a hierarchy of cells, forming a tree
structure with successive levels of refinement. A monopole center-of-mass approximation is used to compute the cell-cell interactions over large distances recursively throughout the entire tree structure, reducing the computational cost to the order of $O(n \log n)$ rather than $O\left(n^{2}\right)$. This scheme was extended to include higher-order multipole expansions and conversion to local Taylor expansions to further speed up the algorithm to form the fast multipole method (FMM) of order $O(n) .{ }^{216,217}$

The Cartesian version of this method, called the cell multipole method (CMM), was devised in 1992 by Ding for large-scale molecular systems. ${ }^{218}$ CMM can be more naturally incorporated into current molecular dynamics simulation software typically set in Cartesian coordinates in comparison to the original fast multipole methods described in spherical harmonics. ${ }^{219}$ The main advantage of these multipole-based techniques is that they scale linearly with system size by computing interactions in a hierarchical way. Recent improvements in the cell multipole method include the treatment of periodic systems ${ }^{220}$ and parallelization. ${ }^{221}$

There has been much debate about whether fast multipole methods or Ewald methods are more efficient. FMM scales linearly with $n$, which is better than the $\mathrm{P}^{3} \mathrm{M}$ method's $O(n \log n)$ scaling. The particle mesh Ewald method is generally faster than multipole-based methods on single processor machines. ${ }^{222}$ For systems larger than 20,000 atoms, FMM has been shown to be the most efficient by Figueirido. ${ }^{223}$ FMM's efficiency for very large systems outweighs the cost of greater
code complexity. FMM parallel implementations also scale better than $\mathrm{P}^{3}$ M..$^{224}$ This stems from problems in parallelizing FFT in the Ewald-FFT methods. ${ }^{222}$ Direct comparisons between Ewald summation and cell multipole methods have shown CMM to perform dramatically faster with similar accuracy. ${ }^{225}$ The FMM approach is more efficient for highly non-uniform systems because of adaptive FMM approaches, ${ }^{226}, 227,228$ whereas the grid size grows dramatically faster as the system size increases in $\mathrm{P}^{3} \mathrm{M} .{ }^{224}$ In choosing the appropriate method, we have to strike a balance between accuracy and efficiency to handle large-scale systems. Since our goal is to develop an efficient method that can handle large systems, we will concentrate on multipole-based methods, specifically the cell multipole method that scales linearly with the size of the system. The following sections will provide an overview of the theory and implementation of CMM for long-range electrostatic interactions.

### 2.2.1 Cell Multipole Method

CMM reduces the number of computations for long-range electrostatic Coulomb interactions in large systems by representing groups of distant atoms with multipole and Taylor series expansions. An advantage of this method is that it can be easily implemented in parallel. ${ }^{221}$

System Decomposition. Consider a collection of particles is placed in
a computational box, just large enough to enclose all of the atoms. This box of particles is successively divided into cells, shown in Figure 2.2.


Figure 2.2: System decomposition, shown in two dimensions.

This hierarchy of cells forms a tree structure. This tree is a systematic way to differentiate between nearby and distant atoms. At level 0 (root) of the tree structure, the computational box is a single cell containing the entire system of atoms. At each level, each parent cell is subsequently divided into children cells. According to Ding, four atoms per cell achieves optimal accuracy in the calculations. ${ }^{218}$ Thus, the number of levels is:

$$
\begin{equation*}
\text { Number of Levels }=\log _{8}\left(\frac{\mathrm{n}}{4}\right) \tag{2.4}
\end{equation*}
$$

At the deepest level of the tree structure, the number of cells is:

$$
\begin{equation*}
\text { Number of Cells }=8^{\text {numLevels }} \tag{2.5}
\end{equation*}
$$

with the size of each cell being:

$$
\begin{equation*}
\text { Cell Size }=\frac{\text { Size of Computational Box }}{\text { Number of Cells }} . \tag{2.6}
\end{equation*}
$$

Cell Multipole Moments. After the system has been divided in a hierarchical way, each cell can be represented by a single potential at the center of the cell $\left(\vec{r}_{A}\right)$. The potential is divided into near field and far field contributions. A cell's near field includes itself and its nearest neighbors (any cell sharing its boundary) whereas the far field refers to the rest of cells not included in the near field at the same level. In the cell multipole method, an approximation is made for the interactions between atoms in a given cell and other atoms more than one cell away. Assuming that the far cells are significantly farther than the near particles, this series expansion: ${ }^{70}$

$$
\begin{equation*}
\frac{1}{\left|\vec{R}-\vec{r}_{i}\right|}=\frac{1}{R}\left[1+\frac{\vec{R} \cdot \vec{r}_{i}}{R^{2}}-\frac{1}{2}\left(\frac{r_{i}}{R}\right)^{2}+\frac{3}{2} \frac{\left(\vec{R} \cdot \vec{r}_{i}\right)^{2}}{R^{4}}-\frac{3}{2} \frac{\left(\vec{R}-\vec{r}_{i}\right) r_{i}^{2}}{R^{4}}+\frac{3}{8}\left(\frac{r_{i}}{R}\right)^{4}-\cdots\right] \tag{2.7}
\end{equation*}
$$

where $\vec{R}=\vec{r}-\vec{r}_{A}$, is substituted in the Coulomb potential from equation (2.1). These terms can be combined and rearranged in the form:

$$
\begin{equation*}
V(\vec{r})=V^{(1)}(\vec{r})+V^{(2)}(\vec{r})+V^{(3)}(\vec{r})+\cdots \tag{2.8}
\end{equation*}
$$

which yields the multipole expansion of the potential expressed in the form of an infinite series of multipole moments, which is commonly truncated to four terms, monopole $(Z)$, dipole $(\mu)$, quadrupole $(Q)$ and octopole $(O)$ :

$$
\begin{align*}
V_{A}^{\text {pole }}(r)= & \frac{Z}{R}+\sum_{\alpha=x, y, z} \frac{\mu_{\alpha} R_{\alpha}}{R^{3}}+\sum_{\alpha=x, y, z} \sum_{\beta=x, y, z} \frac{Q_{\alpha \beta} R_{\alpha} R_{\beta}}{R^{5}}  \tag{2.9}\\
& +\sum_{\alpha=x, y, z} \sum_{\beta=x, y, z} \sum_{\gamma=x, y, z} \frac{O_{\alpha \beta \gamma} R_{\alpha} R_{\beta} R_{\gamma}}{R^{7}}+\cdots
\end{align*}
$$

where $\vec{R}$ is equal to the difference between $\vec{r}$ and $\vec{r}_{A}, \vec{r}$ is the position vector of any atom outside of cell $A, \vec{r}_{A}$ is the center of cell $A$, and $\alpha, \beta, \gamma$ are any Cartesian coordinates, $x, y$, or $z$. The monopole, dipole, quadrupole and octopole terms for the deepest level are as follows:

$$
\begin{align*}
Z & =\sum_{i} q_{i} \\
\mu_{\alpha} & =\sum_{i} q_{i} r_{i \alpha}  \tag{2.10}\\
Q_{\alpha \beta} & =\sum_{i} \frac{q_{i}}{2}\left[3 r_{i \alpha} r_{i \beta}-\delta_{\alpha \beta} r_{i}^{2}\right] \\
O_{\alpha \beta \gamma} & =\sum_{i} \frac{q_{i}}{2}\left[5 r_{i \alpha} r_{i \beta} r_{i \gamma}-\left(r_{i \alpha} \delta_{\beta \gamma}+r_{i \beta} \delta_{\gamma \alpha}+r_{i \gamma} \delta_{\alpha \beta}\right) r_{i}^{2}\right]
\end{align*}
$$

where $r_{i \alpha}$ is the $\alpha$ component of the position vector for atom $i$ with respect to the center of cell A. The multipole moments of each cell are computed at the deepest level and translated to the higher levels. This is continued until the root level is reached, where a multipole expansion representing the field created by all atoms in the system is formed. In order to translate child cell moments to parent cell moments, we must make the substitution: $\vec{r}_{i} \leftarrow \vec{r}_{i k}+\vec{R}_{k}$, to shift the cells.

Therefore, the multipole moments of higher levels are given as:

$$
\begin{align*}
Z^{(l-1)}= & \sum_{k=1}^{\text {children }} \sum_{i} q_{i k}=\sum_{k=1}^{\text {children }} Z_{k}^{(l)} \\
\vec{\mu}^{(l-1)}= & \sum_{k=1}^{\text {children }} \sum_{i} q_{i k}\left(\vec{r}_{i k}+\vec{R}_{k}\right)=\sum_{k=1}^{\text {children }}\left(\vec{\mu}_{k}^{(l)}\right)+Z_{k}^{(l)} \vec{R}_{k} \\
Q_{\alpha \beta}^{(l-1)}= & \sum_{k=1}^{\text {children }} \sum_{i} \frac{q_{i k}}{2}\left[3\left(r_{i \alpha k}+R_{\alpha k}\right)\left(r_{i \beta k}+R_{\beta k}\right)-\delta_{\alpha \beta}\left|\vec{r}_{i k}+\vec{R}_{k}\right|^{2}\right] \\
= & \sum_{k=1}^{\text {children }} Q_{\alpha \beta k}^{(l)}+\frac{1}{2} \sum_{k=1}^{\text {children }}\left[3\left(\mu_{\alpha k}^{(l)} R_{\beta k}+\mu_{\beta k}^{(l)} R_{\alpha k}\right)-2 \delta_{\alpha \beta}\left(\vec{\mu}_{k}^{(l)} \cdot \vec{R}_{k}\right)\right] \\
& +\frac{1}{2} \sum_{k=1}^{\text {children }} Z_{k}^{(l)}\left[3 R_{\alpha k} R_{\beta k}-\delta_{\alpha \beta}\left|\vec{R}_{k}\right|^{2}\right] \\
O_{\alpha \beta \gamma}^{(l-1)}= & \sum_{k=1}^{\text {children }} \sum_{i} \frac{q_{i k}}{2}\left[5\left(r_{i \alpha k}+R_{\alpha k}\right)\left(r_{i \beta k}+R_{\beta k}\right)\left(r_{i \gamma k}+R_{\gamma k}\right)\right. \\
& \left.-\left(\left(r_{i \alpha k}+R_{\alpha k}\right) \delta_{\beta \gamma}+\left(r_{i \beta k}+R_{\beta k}\right) \delta_{\gamma \alpha}+\left(r_{i \gamma k}+R_{\gamma k}\right) \delta_{\alpha \beta}\right)\right]\left|\vec{r}_{i k}+\vec{R}_{k}\right|^{2} \\
= & \sum_{k=1}^{\text {children }} O_{\alpha \beta \gamma k}^{(l)}-\frac{2}{3} \sum_{k=1}^{\text {children }} \sum_{\lambda=x, y, z}\left(\delta_{\alpha \beta} Q_{\gamma \lambda k}^{(l)}+\delta_{\beta \gamma} Q_{\alpha \lambda k}^{(l)}+\delta_{\gamma \alpha} Q_{\beta \lambda k}^{(l)}\right) R_{\lambda k} \\
& -\frac{1}{2} \sum_{k=1}^{\text {children }}\left(\delta_{\alpha \beta} \mu_{\gamma k}^{(l)}+\delta_{\beta \gamma} \mu_{\alpha k}^{(l)}+\delta_{\gamma \alpha} \mu_{\beta k}^{(l)}\right)\left|\vec{R}_{k}\right|^{2} \\
& -\sum_{k=1}^{\text {children }}\left(\left(\vec{\mu}_{k}^{(l)} \cdot \vec{R}_{k}\right)\left(\delta_{\alpha \beta} R_{\gamma k}+\delta_{\beta \gamma} R_{\alpha k}+\delta_{\gamma \alpha} R_{\beta k}\right)\right) \\
& +\frac{15}{6} \sum_{k=1}^{\text {children }}\left(\mu_{\alpha k}^{(l)} R_{\beta k} R_{\gamma k}+R_{\alpha k} \mu_{\beta k}^{(l)} R_{\gamma k}+R_{\alpha k} R_{\beta k} \mu_{\gamma k}^{(l)}\right) \\
& +\frac{1}{2} \sum_{k=1}^{\text {children }} Z_{k}^{(l)}\left[5 R_{\alpha k} R_{\beta k} R_{\gamma k}-\left(\delta_{\alpha \beta} R_{\gamma k}+\delta_{\beta \gamma} R_{\alpha k}+\delta_{\gamma \alpha} R_{\beta k}\right)\left|\vec{R}_{k}\right|^{2}\right] \tag{2.11}
\end{align*}
$$

The general scheme for the upward pass is given in Algorithm 1.

```
Algorithm 1: Hierarchical CMM upward pass.
    \(\backslash *\) For the deepest level *\(\backslash\)
    do all cells at the deepest level
        Compute cell multipole moments \((Z, \mu, Q, O)\)
    end do
    \* For the upper levels *\}
    do all remaining levels until root level is reached
        do all cells at current level
            Parent cell moments \(=\) translation \& summation of child cell moments
        end do
    end do
```

Far Field Taylor Series Coefficients. Once the multipole moments have been computed at all levels, the far field potential of all the atoms in a cell $A$ may be obtained by summing all the contributions from far cells. This far field potential is represented by a Taylor series centered at the center of cell $A$. A Taylor series expansion at each cell is constructed by a downward pass through the tree structure. The root level and the next level down cannot be included in the downward pass because they have no far field contributions. Subsequently, at each cell in each level, Taylor series coefficients representing the distant cells are computed, using the cell multipole moments from the upward pass. The Taylor series expansion at each cell in the deepest level represents the weak, far field interactions. Consider the first level as level $A$ with a local Taylor series expansion
being:

$$
\begin{align*}
V_{A_{0}}^{T}(\vec{r}) & =\sum_{A} V_{A}^{\text {pole }}\left(\vec{r}-\vec{r}_{A}\right)  \tag{2.12}\\
& =V^{(0)}+\sum_{\alpha} V_{\alpha}^{(1)} r_{\alpha}+\sum_{\alpha \beta} V_{\alpha \beta}^{(2)} r_{\alpha} r_{\beta}+\ldots
\end{align*}
$$

and the atom position $\vec{r}$ and cell position $\vec{r}_{A}$ are with respect to the center of cell $C_{0}$ at the deepest level, $V^{(0)}$ is the sum of all constant terms, $\sum_{\alpha} V_{\alpha}^{(1)}$ is the sum of all linear coefficients, and $\sum_{\alpha \beta} V_{\alpha \beta}^{(2)}$ is the sum of all second order coefficients. Then, the Taylor series expansion of the child cell will consist of two terms. The first term comes from shifting the parent's Taylor series expansion to the center of the corresponding child cell. The second term is the contribution from all far field cells at the current level that were not included in the parent's local expansion. Therefore, the local expansions in lower levels (level $B, C \ldots$ ) are:

$$
\begin{align*}
& V_{B_{0}}^{T}(\vec{r})=V_{A_{0}}^{T}\left(\vec{r}+\vec{r}_{0}\right)+\sum_{B} V_{B}^{\text {pole }}\left(\vec{r}-\vec{r}_{B}\right)  \tag{2.13}\\
& V_{C_{0}}^{T}(\vec{r})=V_{B_{0}}^{T}\left(\vec{r}+\vec{r}_{0}\right)+\sum_{C} V_{C}^{\text {pole }}\left(\vec{r}-\vec{r}_{C}\right)
\end{align*}
$$

where $V_{A_{0}}^{T}\left(\vec{r}+\vec{r}_{0}\right), V_{B_{0}}^{T}\left(\vec{r}+\vec{r}_{0}\right)$, and so on are substituted with:

$$
\begin{equation*}
V^{T}\left(\vec{r}+\vec{r}_{0}\right)=V^{(0)}+V^{(1)}\left(\vec{r}+\vec{r}_{0}\right)+V^{(2)}\left(\vec{r}+\vec{r}_{0}\right)^{2}+V^{(3)}\left(\vec{r}+\vec{r}_{0}\right)^{3} \tag{2.14}
\end{equation*}
$$

which represents shifting the center to the center of the child cell. Expanding each multipole term in $\vec{r}$ and taking the first four terms in each expansion gives the
charge terms:

$$
\begin{align*}
\frac{Z}{\left|\vec{r}-\vec{r}_{A}\right|}= & \frac{Z}{r_{A}}+\frac{Z \vec{r}_{A}}{r_{A}} \cdot \vec{r}+\sum_{\alpha \beta} \frac{Z\left(3 r_{A, \alpha} r_{A, \beta}-\delta_{\alpha \beta} r_{A}^{2}\right)}{2 r_{A}^{5}} r_{\alpha} r_{\beta}  \tag{2.15}\\
& +\sum_{\alpha \beta \gamma} \frac{3 Z\left(5 r_{A, \alpha} r_{A, \beta} r_{A, \gamma}-\left(\delta_{\alpha \beta} r_{A, \gamma}+\delta_{\beta \gamma} r_{A, \alpha}+\delta_{\alpha \gamma} r_{A, \beta}\right)\right)}{r_{A}^{7}} r_{\alpha} r_{\beta} r_{\gamma}
\end{align*}
$$

the dipole terms:

$$
\begin{align*}
& \frac{\vec{\mu} \cdot\left(\vec{r}-\vec{r}_{A}\right)}{\left|\vec{r}-\vec{r}_{A}\right|^{3}}=\frac{\vec{\mu} \cdot \vec{r}_{A}}{r_{A}^{3}}+\left[\frac{\vec{\mu}}{r_{A}^{3}}-\frac{3\left(\vec{\mu} \cdot \vec{r}_{A}\right) \vec{r}_{A}}{r_{A}^{5}}\right] \cdot \vec{r} \\
& +\sum_{\alpha \beta}\left[\frac{3\left[\left(\mu_{\alpha} r_{A, \beta}+\mu_{\beta} r_{A, \alpha}\right)+\delta_{\alpha \beta}\left(\vec{\mu} \cdot \vec{r}_{A}\right)\right]}{2 r_{A}^{5}}-\frac{15 r_{A, \alpha} r_{A, \beta}}{2 r_{A}^{7}}\right] r_{\alpha} r_{\beta} \\
& +\sum_{\alpha \beta \gamma}\left[\frac{-\left(\mu_{\alpha} \delta_{\beta \gamma}+\mu_{\beta} \delta_{\alpha \gamma}+\mu_{\gamma} \delta_{\alpha \beta}\right)}{2}\right.  \tag{2.16}\\
& +\frac{5\left(\mu_{\alpha} r_{A, \beta} r_{A, \gamma}+\mu_{\beta} r_{A, \alpha} r_{A, \gamma}+\mu_{\gamma} r_{A, \alpha} r_{A, \beta}\right)}{2 r_{A}^{7}} \\
& +\frac{5\left(\vec{\mu} \cdot \overrightarrow{r_{A}}\right)\left(\delta_{\alpha \beta} r_{A, \gamma}+\delta_{\alpha \gamma} r_{A, \beta}+\delta_{\beta \gamma} r_{A, \alpha}\right)}{2 r_{A}^{7}} \\
& \left.+\frac{-35\left(\vec{\mu} \cdot \vec{r}_{A}\right) r_{A, \alpha} r_{A, \beta} r_{A, \gamma}}{2 r_{A}^{9}}\right] r_{\alpha} r_{\beta} r_{\gamma}
\end{align*}
$$

the quadrupole terms:

$$
\begin{align*}
& \frac{Q \cdot\left(\vec{r}-\vec{r}_{A}\right) \cdot\left(\vec{r}-\vec{r}_{A}\right)}{\left|\vec{r}-\vec{r}_{A}\right|^{5}}= \\
& \begin{aligned}
& \sum_{\rho \nu} \frac{Q_{\rho \nu} r_{A, \rho} r_{A, \nu}}{r_{A}^{5}}+\sum_{\alpha \rho \nu}\left[\frac{-\left(Q_{\alpha \nu} r_{A, \nu}+Q_{\rho \alpha} r_{A, \rho}\right)}{r_{A}^{5}}+\frac{5 Q_{\rho \nu} r_{A, \rho} r_{A, \nu} r_{A, \alpha}}{r_{A}^{7}}\right] r_{\alpha} \\
&+\sum_{\alpha \beta}[ \sum_{\rho \nu}\left(\frac { - 5 } { 2 r _ { A } ^ { 7 } } \left[Q_{\rho \nu} r_{A, \rho} r_{A, \nu} \delta_{\alpha \beta}+Q_{\rho \alpha} r_{A, \rho} r_{A, \beta}+Q_{\alpha \nu} r_{A, \nu} r_{A, \beta}+Q_{\rho \beta} r_{A, \rho} r_{A, \alpha}\right.\right. \\
&\left.\left.\left.+Q_{\beta \nu} r_{A, \nu} r_{A, \alpha}\right]+\frac{35 Q_{\rho \nu} r_{A, \rho} r_{A, \nu} r_{A, \alpha} r_{A, \beta}}{2 r_{A}^{9}}\right)+\frac{Q_{\alpha \beta}}{r_{A}^{5}}\right] r_{\alpha} r_{\beta}
\end{aligned} \\
& +\sum_{\alpha \beta \gamma}\left[\frac{5\left(Q_{\alpha \beta} r_{A, \gamma}+Q_{\beta \gamma} r_{A, \alpha}+Q_{\alpha \gamma} r_{A, \beta}\right)}{3 r_{A}^{7}}\right. \\
& \quad+\sum_{\rho}\left(\frac{5\left(Q_{\alpha \rho} r_{A, \rho} \delta_{\beta \gamma}+Q_{\beta \rho} r_{A, \rho} \delta_{\gamma \alpha}+Q_{\gamma \rho} r_{A, \rho} \delta_{\gamma \alpha}\right)}{3 r_{A}^{7}}\right. \\
& \left.\quad+\frac{-35\left(Q_{\alpha \rho} r_{A, \rho} r_{A, \beta} r_{A, \gamma}+Q_{\beta \rho} r_{A, \rho} r_{A, \alpha} r_{A, \gamma}+Q_{\gamma \rho} r_{A, \rho} r_{A, \alpha} r_{A, \beta}\right)}{3 r_{A}^{9}}\right) \\
& \quad+\sum_{\rho \nu}\left(\frac{-35 Q_{\rho \nu} r_{A, \rho} r_{A, \nu}\left(\delta_{\alpha \beta} r_{A, \gamma}+\delta_{\alpha \gamma} r_{A, \beta}+\delta_{\beta \gamma} r_{A, \alpha}\right)}{3 r_{A}^{9}}\right. \\
& \left.\left.\quad+\frac{315 Q_{\rho \nu} r_{A, \rho} r_{A, \nu} r_{A, \alpha} r_{A, \beta} r_{A, \gamma}}{r_{A}^{11}}\right)\right] r_{\alpha} r_{\beta} r_{\gamma}
\end{align*}
$$

and the octopole terms:

$$
\begin{align*}
& \frac{O_{\alpha \beta \gamma} \cdot\left(\vec{r}-\vec{r}_{A}\right) \cdot\left(\vec{r}-\vec{r}_{A}\right) \cdot\left(\vec{r}-\vec{r}_{A}\right)}{\left|\vec{r}-\vec{r}_{A}\right|^{7}}= \\
& \sum_{\rho \nu \lambda} \frac{-O_{\rho \nu \lambda} r_{A, \rho} r_{A, \nu} r_{A, \lambda}}{r_{A}^{7}} \\
& +\sum_{\alpha}\left[\sum_{\rho \nu} \frac{3 O_{\rho \nu \alpha} r_{A, \rho} r_{A, \nu}}{r_{A}^{7}}+\sum_{\rho \nu \lambda} \frac{-7 O_{\rho \nu \lambda} r_{A, \rho} r_{A, \nu} r_{A, \lambda} r_{A, \alpha}}{r_{A}^{9}}\right] r_{\alpha} \\
& +\sum_{\alpha \beta}\left[\sum_{\rho} \frac{-3 O_{\rho \alpha \beta} r_{A, \rho}}{r_{A}^{7}}+\sum_{\rho \nu} \frac{21\left(O_{\rho \nu \alpha} r_{A, \rho} r_{A, \nu} r_{A, \beta}+O_{\rho \nu \beta} r_{A, \rho} r_{A, \nu} r_{A, \alpha}\right)}{2 r_{A}^{9}}\right. \\
& \left.\quad+\sum_{\rho \nu \lambda} O_{\rho \nu \lambda} r_{A, \rho} r_{A, \nu} r_{A, \lambda}\left(\frac{\delta_{\alpha \beta}}{r_{A}^{9}}-\frac{9 r_{A, \alpha} r_{A, \beta}}{r_{A}^{11}}\right)\right] r_{\alpha} r_{\beta}  \tag{2.18}\\
& +\sum_{\alpha \beta \gamma}\left[\frac{O_{\alpha \beta \gamma}}{r_{A}^{7}}+\sum_{\rho} \frac{-7 r_{A, \nu}\left(O_{\rho \alpha \beta} r_{A, \gamma}+O_{\rho \beta \gamma} r_{A, \alpha}+O_{\rho \gamma \alpha} r_{A, \beta}\right)}{r_{A}^{9}}\right. \\
& \quad+\sum_{\rho \nu} \frac{-7 r_{A, \rho} r_{A, \nu}\left(O_{\rho \nu \alpha} \delta_{\beta \gamma}+O_{\rho \nu \beta} \delta_{\alpha \gamma}+O_{\rho \nu \gamma} \delta_{\alpha \beta}\right)}{2 r_{A}^{9}} \\
& \quad+\sum_{\rho \nu} \frac{63 r_{A, \rho} r_{A, \nu}\left(O_{\rho \nu \alpha} r_{A, \beta} r_{A, \gamma}+O_{\rho \nu \beta} r_{A, \alpha} r_{A, \gamma}+O_{\rho \nu \gamma} r_{A, \alpha} r_{A, \beta}\right)}{2 r_{A}^{11}} \\
& \quad+\sum_{\rho \nu \lambda} \frac{21 r_{A, \rho} r_{A, \nu} r_{A, \lambda} O_{\rho \nu \lambda}\left(\delta_{\alpha \beta} r_{A, \gamma}+\delta_{\beta \gamma} r_{A, \alpha}+\delta_{\gamma \alpha} r_{A, \beta}\right)}{2 r_{A}^{11}} \\
& \quad+\sum_{\rho \nu \lambda} \frac{-231 r_{A, \rho} r_{A, \nu} r_{A, \lambda} O_{\rho \nu \lambda} r_{A, \alpha} r_{A, \beta} r_{A, \gamma}}{2 r_{A}^{13}} r_{\alpha} r_{\beta} r_{\gamma}
\end{align*}
$$

where the indices $\alpha, \beta, \gamma, \rho, \nu$, and $\lambda$ all correspond to Cartesian coordinates $x$, $y$, or $z$.

The Taylor coefficients are computed for each far cell by collecting all the constant terms for $V^{(0)}$, linear coefficients of $\vec{r}$ for $V^{(1)}$, and so on. By expanding each multipole term and collecting like terms, the Taylor coefficients can be computed at each level, and translated to the centers of the children cells. This
process is repeated for all far field cells that were not part of the far field at a higher level of the tree, which is demonstrated in Algorithm 2. When the deepest level is reached, the far field can be combined with the near field pairwise interactions to find the total interaction between all atoms in the system.

```
Algorithm 2: Hierarchical CMM downward pass.
    \(\ *\) For the most upper level with far field contributions* \(\backslash\)
    do all cells at this level
        Compute Taylor series coefficients of far field cells \(\left(V^{(0)}, V^{(1)}, V^{(2)} \ldots\right)\)
    end do
    \(\backslash\) * For lower levels * \(\backslash\)
    do all remaining levels until deepest level is reached
        do all cells at current level
            Child cell coefficients \(=\) shifting far field from parent to child \& addition
                                    of all far field interactions at the current level
                                    that were not accounted for at the parent level
        end do
    end do
```

Near field pairwise interactions. The interactions between a cell and its nearest neighbors are calculated directly by atomic pairwise interactions. The charges and positions of atoms in each cell and its nearest neighbors are used to calculate the near field potential at the deepest level.

$$
\begin{equation*}
V_{\text {near }}\left(r_{i}\right)=\sum_{j \in \text { near }} \frac{q_{j}}{\left|\vec{r}_{i}-\vec{r}_{j}\right|} \tag{2.19}
\end{equation*}
$$

Combination of far field and near field effects. The ultimate goal is to evaluate the potential of each particle in the system. Thus, the far field and near field contributions are summed for each atom in order to find the total interaction
between atoms in the system:

$$
\begin{equation*}
V\left(\vec{r}_{i}\right)=V_{\text {near }}\left(\vec{r}_{i}\right)+V_{\text {far }}\left(\vec{r}_{i}\right) \tag{2.20}
\end{equation*}
$$

### 2.2.2 Matrix Version of the Cell Multipole Method

The standard cell multipole method involves a great deal of bookkeeping of the interaction lists of near cells and far cells at all levels. Efficient implementation of this method involves complex coding. This can be avoided by implementing CMM in a matrix framework. The same computations can be performed by a series of sparse matrices. This is a similar technique to the matrix FMM method. ${ }^{229}$ Casting CMM in matrix form simplifies the implementation by circumventing the use of pointers to tree cells and creates a more automated process for computation. Also, setting this algorithm in matrix form involves matrix-vector operations, which lends itself to being more parallelizable. The underlying matrix structure can be exploited for further improvements in efficiency and accuracy, such as further factorizations or simplifications using different matrix properties. In this section, we describe our matrix implementation of the cell multipole method (CMMm).

The hierarchical cell multipole method can be described by the following matrix operations to compute the CMM potential for a system of charges:

1. $\mathbf{R}$ is the charge-to-multipole matrix. The matrix-vector product $\mathbf{R} \vec{q}$ converts the charges of the individual atoms into cell multipoles at the deepest level
of the tree, where $\vec{q}$ is the vector containing all the atom charges.
2. $\mathbf{U}^{(l-1)}$ is the lower-to-upper multipole translation matrix, representing the CMM upward pass. The product $\mathbf{U}^{(l-1)}(\mathbf{R} \vec{q})$ converts the level $l$ cell multipoles into level $l-1$ cell multipoles.
3. $\mathbf{T}^{(l-1)}$ is the multipole to Taylor series conversion matrix. The product $\mathbf{T}^{(l-1)}\left(\mathbf{U}^{(l-1)} \mathbf{R} \vec{q}\right)$ converts the level $l-1$ cell multipoles into level $l-1$ Taylor series coefficients.
4. $\mathbf{D}^{(l-1)}$ is the upper-to-lower Taylor series translation matrix, representing the CMM downward pass. The product $\mathbf{D}^{(l-1)}\left(\mathbf{T}^{(l-1)} \mathbf{U}^{(l-1)} \mathbf{R} \vec{q}\right)$ converts the level $l-1$ Taylor series coefficients into level $l$ Taylor series coefficients.
5. $\mathbf{T}^{(l)}$ is the level $l$ multipole to Taylor series matrix. The product $\mathbf{T}^{(l)}(\mathbf{R} \vec{q})$ converts the level $l$ cell multipoles into level $l$ Taylor series coefficients.
6. Adding $\mathbf{D}^{(l-1)} \mathbf{T}^{(l-1)} \mathbf{U}^{(l-1)} \mathbf{R} \vec{q}+\mathbf{T}^{(l)} \mathbf{R} \vec{q}=\left(\mathbf{U}^{(l-1)} \mathbf{T}^{(l-1)} \mathbf{U}^{(l-1)}+\mathbf{T}^{(l)}\right) \mathbf{R} \vec{q}$ combines the component of the far field calculated at level $l-1$ with the component calculated at level $l$.
7. $\mathbf{R}^{\top}$ is the transpose of the charge-to-multipole matrix, which is used to incorporate the locations of the target atoms into the Taylor series expansions. Thus, the far-field component of the electric field can be written as $V_{f a r}=\mathbf{R}^{\top}\left(\mathbf{D}^{(l-1)} \mathbf{T}^{(l-1)} \mathbf{U}^{(l-1)}+\mathbf{T}^{(l)}\right) \mathbf{R} \vec{q}$.
8. For each additional level of the matrix, the higher level $\mathbf{T}^{(l-1)}$ is replaced with a nested computation of steps 2 through 6 , for example:

$$
V_{f a r}=\mathbf{R}^{\top}\left(\mathbf{D}^{(l-1)}\left(\mathbf{D}^{(l-2)} \mathbf{T}^{(l-2)} \mathbf{U}^{(l-2)}+\mathbf{T}^{(l-1)}\right) \mathbf{U}^{(l-1)}+\mathbf{T}^{(l)}\right) \mathbf{R} \vec{q} .
$$

The series of matrix operations described above are implicitly included in a single matrix.

## Single-level CMMm in One Dimension

To demonstrate the structure of the single-level CMM matrix form, we will consider the simplest case in 1-D that does not have a hierarchy: a system of 16 atoms, corresponding to 4 cells with 4 atoms per cell. The particle-particle interactions of this system are represented as a matrix $\mathbf{A}$, where each element $A_{i j}$ is the electrostatic interaction between source atom $j$ and target atom $i$. With a system of 16 atoms, $\mathbf{A}$ is a $16 \times 16$ matrix. This can be divided into $4 \times 4$ blocks where each block $\mathbf{A}_{I J}$ represents the interaction between two cells in the deepest level of the tree structure: source cell $J$ and target cell $I$.

This block matrix can be separated into near-field and far-field interactions

$$
\begin{aligned}
& \mathbf{A}=\mathbf{A}_{\text {near }}+\mathbf{A}_{\text {far }} \\
& \mathbf{A}=\left[\begin{array}{c|c|c|c}
\text { near } & \text { near } & \text { far } & \text { far } \\
\hline \text { near } & \text { near } & \text { near } & \text { far } \\
\hline \text { far } & \text { near } & \text { near } & \text { near } \\
\hline \text { far } & \text { far } & \text { near } & \text { near }
\end{array}\right]
\end{aligned}
$$

where the near field of a target atom includes atoms within the same cell and neighboring cells. Thus, the blocks of matrix $\mathbf{A}$ that correspond to the near field are the diagonal blocks $\mathbf{A}_{I, I}$ (interactions within the same cell) and the blocks next to the diagonal $\mathbf{A}_{I, I-1}$ and $\mathbf{A}_{I, I+1}$ (interactions with neighboring cells). The interactions within the near field are computed exactly, as in the standard CMM approach.

Now we will focus on a particular block that corresponds to far-field interactions. Block $\mathbf{A}_{1,4}$ represents the far-field interaction between source cell 4 and target cell 1.

$$
V_{1,4}=\left[\begin{array}{cccc}
A_{1,13} & A_{1,14} & A_{1,15} & A_{1,16} \\
A_{2,13} & A_{2,14} & A_{2,15} & A_{2,16} \\
A_{3,13} & A_{3,14} & A_{3,15} & A_{3,16} \\
A_{4,13} & A_{4,14} & A_{4,15} & A_{4,16}
\end{array}\right]\left[\begin{array}{l}
q_{13} \\
q_{14} \\
q_{15} \\
q_{16}
\end{array}\right]
$$

In order to derive the matrix elements, we first examine the expression for the far field component of the potential $V_{f a r}$ for an atom $i$ in cell 1 due to all atoms
in cell 4:

$$
V_{f a r}\left(\vec{r}_{i}-\vec{r}_{c_{4}}\right)=V^{(0)}+V^{(1)} r_{i}+V^{(2)} r_{i}^{2}+V^{(3)} r_{i}^{3}
$$

where

$$
\begin{aligned}
V^{(0)} & =\frac{Z}{\left|r_{c_{4}}\right|^{2}}+\frac{-\mu r_{c_{4}}}{\left|r_{c_{4}}\right|^{3}}+\frac{Q r_{A}^{2}}{\left|r_{c_{4}}\right|^{5}}+\frac{-O r_{c_{4}}^{3}}{\left|r_{c_{4}}\right|^{7}} \\
V^{(1)} & =\frac{Z r_{c_{4}}}{\left|r_{c_{4}}\right|^{3}}+\frac{-2 \mu}{\left|r_{c_{4}}\right|^{3}}+\frac{3 Q r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}}+\frac{-4 O}{\left|r_{c_{4}}\right|^{5}} \\
V^{(2)} & =\frac{2 Z}{\left|r_{c_{4}}\right|^{3}}+\frac{-6 \mu r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}}+\frac{12 Q}{\left|r_{c_{4}}\right|^{5}}+\frac{-20 O r_{c_{4}}}{\left|r_{c_{4}}\right|^{7}} \\
V^{(3)} & =\frac{6 Z r_{c_{4}}}{\left|r_{c_{4}}\right|^{2}}+\frac{-24 \mu}{\left|r_{c_{4}}\right|^{5}}+\frac{60 Q r_{c_{4}}}{\left|r_{c_{4} 4}\right|^{7}}+\frac{-120 O}{\left|r_{c_{4}}\right|^{7}}
\end{aligned}
$$

where $r_{c_{4}}$ is the center of the source cell 4 . This can be rearranged into an expression in terms of the multipole moments $Z, \mu, Q$, and $O$ :

$$
\begin{aligned}
V_{f a r}\left(\vec{r}_{i}-\vec{r}_{c_{4}}\right) & =\left(\frac{1}{\left|r_{c_{4}}\right|}+\frac{r_{c_{4}}}{\left|r_{c_{4}}\right|^{3}} r_{i}+\frac{2}{\left|r_{c_{4}}\right|^{3}} r_{i}^{2}+\frac{6 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} r_{i}^{3}\right) Z \\
& +\left(\frac{-r_{c_{4}}}{\left|r_{c_{4}}\right|^{3}}+\frac{-2}{\left|r_{c_{4}}\right|^{3}} r_{i}+\frac{-6 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} r_{i}^{2}+\frac{-24}{\left|r_{c_{4}}\right|^{5}} r_{i}^{3}\right) \mu \\
& +\left(\frac{r_{c_{4}}^{2}}{\left|r_{c_{4}}\right|^{5}}+\frac{3 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} r_{i}+\frac{12}{\left|r_{c_{4}}\right|^{5}} r_{i}^{2}+\frac{60 r_{c_{4}}}{\left|r_{c_{4}}\right|^{3}} r_{i}^{3}\right) Q \\
& +\left(\frac{-r_{c_{4}}^{3}}{\left|r_{c_{4}}\right|^{7}}+\frac{-4}{\left|r_{c_{4}}\right|^{5}} r_{i}+\frac{-20 r_{c_{4}}}{\left|r_{c_{4}}\right|^{7}} r_{i}^{2}+\frac{-120}{\left|r_{c_{4}}\right|^{7}} r_{i}^{3}\right) O
\end{aligned}
$$

This can be rewritten in terms of the individual particle charges $q_{j}$ using the
definitions of $Z, \mu, Q$, and $O$ :

$$
\begin{aligned}
V_{f a r}\left(\vec{r}_{i}-\vec{r}_{c_{4}}\right) & =\left(\frac{1}{\left|r_{c_{4}}\right|^{2}}+\frac{r_{c_{4}}}{\left|r_{c_{4}}\right|^{3}} r_{i}+\frac{2}{\left|r_{c_{4}}\right|^{3}} r_{i}^{2}+\frac{6 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} r_{i}^{3}\right) \sum_{j=13}^{16} q_{j} \\
& +\left(\frac{-r_{c_{4}}}{\left|r_{c_{4}}\right|^{3}}+\frac{-2}{\left|r_{c_{4}}\right|^{3}} r_{i}+\frac{-6 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} r_{i}^{2}+\frac{-24}{\left|r_{c_{4}}\right|^{5}} r_{i}^{3}\right) \sum_{j=13}^{16} q_{j} r_{j} \\
& +\left(\frac{r_{c_{4}}^{2}}{\left|r_{c_{4}}\right|^{5}}+\frac{3 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} r_{i}+\frac{12}{\left|r_{c_{4}}\right|^{5}} r_{i}^{2}+\frac{60 r_{c_{4}}}{\left|r_{c_{4}}\right|^{7}} r_{i}^{3}\right) \sum_{j=13}^{16} q_{j} r_{j}^{2} \\
& +\left(\frac{-r_{c_{4}}^{3}}{\left|r_{c_{4}}\right|^{7}}+\frac{-4}{\left|r_{c_{4}}\right|^{5}} r_{i}+\frac{-20 r_{c_{4}}}{\left|r_{c_{4}}\right|^{7}} r_{i}^{2}+\frac{-120}{\left|r_{c_{4}}\right|^{7}} r_{i}^{3}\right) \sum_{j=13}^{16} q_{j} r_{j}^{3}
\end{aligned}
$$

Then $q_{j}$ can be factored out of the equation giving a single summation.

$$
\begin{aligned}
V_{f a r}\left(\vec{r}_{i}-\vec{r}_{c_{4}}\right)=\sum_{j=13}^{16} & {\left[\left(\frac{1}{\left|r_{c_{4}}\right|}+\frac{r_{c_{4}}}{\left|r_{c_{4}}\right|^{3}} r_{i}+\frac{2}{\left|r_{c_{4}}\right|^{3}} r_{i}^{2}+\frac{6 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} r_{i}^{3}\right)\right.} \\
& +\left(\frac{-r_{c_{4}}}{\left|r_{c_{4}}\right|^{3}}+\frac{-2}{\left|r_{c_{4}}\right|^{3}} r_{i}+\frac{-6 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} r_{i}^{2}+\frac{-24}{\left|r_{c_{4}}\right|^{5}} r_{i}^{3}\right) r_{j} \\
& +\left(\frac{r_{c_{4}}^{2}}{\left|r_{c_{4}}\right|^{5}}+\frac{3 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} r_{i}+\frac{12}{\left|r_{c_{4}}\right|^{5}} r_{i}^{2}+\frac{60 r_{c_{4}}}{\left|r_{c_{4}}\right|^{3}} r_{i}^{3}\right) r_{j}^{2} \\
& \left.+\left(\frac{-r_{c_{4}}^{3}}{\left|r_{c_{4}}\right|^{7}}+\frac{-4}{\left|r_{c_{4}}\right|^{5}} r_{i}+\frac{-20 r_{c_{4}}}{\left|r_{c_{4}}\right|^{7}} r_{i}^{2}+\frac{-120}{\left|r_{c_{4}}\right|^{2}} r_{i}^{3}\right) r_{j}^{3}\right] q_{j}
\end{aligned}
$$

Using this equation, block $\mathbf{A}_{1,4}$ is decomposed into a product of three matrices in the following way:

$$
\mathbf{A}_{1,4}=\left[\begin{array}{cccc}
1 & r_{1} & r_{1}^{2} & r_{1}^{3} \\
1 & r_{2} & r_{2}^{2} & r_{2}^{3} \\
1 & r_{3} & r_{3}^{2} & r_{3}^{3} \\
1 & r_{4} & r_{4}^{2} & r_{4}^{3}
\end{array}\right]\left[\begin{array}{cccc}
\frac{1}{\left|r_{c_{4}}\right|} & \frac{-r_{c_{4}}}{\left|r_{c_{4}}\right|^{3}} & \frac{r_{c_{4}}^{2}}{\left|r_{c_{4}}\right|^{5}} & \frac{-r_{c_{4}}^{3}}{\left|r_{c_{4}}\right|^{7}} \\
\frac{r_{c_{4}}}{\left|r_{c_{4}}\right|^{3}} & \frac{-2}{\left|r_{4}\right|^{3}} & \frac{3 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} & \frac{-4}{\left|r_{4}\right|^{5}} \\
\frac{2}{\left|r_{c_{4}}\right|^{3}} & \frac{-6 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} & \frac{12}{\left|r_{c_{4}}\right|^{5}} & \frac{-20 r_{c_{4}}}{\left|r_{c_{4}}\right|^{7}} \\
\frac{6 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} & \frac{-24}{\left|r_{c_{4}}\right|^{5}} & \frac{60 r_{c_{4}}}{\mid r_{c_{4}} 7^{7}} & \frac{-120}{\left|r_{c_{4}}\right|^{7}}
\end{array}\right]\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
r_{13} & r_{14} & r_{15} & r_{16} \\
r_{13}^{2} & r_{14}^{2} & r_{15}^{2} & r_{16}^{2} \\
r_{13}^{3} & r_{14}^{3} & r_{15}^{3} & r_{16}^{3}
\end{array}\right]
$$

or $\mathbf{A}_{1,4}=\mathbf{R}_{1}^{\top} * \mathbf{T}_{4} * \mathbf{R}_{4}$, where $\mathbf{R}$ contains values of $r$ for the atoms in a given cell, $\mathbf{T}_{4}$ is the block of the multipole-to-Taylor series matrix corresponding to cell

4, and $\mathbf{R}_{4}^{\top}$ is the transpose of $\mathbf{R}_{4}$. Each block of $\mathbf{A}$ can be decomposed in a similar manner. Since $\mathbf{T}_{4}$, or more precisely $r_{c 4}$, depends on the location of the cell center, it can be computed once the size of the bounding box for the system is known. In this case, each $\mathbf{R}_{I}$ block is 4 x 4 , but in general, the number of columns in $\mathbf{R}_{I}$ is the number of atoms in cell $I$.

The block decomposition of $\mathbf{A}_{\text {far }}$ for the four-cell case is:

$$
\begin{align*}
& {\left[\begin{array}{llll}
\mathbf{R}_{1}^{\top} & 0 & 0 & 0 \\
0 & \mathbf{R}_{2}^{\top} & 0 & 0 \\
0 & 0 & \mathbf{R}_{3}^{\top} & 0 \\
0 & 0 & 0 & \mathbf{R}_{4}^{\top}
\end{array}\right]\left[\begin{array}{llll}
0 & 0 & \mathbf{T}_{3} & \mathbf{T}_{4} \\
0 & 0 & 0 & \mathbf{T}_{4} \\
\mathbf{T}_{1} & 0 & 0 & 0 \\
\mathbf{T}_{1} & \mathbf{T}_{2} & 0 & 0
\end{array}\right]\left[\begin{array}{llll}
\mathbf{R}_{1} & 0 & 0 & 0 \\
0 & \mathbf{R}_{2} & 0 & 0 \\
0 & 0 & \mathbf{R}_{3} & 0 \\
0 & 0 & 0 & \mathbf{R}_{4}
\end{array}\right]}  \tag{2.21}\\
& =\left[\begin{array}{lll}
0 & 0 & \mathbf{R}_{1}^{\top} \mathbf{T}_{3} \mathbf{R}_{3} \\
\mathbf{R}_{1}^{\top} \mathbf{T}_{4} \mathbf{R}_{4} \\
0 & 0 & \mathbf{R}_{2}^{\top} \mathbf{T}_{4} \mathbf{R}_{4} \\
\mathbf{R}_{3}^{\top} \mathbf{T}_{1} \mathbf{R}_{1} & 0 & 0 \\
\mathbf{R}_{4}^{\top} \mathbf{T}_{1} \mathbf{R}_{1} & \mathbf{R}_{4}^{\top} \mathbf{T}_{2} \mathbf{R}_{2} & 0
\end{array}\right]
\end{align*}
$$

The four-cell case gives a simplified version of the algorithm, involving only one level of the tree structure.

## Hierarchical CMMm in One Dimension

To illustrate the hierarchical algorithm with upward and downward passes, we will now consider a system with 32 atoms, corresponding to 8 cells and four atoms per cell. Instead of a simple decomposition into near and far fields at a
single level, the far field interactions are further divided into levels (root, level 1 , level 2, and level 3 in this case). The multipoles for cell $J$ at the deepest level (level 3 in this case) are found by the following equation:

$$
\mathbf{R}_{J} \cdot \vec{q}_{J}=\left[\begin{array}{c}
Z_{J} \\
\mu_{J} \\
Q_{J} \\
O_{J}
\end{array}\right]
$$

where $\vec{q}_{J}$ is the block of the original $\vec{q}$ vector corresponding to cell $J$, for example:

$$
\vec{q}=\left[\begin{array}{c}
\vec{q}_{1}  \tag{2.22}\\
\vec{q}_{2} \\
\vec{q}_{3} \\
\vec{q}_{4} \\
\vec{q}_{5} \\
\vec{q}_{6} \\
\vec{q}_{7} \\
\vec{q}_{8}
\end{array}\right] .
$$

As with the standard CMM, multipoles of higher levels are found by trans-
lating and summing child cells:

$$
\begin{aligned}
Z_{\text {parent cell }}^{l-1} & =\sum_{k \in \text { children }} Z_{k}^{l} \\
\mu_{\text {parent cell,x }}^{l-1} & =\sum_{k \in \text { children }}\left(\mu_{k, x}^{l}+Z_{k}^{l} \overrightarrow{R_{k}}\right) \\
Q_{\text {parent cell,xx }} & =\sum_{k \in \text { children }}\left(Q_{k}^{l}+2 \vec{R}_{k} \mu_{k}^{l}+\vec{R}_{k}^{2} Z_{k}^{l}\right) \\
O_{\text {parent cell,xxx }} & =\sum_{k \in \text { children }}\left(O_{k}^{l}+3 \vec{R}_{k} Q_{k}^{l}+3 \vec{R}_{k}^{2} \mu_{k}^{l}+\vec{R}_{k}^{3} Z_{k}^{l}\right)
\end{aligned}
$$

where $\overrightarrow{R_{k}}$ is the vector from the center of the higher-level cell to the center of the lower-level cell, $l$ is the lower level, and $l-1$ is the higher level.

The transfer operator for the upward pass from level $l$ to upper level $l-1$, $\mathbf{U}_{J}^{(l-1)}$ can be written as follows, where $J$ is the index of the parent cell at level $l-1$ :

$$
\mathbf{U}_{J}^{(l-1)}=\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
\vec{R}_{2 J-1} & 1 & 0 & 0 & \vec{R}_{2 J} & 1 & 0 & 0 \\
\vec{R}_{2 J-1}^{2} & 2 \vec{R}_{2 J-1} & 1 & 0 & \vec{R}_{2 J}^{2} & 2 \vec{R}_{2 J} & 1 & 0 \\
\vec{R}_{2 J-1}^{3} & 3 \vec{R}_{2 J-1}^{2} & 3 \vec{R}_{2 J} & 1 & \vec{R}_{2 J}^{3} & 3 \vec{R}_{2 J}^{2} & 3 \vec{R}_{2 J} & 1
\end{array}\right] .
$$

$\mathbf{U}_{J}^{(l-1)}$ operates in the following manner:

$$
\mathbf{U}_{J}^{(l-1)} \cdot\left[\begin{array}{c}
Z_{2 J-1}^{l} \\
\mu_{2 J-1}^{l} \\
Q_{2 J-1}^{l} \\
O_{2 J-1}^{l} \\
Z_{2 J}^{l} \\
\mu_{2 J}^{l} \\
Q_{2 J}^{l} \\
O_{2 J}^{l}
\end{array}\right]=\left[\begin{array}{c}
Z_{J}^{l-1} \\
\mu_{J}^{l-1} \\
Q_{J}^{l-1} \\
O_{J}^{l-1}
\end{array}\right] .
$$

The entire matrix $\mathbf{U}^{(l-1)}$ is composed of the individual $\mathbf{U}_{J}^{(l-1)}$ blocks:

$$
\mathbf{U}^{(l-1)}=\left[\begin{array}{cccc}
\mathbf{U}_{1}^{(l-1)} & 0 & 0 & 0 \\
0 & \mathbf{U}_{2}^{(l-1)} & 0 & 0 \\
0 & 0 & \mathbf{U}_{3}^{(l-1)} & 0 \\
0 & 0 & 0 & \mathbf{U}_{4}^{(l-1)}
\end{array}\right]
$$

At the highest level with far field contributions (level 2), the multipole-toTaylor matrix has the same structure as in the four-cell example:

$$
\mathbf{T}^{(2)}=\left[\begin{array}{llll}
0 & 0 & \mathbf{T}_{3}^{(2)} & \mathbf{T}_{4}^{(2)}  \tag{2.23}\\
0 & 0 & 0 & \mathbf{T}_{4}^{(2)} \\
\mathbf{T}_{1}^{(2)} & 0 & 0 & 0 \\
\mathbf{T}_{1}^{(2)} & \mathbf{T}_{2}^{(2)} & 0 & 0
\end{array}\right]
$$

The lower-level (level 3) multipole-to-Taylor matrix computes the interactions that were not accounted for by the parent cells at level 2 .

$$
\mathbf{T}^{(3)}=\left[\begin{array}{llllllll}
0 & 0 & \mathbf{T}_{3}^{(3)} & \mathbf{T}_{4}^{(3)} & 0 & 0 & 0 & 0  \tag{2.24}\\
0 & 0 & 0 & \mathbf{T}_{4}^{(3)} & 0 & 0 & 0 & 0 \\
\mathbf{T}_{1}^{(3)} & 0 & 0 & 0 & \mathbf{T}_{5}^{(3)} & \mathbf{T}_{6}^{(3)} & 0 & 0 \\
\mathbf{T}_{1}^{(3)} & \mathbf{T}_{2}^{(3)} & 0 & 0 & 0 & \mathbf{T}_{6}^{(3)} & 0 & 0 \\
0 & 0 & \mathbf{T}_{3}^{(3)} & 0 & 0 & 0 & \mathbf{T}_{7}^{(3)} & \mathbf{T}_{8}^{(3)} \\
0 & 0 & \mathbf{T}_{3}^{(3)} & \mathbf{T}_{4}^{(3)} & 0 & 0 & 0 & \mathbf{T}_{8}^{(3)} \\
0 & 0 & 0 & 0 & \mathbf{T}_{5}^{(3)} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \mathbf{T}_{5}^{(3)} & \mathbf{T}_{6}^{(3)} & 0 & 0
\end{array}\right]
$$

The matrix operator for the downward pass is defined similarly to the upward pass. The following expression is used to shift the Taylor series by $\vec{r}_{0}$ from a parent cell to a child cell:

$$
V_{A_{0}}^{T}\left(r+r_{0}\right)=V^{(0)}+V^{(1)}\left(r+r_{0}\right)+V^{(2)}\left(r+r_{0}\right)^{2}+V^{(3)}\left(r+r_{0}\right)^{3}
$$

Rearranging terms, the expression can be written as a polynomial in $r$ :

$$
\begin{aligned}
V_{A_{0}}^{T}\left(r+r_{0}\right) & =\left(V^{(0)}+V^{(1)} r_{0}+V^{(2)} r_{0}^{2}+V^{(3)} r_{0}^{3}\right) \\
& +\left(V^{(1)}+2 V^{(2)} r_{0}+3 V^{(2)} r_{0}^{2}\right) r \\
& +\left(V^{(2)}+3 V^{(3)} r_{0}\right) r^{2} \\
& +V^{(3)} r^{3}
\end{aligned}
$$

The coefficients on the powers of $\vec{r}$ can be stored in a matrix-vector product:

$$
\left[\begin{array}{cccc}
1 & r_{0} & r_{0}^{2} & r_{0}^{3} \\
0 & 1 & 2 r_{0} & 3 r_{0}^{2} \\
0 & 0 & 1 & 3 r_{0} \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
V^{(0)} \\
V^{(1)} \\
V^{(2)} \\
V^{(3)}
\end{array}\right]=\left[\begin{array}{c}
V^{(0)}+V^{(1)} r_{0}+V^{(2)} r_{0}^{2}+V^{(3)} r_{0}^{3} \\
V^{(1)} r_{0}+2 V^{(2)} r_{0}+3 V^{(3)} r_{0}^{2} \\
V^{(2)}+3 V^{(3)} r_{0} \\
V^{(3)}
\end{array}\right]
$$

The matrix on the left is denoted $\mathbf{D}_{J}^{(l-1)}$, where $l$ is the level of the child cells, and $J$ refers to a particular child cell. The entire matrix $\mathbf{D}^{(l-1)}$ can be written in the following block form:

$$
\mathbf{D}^{(2)}=\left[\begin{array}{cccc}
\mathbf{D}_{1}^{(2)} & 0 & 0 & 0 \\
\mathbf{D}_{2}^{(2)} & 0 & 0 & 0 \\
0 & \mathbf{D}_{3}^{(2)} & 0 & 0 \\
0 & \mathbf{D}_{4}^{(2)} & 0 & 0 \\
0 & 0 & \mathbf{D}_{5}^{(2)} & 0 \\
0 & 0 & \mathbf{D}_{6}^{(2)} & 0 \\
0 & 0 & 0 & \mathbf{D}_{7}^{(2)} \\
0 & 0 & 0 & \mathbf{D}_{8}^{(2)}
\end{array}\right]
$$

The three-dimensional case can be defined similarly. To summarize, we have derived a CMMm algorithm where a series of matrix operations is implicitly included
in a single matrix as shown below.

$$
\begin{aligned}
V=V^{\text {near }}+\left[\mathbf{R}^{\top}\right]([\mathbf{D}] \cdot & \underbrace{[\quad[\mathbf{D}]} \cdot[\mathbf{U}]+[\mathbf{T}])[\mathbf{R}][\vec{q}] \\
& ([\mathbf{D}] \cdot \underbrace{[]]} \cdot[\mathbf{U}]+[\mathbf{T}]) \\
& ([\mathbf{D}] \cdot \underbrace{[]} \cdot[\mathbf{U}]+[\mathbf{T}])
\end{aligned}
$$

### 2.2.3 Treatment of Polarizable Systems

Now we can focus our attention on dipolar systems, as this will be directly applied to the dipole iteration problem. Kutteh and Nicholas give the CMM potential terms for a dipolar system ${ }^{230,} 219$ which we will describe in this section. We will then derive the field equations necessary for the dipole iteration problem at hand using these potential terms. The total electric field at a particle $i$ for a system of charges and induced dipoles is:

$$
\begin{equation*}
\vec{E}_{i}=\sum_{j=1 ; j \neq i}^{n}\left(\frac{q_{j} \vec{r}_{i j}}{r_{i j}^{3}}+\mathbf{T}_{i j} \vec{\mu}_{j}\right) \tag{2.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{T}_{i j}=\frac{1}{r_{i j}^{3}}\left(\frac{3 \vec{r}_{i j} \vec{r}_{i j}^{\top}}{r_{i j}^{2}}-\mathbf{I}\right) \tag{2.26}
\end{equation*}
$$

The cell multipole method generates a hierarchy of cells, where the interaction of cells is divided into near field and far field contributions. A cell's near field includes itself and its nearest neighbors and is computed directly using equation
(2.25). The far-field potential at a position $\vec{r}$ outside cell $f$ due to all polarizable dipoles inside the cell is:

$$
\begin{align*}
V_{f}^{f a r}(\vec{r})= & \frac{\sum_{\alpha} A_{\alpha} R_{\alpha}}{R^{3}}+\frac{\sum_{\alpha \beta} B_{\alpha \beta}\left[3 R_{\alpha} R_{\beta}-\delta_{\alpha \beta} R^{2}\right]}{R^{5}} \\
& +\frac{3}{2} \frac{\sum_{\alpha \beta \gamma} C_{\alpha \beta \gamma}\left[5 R_{\alpha} R_{\beta} R_{\gamma}-\left(R_{\alpha} \delta_{\beta \gamma}+R_{\beta} \delta_{\alpha \gamma}+R_{\gamma} \delta_{\alpha \beta}\right) R^{2}\right]}{R^{7}}+\cdots \tag{2.27}
\end{align*}
$$

with the corresponding multipole moments of the charges and dipoles at the deepest level:

$$
\begin{align*}
A_{\alpha} & =\sum_{i \in f} \mu_{i \alpha} \\
B_{\alpha \beta} & =\sum_{i \in f} \mu_{i \alpha} r_{i \beta}  \tag{2.28}\\
C_{\alpha \beta \gamma} & =\sum_{i \in f} \mu_{i \alpha} r_{i \beta} r_{i \gamma}
\end{align*}
$$

and $\vec{R}=\vec{r}-\vec{r}_{f}, \vec{r}_{f}$ is the center of cell $f, R$ is the magnitude of $\vec{R}$, and $\alpha, \beta, \gamma$ are any Cartesian coordinates, $x, y$, or $z$. These lower cell multipole moments are translated to upper cell multipole moments in the upward pass using the following equations:

$$
\begin{align*}
& A_{\alpha}^{(l-1)}=\sum_{k=1}^{\text {children }} A_{\alpha k}^{(l)} \\
& B_{\alpha \beta}^{(l-1)}=\sum_{k=1}^{\text {children }}\left(B_{\alpha \beta}^{(l)}+A_{\alpha}^{(l)} R_{\beta k}\right)  \tag{2.29}\\
& C_{\alpha \beta \gamma}^{(l-1)}=\sum_{k=1}^{\text {children }}\left(C_{\alpha \beta \gamma}^{(l)}+B_{\alpha \beta}^{(l)} R_{\gamma k}+B_{\alpha \gamma}^{(l)} R_{\beta k}+A_{\alpha}^{(l)} R_{\beta k} R_{\gamma k}\right)
\end{align*}
$$

The multipole expansion can be rewritten as a Taylor series expansion in
the following way:

$$
V_{f}^{T}(\vec{r})=\left(V_{f}\right)_{0}+\sum_{\alpha}\left(\frac{\partial V_{f}}{\partial r_{\alpha}}\right)_{0} r_{\alpha}+\frac{1}{2} \sum_{\alpha \beta}\left(\frac{\partial^{2} V_{f}}{\partial r_{\alpha} \partial r_{\beta}}\right)_{0} r_{\alpha} r_{\beta}+\cdots
$$

Given the Taylor series of the potential, the Taylor series coefficients for $\vec{E}_{f}^{f a r}(\vec{r})$ can be found by using the definition $\vec{E}=-\vec{\nabla} V$, expanding the terms of the multipole expansion as power series, and adding the corresponding terms together. Each term of the multipole expansion is then expanded into a Taylor series at each cell. Thus,

$$
\vec{E}_{f}^{f a r}(\vec{r})=\left[\begin{array}{c}
-\frac{\partial V_{f}^{T}}{\partial x} \\
-\frac{\partial V_{f}^{T}}{\partial y} \\
-\frac{\partial V_{f}^{T}}{\partial z}
\end{array}\right]=\left[\begin{array}{l}
-\left(\frac{\partial V_{f}}{\partial r_{x}}\right)_{0}-\sum_{\alpha}\left(\frac{\partial^{2} V_{f}}{\partial r_{\alpha} \partial r_{x}}\right)_{0} r_{\alpha}-\frac{1}{2} \sum_{\alpha \beta}\left(\frac{\partial^{3} V_{f}}{\partial r_{\alpha} \partial r_{\beta} \partial r_{x}}\right)_{0} r_{\alpha} r_{\beta} \\
-\left(\frac{\partial V_{f}}{\partial r_{y}}\right)_{0}-\sum_{\alpha}\left(\frac{\partial^{2} V_{f}}{\partial r_{\alpha} \partial r_{y}}\right)_{0} r_{\alpha}-\frac{1}{2} \sum_{\alpha \beta}\left(\frac{\partial^{3} V_{f}}{\partial r_{\alpha} \partial r_{\beta} \partial r_{y}}\right)_{0} r_{\alpha} r_{\beta} \\
-\left(\frac{\partial V_{f}}{\partial r_{z}}\right)_{0}-\sum_{\alpha}\left(\frac{\partial^{2} V_{f}}{\partial r_{\alpha} \partial r_{z}}\right)_{0} r_{\alpha}-\frac{1}{2} \sum_{\alpha \beta}\left(\frac{\partial^{3} V_{f}}{\partial r_{\alpha} \partial r_{\beta} \partial r_{z}}\right)_{0} r_{\alpha} r_{\beta}
\end{array}\right]
$$

Expanding the dipole term in terms of $\vec{r}$ yields:

$$
\begin{gather*}
V_{f}^{A}=\frac{\sum_{\alpha} A_{\alpha} R_{\alpha}}{R^{3}}  \tag{2.30}\\
\left(\frac{\partial V_{f}^{A}}{\partial r_{x}}\right)_{0}=\frac{A_{x}}{r_{f}^{3}}-\frac{3\left(\vec{A} \cdot \vec{r}_{f}\right) r_{f, x}}{r_{f}^{5}} \\
\left(\frac{\partial^{2} V_{f}^{A}}{\partial r_{x} \partial r_{y}}\right)_{0}=\frac{3 r_{f, y} A_{x}}{r_{f}^{5}}+\frac{3 A_{y} r_{f, x}}{r_{f}^{5}}-\frac{15\left(\vec{A} \cdot \vec{r}_{f}\right) r_{f, x} r_{f, y}}{r_{f}^{7}}  \tag{2.31}\\
\left(\frac{\partial^{2} V_{f}^{A}}{\partial r_{x} r_{x}}\right)_{0}=\frac{6 A_{x} r_{f, x}}{r_{f}^{5}}-\frac{12\left(\vec{A} \cdot \vec{r}_{f}\right) r_{f, x}^{2}}{r_{f}^{7}}
\end{gather*}
$$

$$
\begin{align*}
\left(\frac{\partial^{3} V_{f}^{A}}{\partial r_{x} \partial r_{y} \partial r_{z}}\right)_{0}= & \frac{15}{r_{f}^{7}}\left(A_{x} r_{f, y} r_{f, z}+A_{y} r_{f, x} r_{f, z}+A_{z} r_{f, x} r_{f, y}\right)-\frac{105}{r_{f}^{9}}\left(\vec{A} \cdot \vec{r}_{f}\right) r_{f, x} r_{f, y} r_{f, z} \\
\left(\frac{\partial^{3} V_{A}}{\partial r_{x} \partial r_{y} \partial r_{y}}\right)_{0}= & \frac{3}{r_{f}^{7}}\left(5 A_{x} r_{f, y} r_{f, y}+5 A_{y} r_{f, x} r_{f, y}+A_{y} r_{f, x} r_{f, y}-r_{f}^{2} A_{x}+5\left(\vec{A} \cdot \vec{r}_{f}\right) r_{f, x}\right) \\
& \left.+\frac{105}{r_{f}^{9}}\left(\vec{A} \cdot \vec{r}_{f}\right) r_{f, x}\right)-\frac{105}{r_{f}^{9}}\left(\vec{A} \cdot \vec{r}_{f}\right) r_{f, x} r_{f, y} r_{f, z} \\
\left(\frac{\partial^{3} V_{f}^{A}}{\partial r_{x} \partial r_{x} \partial r_{x}}\right)_{0}= & \frac{3}{r_{f}^{7}}\left(15 A_{x} r_{f, x}^{2}-3 A_{x} r_{f}^{2}+10\left(\vec{A} \cdot \vec{r}_{f}\right) r_{f, x}\right)+\frac{105}{r_{f}^{9}}\left(\vec{A} \cdot \vec{r}_{f}\right) r_{f, x}^{3} \tag{2.32}
\end{align*}
$$

All of these Taylor series coefficients will have the same form if any Cartesian direction $x, y$, or $z$ is substituted into the formula. They are also symmetric with respect to the order of differentiation. The quadrupole and octopole terms can also be expanded in the same way. Due to the length of these expressions, we include them as well as their derivations in the appendix.

To compute the complete Taylor series coefficients, the $A, B$, and $C$ terms are added together, for example:

$$
\left(\frac{\partial V_{f}}{\partial r_{x}}\right)_{0}=\left(\frac{\partial V_{f}^{A}}{\partial r_{x}}\right)_{0}+\left(\frac{\partial V_{f}^{B}}{\partial r_{x}}\right)_{0}+\left(\frac{\partial V_{f}^{C}}{\partial r_{x}}\right)_{0}
$$

In the downward pass, the Taylor series coefficients are shifted by $\vec{r}_{0}$ from the parent cells to the child cells. These Taylor coefficients are then shifted to deeper levels in the downward pass:

$$
\begin{align*}
\vec{E}_{f}^{T}\left(\vec{r}+\vec{r}_{0}\right)= & -\vec{\nabla} V_{A_{0}}^{T}\left(\vec{r}+\vec{r}_{0}\right) \\
= & -\vec{\nabla} V^{(0)}+\sum_{\alpha}-\vec{\nabla} V_{\alpha}^{(1)}\left(r_{\alpha}+r_{0, \alpha}\right)  \tag{2.33}\\
& +\sum_{\alpha \beta}-\vec{\nabla} V_{\alpha \beta}^{(2)}\left(r_{\alpha}+r_{0, \alpha}\right)\left(r_{\beta}+r_{0, \beta}\right)
\end{align*}
$$

Each component of the electric field $E_{\gamma}$, where $\gamma=x, y$, or $z$ can be rewritten as a polynomial in terms of $r_{x}, r_{y}$, and $r_{z}$ :

$$
\begin{align*}
E_{f, \gamma}^{T}\left(\vec{r}+\overrightarrow{r_{0}}\right)= & \left(\frac{-\partial V_{f}}{\partial r_{\gamma}}\right)_{0}+\sum_{\alpha}\left(\frac{-\partial^{2} V_{f}}{\partial r_{\gamma} \partial r_{\alpha}}\right)_{0}\left(r_{\alpha}+r_{0, \alpha}\right) \\
& +\sum_{\alpha \beta}\left(\frac{-\partial^{3} V_{f}}{\partial r_{\gamma} \partial r_{\alpha} \partial r_{\beta}}\right)_{0}\left(r_{\alpha}+r_{0, \alpha}\right)\left(r_{\beta}+r_{0, \beta}\right) \\
= & {\left[\left(\frac{-\partial V_{f}}{\partial r_{\gamma}}\right)_{0}+\sum_{\alpha}\left(\frac{-\partial^{2} V_{f}}{\partial r_{\gamma} \partial r_{\alpha}}\right)_{0} r_{0, \alpha}+\sum_{\alpha \beta}\left(\frac{-\partial^{3} V_{f}}{\partial r_{\gamma} \partial r_{\alpha} \partial r_{\beta}}\right)_{0} r_{0, \alpha} r_{0, \beta}\right] } \\
& +\sum_{\alpha}\left(\left[\left(\frac{-\partial^{2} V_{f}}{\partial r_{\gamma} \partial r_{\alpha}}\right)_{0}+2 \sum_{\beta}\left(\frac{-\partial^{3} V_{f}}{\partial r_{\gamma} \partial r_{\alpha} \partial r_{\beta}}\right)_{0} r_{0, \beta}\right] r_{\alpha}\right) \\
& +\sum_{\alpha \beta}\left(\left[\left(\frac{-\partial^{3} V}{\partial r_{\gamma} \partial r_{\alpha} \partial r_{\beta}}\right)_{0}\right] r_{\alpha} r_{\beta}\right) \tag{2.34}
\end{align*}
$$

At the deepest level, the total interaction between atoms in the system is the sum of far field and near field contributions for each atom: $\vec{E}=\vec{E}_{n e a r}+\vec{E}_{f a r}$. The electric field computed by the cell multipole method is then inserted into equation (1.1) to compute the induced dipoles of the system.

## CMMm for Dipolar Systems

The matrix formulation for CMM field terms for dipolar systems is similar to the matrix-based CMM for permanent charge systems in the previous section. The following matrix operations are performed to calculate the CMM electric field for a system of point dipoles:

1. $\mathbf{R}$ is the dipole-to-multipole matrix. The matrix-vector product $\mathbf{R} \vec{\mu}$ converts the charges of the individual atoms into cell multipoles at the deepest level of the tree, where $\vec{\mu}$ is the vector containing all the atom charges.
2. $\mathbf{U}^{(l-1)}$ is the lower-to-upper multipole translation matrix, representing the CMM upward pass. The product $\mathbf{U}^{(l-1)}(\mathbf{R} \vec{\mu})$ converts the level $l$ cell multipoles into level $l-1$ cell multipoles.
3. $\mathbf{T}^{(l-1)}$ is the multipole to Taylor series matrix. The product $\mathbf{T}^{(l-1)}\left(\mathbf{U}^{(l-1)} \mathbf{R} \vec{\mu}\right)$ converts the level $l-1$ cell multipoles into level $l-1$ Taylor series coefficients.
4. $\mathbf{D}^{(l-1)}$ is the upper-to-lower Taylor series translation matrix, representing the CMM downward pass. The product $\mathbf{D}^{(l-1)}\left(\mathbf{T}^{(l-1)} \mathbf{U}^{(l-1)} \mathbf{R} \vec{\mu}\right)$ converts the level $l-1$ Taylor series coefficients into level $l$ Taylor series coefficients.
5. $\mathbf{T}^{(l)}$ is the level $l$ multipole to Taylor series matrix. The product $\mathbf{T}^{(l)}(\mathbf{R} \vec{\mu})$ converts the level $l$ cell multipoles into level $l$ Taylor series coefficients.
6. Adding $\mathbf{D}^{(l-1)} \mathbf{T}^{(l-1)} \mathbf{U}^{(l-1)} \mathbf{R} \vec{\mu}+\mathbf{T}^{(l)} \mathbf{R} \vec{\mu}=\left(\mathbf{U}^{(l-1)} \mathbf{T}^{(l-1)} \mathbf{U}^{(l-1)}+\mathbf{T}^{(l)}\right) \mathbf{R} \vec{\mu}$ combines the component of the far field calculated at level $l-1$ with the component calculated at level $l$.
7. $\mathbf{R}^{\top}$ is the transpose of the charge-to-multipole matrix, which is used to plug the locations of the target atoms into the Taylor series expansions. Thus the far-field component of the electric field can be written as $\vec{E}_{f a r}=$ $\mathbf{R}^{\top}\left(\mathbf{D}^{(l-1)} \mathbf{T}^{(l-1)} \mathbf{U}^{(l-1)}+\mathbf{T}^{(l)}\right) \mathbf{R} \vec{\mu}$.
8. For each additional level of the matrix, the higher level $\mathbf{T}^{(l-1)}$ is replaced with a nested computation of steps 2 through 6 , for example:

$$
\vec{E}_{f a r}=\mathbf{R}^{\top}\left(\mathbf{D}^{(l-1)}\left(\mathbf{D}^{(l-2)} \mathbf{T}^{(l-2)} \mathbf{U}^{(l-2)}+\mathbf{T}^{(l-1)}\right) \mathbf{U}^{(l-1)}+\mathbf{T}^{(l)}\right) \mathbf{R} \vec{\mu}
$$

## Single-level CMMm for Dipolar Systems in One Dimension

We again demonstrate the structure for this system with a 1-D example of 16 atoms, corresponding to 4 cells with 4 atoms per cell. The particle-particle interactions of this system are represented in a $16 \times 16$ matrix $\mathbf{A}$ in this case, where each element $A_{i j}$ is the electrostatic interaction between source atom $j$ and target atom $i$. This can be divided into 4 x 4 blocks where each block $\mathbf{A}_{I J}$ represents the interaction between two cells in the deepest level of the tree structure: source cell $J$ and target cell $I$.

This block matrix is separated into near-field and far-field interactions $\mathbf{A}=$
$\mathbf{A}_{\text {near }}+\mathbf{A}_{\text {far }}$, where the near field of a target atom includes atoms within the same cell and neighboring cells. Thus, the blocks of matrix A that correspond to the near field are the diagonal blocks $\mathbf{A}_{I, I}$ (interactions within the same cell) and the blocks next to the diagonal $\mathbf{A}_{I, I-1}$ and $\mathbf{A}_{I, I+1}$ (interactions with neighboring cells). The interactions within the near field are computed exactly, as in the standard CMM approach.

Now we will focus on a particular block that corresponds to far-field interactions. Block $\mathbf{A}_{1,4}$ represents the far-field interaction between source cell 4 and target cell 1.

$$
E_{1,4}=\left[\begin{array}{cccc}
A_{1,13} & A_{1,14} & A_{1,15} & A_{1,16} \\
A_{2,13} & A_{2,14} & A_{2,15} & A_{2,16} \\
A_{3,13} & A_{3,14} & A_{3,15} & A_{3,16} \\
A_{4,13} & A_{4,14} & A_{4,15} & A_{4,16}
\end{array}\right]\left[\begin{array}{l}
\mu_{13} \\
\mu_{14} \\
\mu_{15} \\
\mu_{16}
\end{array}\right]
$$

The expression for $E$ for an atom $i$ in cell 1 due to all atoms in cell 4 is:

$$
\begin{aligned}
E\left(r_{i}-r_{c_{4}}\right) & =\left(\frac{2}{\left|r_{c_{4}}\right|^{3}}-\frac{6 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} r_{i}+\frac{24}{\left|r_{c_{4}}\right|^{5}} r_{i}^{2}\right) A_{x} \\
& +\left(\frac{-6 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}}+\frac{24}{\left|r_{c_{4}}\right|^{5}} r_{i}-\frac{120 r_{c_{4}}}{\left|r_{c_{4}}\right|^{7}} r_{i}^{2}\right) B_{x x} \\
& +\left(\frac{12}{\left|r_{c_{4}}\right|^{5}}-\frac{60 r_{c_{4}}}{\left|r_{c_{4}}\right|^{7}} r_{i}+\frac{360}{\left|r_{c_{4}}\right|^{7}} r_{i}^{2}\right) C_{x x x} .
\end{aligned}
$$

where $r_{c_{4}}$ is the center of the source cell 4 . This can be rewritten in terms of the
individual particle dipoles $\mu_{j}$ using the definitions of $A, B$, and $C$ :

$$
\begin{aligned}
E\left(r_{i}-r_{c_{4}}\right) & =\left(\frac{2}{\left|r_{c_{4}}\right|^{3}}-\frac{6 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} r_{i}+\frac{24}{\left|r_{c_{4}}\right|^{5}} r_{i}^{2}\right) \sum_{j=13}^{16} \mu_{j} \\
& +\left(\frac{-6 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}}+\frac{24}{\left|r_{c_{4}}\right|^{5}} r_{i}-\frac{120 r_{c_{4}}}{\left|r_{c_{4}}\right|^{7}} r_{i}^{2}\right) \sum_{j=13}^{16} \mu_{j} r_{j} \\
& +\left(\frac{12}{\left|r_{c_{4}}\right|^{5}}-\frac{60 r_{c_{4}}}{\left|r_{c_{4}}\right|^{7}} r_{i}+\frac{36}{\left|r_{c_{4}}\right|^{7}} r_{i}^{2}\right) \sum_{j=13}^{16} \mu_{j} r_{j}^{2} .
\end{aligned}
$$

Then $\mu_{j}$ can be factored out of the equation and it can be written as one summation.

$$
\begin{aligned}
E\left(r_{i}-r_{c_{4}}\right)=\sum_{j=13}^{16} & {\left[\left(\frac{2}{\left|r_{c_{4}}\right|^{3}}-\frac{6 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} r_{i}+\frac{24}{\left|r_{c_{4}}\right|^{5}} r_{i}^{2}\right)\right.} \\
& +\left(\frac{-6 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}}+\frac{24}{\left|r_{c_{4}}\right|^{5}} r_{i}-\frac{120 r_{c_{4}}}{\left|r_{c_{4}}\right|^{7}} r_{i}^{2}\right) r_{j} \\
& \left.+\left(\frac{12}{\left|r_{c_{4}}\right|^{5}}-\frac{60 r_{c_{4}}}{\left|r_{c_{4}}\right|^{\mid}} r_{i}+\frac{36}{\left|r_{c_{4}}\right|^{\mid}} r_{i}^{2}\right) r_{j}^{2}\right] \mu_{j} .
\end{aligned}
$$

Block $\mathbf{A}_{1,4}$ can be decomposed into a product of three matrices in the following way:

$$
\mathbf{A}_{1,4}=\left[\begin{array}{ccc}
1 & r_{1} & r_{1}^{2} \\
1 & r_{2} & r_{2}^{2} \\
1 & r_{3} & r_{3}^{2} \\
1 & r_{4} & r_{4}^{2}
\end{array}\right]\left[\begin{array}{ccc}
\frac{2}{\left|r_{c_{4}}\right|^{3}} & \frac{-6 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} & \frac{12}{\left|r_{c_{4}}\right|^{5}} \\
\frac{-6 r_{c_{4}}}{\left|r_{c_{4}}\right|^{5}} & \frac{24}{\mid r_{c_{4}}{ }^{5}} & \frac{-60 r_{c_{4}}}{\left|r_{c_{4}}\right|^{7}} \\
\frac{24}{\left|r_{c_{4}}\right|^{5}} & \frac{-120 r_{c_{4}}}{\left|r_{c_{4}}\right|^{7}} & \frac{36}{\left|r_{c_{4}}\right|^{7}}
\end{array}\right]\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
r_{13} & r_{14} & r_{15} & r_{16} \\
r_{13}^{2} & r_{14}^{2} & r_{15}^{2} & r_{16}^{2}
\end{array}\right],
$$

or $\mathbf{A}_{1,4}=\mathbf{R}_{1}^{\top} * \mathbf{T}_{4} * \mathbf{R}_{4}$, where $\mathbf{R}$ contains values of $r$ for the atoms in a given cell, $\mathbf{T}_{4}$ is block of the multipole-to-Taylor series matrix corresponding to cell 4 , and $\mathbf{R}_{4}^{\top}$ is the transpose of $\mathbf{R}_{4}$. Each block of $\mathbf{A}$ can be decomposed in a similar manner. $\mathbf{T}_{4}$, or more precisely $r_{c 4}$, depends on the location of the cell center, so
it can be computed once the size of the bounding box for the system is known. In this case, each $\mathbf{R}_{I}$ block is $3 \times 4$, but in general, the number of columns in $\mathbf{R}_{I}$ is the number of atoms in cell $I$.

The block decomposition of $\mathbf{A}_{\text {far }}$ for the four-cell case is:
$\left[\begin{array}{llll}\mathbf{R}_{1}^{\top} & 0 & 0 & 0 \\ 0 & \mathbf{R}_{2}^{\top} & 0 & 0 \\ 0 & 0 & \mathbf{R}_{3}^{\top} & 0 \\ 0 & 0 & 0 & \mathbf{R}_{4}^{\top}\end{array}\right]\left[\begin{array}{llll}0 & 0 & \mathbf{T}_{3} & \mathbf{T}_{4} \\ 0 & 0 & 0 & \mathbf{T}_{4} \\ \mathbf{T}_{1} & 0 & 0 & 0 \\ \mathbf{T}_{1} & \mathbf{T}_{2} & 0 & 0\end{array}\right]\left[\begin{array}{llll}\mathbf{R}_{1} & 0 & 0 & 0 \\ 0 & \mathbf{R}_{2} & 0 & 0 \\ 0 & 0 & \mathbf{R}_{3} & 0 \\ 0 & 0 & 0 & \mathbf{R}_{4}\end{array}\right]$
$=\left[\begin{array}{llll}0 & 0 & \mathbf{R}_{1}^{\top} \mathbf{T}_{3} \mathbf{R}_{3} & \mathbf{R}_{1}^{\top} \mathbf{T}_{4} \mathbf{R}_{4} \\ 0 & 0 & \mathbf{R}_{2}^{\top} \mathbf{T}_{4} \mathbf{R}_{4} \\ \mathbf{R}_{3}^{\top} \mathbf{T}_{1} \mathbf{R}_{1} & 0 & 0 & 0 \\ \mathbf{R}_{4}^{\top} \mathbf{T}_{1} \mathbf{R}_{1} & \mathbf{R}_{4}^{\top} \mathbf{T}_{2} \mathbf{R}_{2} & 0 & 0\end{array}\right]$

The four-cell case involves only one level of the tree structure.

## Hierarchical CMMm for Dipolar Systems in One Dimension

To illustrate the hierarchical algorithm with upward and downward passes, we will now consider a system with 32 atoms, corresponding to 8 cells and four atoms per cell. The multipoles for cell $J$ at the deepest level are found by the
following equation:

$$
\mathbf{R}_{J} \cdot \vec{\mu}_{J}=\left[\begin{array}{c}
A_{J, x} \\
B_{J, x x} \\
C_{J, x x x}
\end{array}\right]
$$

where $\vec{\mu}_{J}$ is the block of the original $\vec{\mu}$ vector corresponding to cell $J$. The entire vector $\vec{\mu}$ is decomposed as:

$$
\vec{\mu}=\left[\begin{array}{c}
\mu_{1} \\
\mu_{2} \\
\mu_{3} \\
\mu_{4} \\
\mu_{5} \\
\mu_{6} \\
\mu_{7} \\
\mu_{8}
\end{array}\right]
$$

The multipoles of higher levels are found by translating and adding child cells, accordingly:

$$
\begin{gathered}
A_{\text {cell }, x}^{(l-1)}=\sum_{k \in \text { children }} A_{k}^{(l)}, \\
B_{\text {cell }, x x}^{(l-1)}=\sum_{k \in \text { children }} B_{k, x x}^{(l)}+A_{k}^{(l)} R_{k} \\
C_{\text {cell,xxx }}^{(l-1)}=\sum_{k \in \text { children }} C_{k, x x x}^{(l)}+2 B_{k}^{(l)} R_{k}+A_{k}^{(l)} R_{k}^{2},
\end{gathered}
$$

where $R_{k}$ is the difference between the center of the higher-level cell to the center of the lower-level cell, $l$ is the lower level, and $l-1$ is the higher level.

The transfer operator for the upward pass from level $l$ to upper level $l-1$, $\mathbf{U}_{J}^{(l-1)}$ can be written as follows, where $J$ is the index of the parent cell at level $l-1$ :

$$
\mathbf{U}_{J}^{(l-1)}=\left[\begin{array}{cccccc}
1 & 0 & 0 & 1 & 0 & 0 \\
\vec{R}_{2 J-1} & 1 & 0 & \vec{R}_{2 J} & 1 & 0 \\
\vec{R}_{2 J-1}^{2} & 2 \vec{R}_{2 J-1} & 1 & \vec{R}_{2 J}^{2} & 2 \vec{R}_{2 J} & 1
\end{array}\right]
$$

$\mathbf{U}_{J}^{(l-1)}$ operates in the following manner:

$$
\mathbf{U}_{J}^{(l-1)} \cdot\left[\begin{array}{c}
A_{2 J-1, x}^{l} \\
B_{2 J-1, x x}^{l} \\
C_{2 J-1, x x x}^{l} \\
A_{2 J, x}^{l} \\
B_{2 J, x x}^{l} \\
C_{2 J, x x x}^{l}
\end{array}\right]=\left[\begin{array}{c}
A_{J, x}^{l-1} \\
B_{J, x x}^{l-1} \\
C_{J, x x x}^{l-1}
\end{array}\right] .
$$

The entire matrix $\mathbf{U}^{(l-1)}$ is composed of the individual $\mathbf{U}_{J}^{(l-1)}$ blocks:

$$
\mathbf{U}^{(l-1)}=\left[\begin{array}{cccc}
\mathbf{U}_{1}^{(l-1)} & 0 & 0 & 0 \\
0 & \mathbf{U}_{2}^{(l-1)} & 0 & 0 \\
0 & 0 & \mathbf{U}_{3}^{(l-1)} & 0 \\
0 & 0 & 0 & \mathbf{U}_{4}^{(l-1)}
\end{array}\right]
$$

At the highest level with far field contributions (level 2), the multipole-to-

Taylor matrix is given as:

$$
\mathbf{T}^{(2)}=\left[\begin{array}{llll}
0 & 0 & \mathbf{T}_{3}^{(2)} & \mathbf{T}_{4}^{(2)}  \tag{2.35}\\
0 & 0 & 0 & \mathbf{T}_{4}^{(2)} \\
\mathbf{T}_{1}^{(2)} & 0 & 0 & 0 \\
\mathbf{T}_{1}^{(2)} & \mathbf{T}_{2}^{(2)} & 0 & 0
\end{array}\right]
$$

The lower-level (level 3) multipole-to-Taylor matrix computes the interactions that were not accounted for by the parent cells at level 2 .

$$
\mathbf{T}^{(3)}=\left[\begin{array}{llllllll}
0 & 0 & \mathbf{T}_{3}^{(3)} & \mathbf{T}_{4}^{(3)} & 0 & 0 & 0 & 0  \tag{2.36}\\
0 & 0 & 0 & \mathbf{T}_{4}^{(3)} & 0 & 0 & 0 & 0 \\
\mathbf{T}_{1}^{(3)} & 0 & 0 & 0 & \mathbf{T}_{5}^{(3)} & \mathbf{T}_{6}^{(3)} & 0 & 0 \\
\mathbf{T}_{1}^{(3)} & \mathbf{T}_{2}^{(3)} & 0 & 0 & 0 & \mathbf{T}_{6}^{(3)} & 0 & 0 \\
0 & 0 & \mathbf{T}_{3}^{(3)} & 0 & 0 & 0 & \mathbf{T}_{7}^{(3)} & \mathbf{T}_{8}^{(3)} \\
0 & 0 & \mathbf{T}_{3}^{(3)} & \mathbf{T}_{4}^{(3)} & 0 & 0 & 0 & \mathbf{T}_{8}^{(3)} \\
0 & 0 & 0 & 0 & \mathbf{T}_{5}^{(3)} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \mathbf{T}_{5}^{(3)} & \mathbf{T}_{6}^{(3)} & 0 & 0
\end{array}\right]
$$

In the downward pass, the Taylor series for the electric field is shifted from parent cells to child cells:

$$
E_{A_{0}}^{T}\left(r+r_{0}\right)=E^{(0)}+E^{(1)}\left(r+r_{0}\right)+E^{(2)}\left(r+r_{0}\right)^{2}
$$

Rearranging terms, the expression can be written as a polynomial in $\vec{r}$ :

$$
\begin{aligned}
E_{A_{0}}^{T}\left(r+r_{0}\right) & =\left(E^{(0)}+E^{(1)} r_{0}+E^{(2)} r_{0}^{2}\right) \\
& +\left(E^{(1)}+2 E^{(2)} r_{0}\right) r \\
& +E^{(2)} r^{2}
\end{aligned}
$$

The coefficients on the powers of $\vec{r}$ can be stored in a matrix-vector product in the following way:

$$
\left[\begin{array}{ccc}
1 & r_{0} & r_{0}^{2} \\
0 & 1 & 2 r_{0} \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
E^{(0)} \\
E^{(1)} \\
E^{(2)}
\end{array}\right]=\left[\begin{array}{c}
E^{(0)}+E^{(1)} r_{0}+E^{(2)} r_{0}^{2} \\
E^{(1)} r_{0}+2 E^{(2)} r_{0} \\
E^{(2)}
\end{array}\right]
$$

The matrix on the left is denoted $\mathbf{D}_{j}^{(l-1)}$, where $l$ is the level of the child cells, and $j$ refers to a particular child cell. The entire matrix $\mathbf{D}^{(l-1)}$ can be written in the following block form:

$$
\mathbf{D}^{(2)}=\left[\begin{array}{cccc}
\mathbf{D}_{1}^{(2)} & 0 & 0 & 0 \\
\mathbf{D}_{2}^{(2)} & 0 & 0 & 0 \\
0 & \mathbf{D}_{3}^{(2)} & 0 & 0 \\
0 & \mathbf{D}_{4}^{(2)} & 0 & 0 \\
0 & 0 & \mathbf{D}_{5}^{(2)} & 0 \\
0 & 0 & \mathbf{D}_{6}^{(2)} & 0 \\
0 & 0 & 0 & \mathbf{D}_{7}^{(2)} \\
0 & 0 & 0 & \mathbf{D}_{8}^{(2)}
\end{array}\right]
$$

## Hierarchical CMMm for Dipolar Systems in Three Dimensions

We can now imagine the system to be contained in a three-dimensional cubic box. For simplicity, we will assume that the number of cells $n_{c}$ in the system is a perfect cube (the system is $\sqrt[3]{n_{c}} \times \sqrt[3]{n_{c}} \times \sqrt[3]{n_{c}}$ ). We will further assume that $\sqrt[3]{n_{c}}$ is a power of 2 , so that the child cells will be evenly divided into parent cells at each step of the upward and downward passes. Thus, the number of cells at level $l$ of the system is $n_{c}^{(l)}=8^{l}$.

Indexing cells. In three dimensions, it is not as easy to visualize the matrix elements. These matrices remain sparse, but their structures are much more complex. The way in which the cells are indexed plays a larger role in the efficiency of implementation. There are many ways to index the cells. Here, each cell is given an index number $\langle i, j, k\rangle$ starting with $<1,1,1\rangle$ at one corner of the 3 -D box and counting in the $x, y$, and $z$ directions respectively. The following would be the simplest ordering of the cells in the case of a system of 512 total cells: $\langle 1,1,1\rangle,\langle 1,1,2\rangle,\langle 1,1,3\rangle,\langle 1,1,4\rangle,\langle 1,1,5\rangle,\langle 1,1,6\rangle,\langle 1,1,7\rangle$, $<1,1,8>,<1,2,1>,<1,2,2>,<1,2,3>,<1,2,4>, \ldots<1,8,7>$, $<1,8,8\rangle,\langle 2,1,1\rangle,\langle 2,1,2\rangle, \ldots,\langle 8,8,7\rangle,\langle 8,8,8\rangle$. This ordering was chosen for ease of determining which cell each atom belongs in. Further formulation in the ordering of atoms to represent nearby cells in the hierarchy will increase the efficiency of the data structure and enhance parallelizability. The
child cells of cell $\langle i, j, k>$ at level $l$ are the following 8 cells at level $l+1$ : $<(2 i-1),(2 j-1),(2 k-1)>,<(2 i-1),(2 j-1), 2 k>,<(2 i-1), 2 j,(2 k-1)>$, $<(2 i-1), 2 j, 2 k>,<2 i,(2 j-1),(2 k-1)>,<2 i,(2 j-1), 2 k>,<2 i, 2 j,(2 k-1)>$, and $<2 i, 2 j, 2 k>$.

Upward Pass. The dimensions of the vector representing the cell multipoles of a cell $I$ correspond to the following:

In 1-D, the vector is $3 \times 1$ : $\left[A_{I, x}, B_{I, x x}, C_{I, x x x}\right]^{\top}$.
In 2-D, the vector is $14 \times 1:\left[A_{I, x}, A_{I, y}, B_{I, x x}, B_{I, x y}, B_{I, y x}, B_{I, y y}, C_{I, x x x}\right.$, $\left.C_{I, x x y}, C_{I, x y x}, C_{I, x y y}, C_{I, y x x}, C_{I, y x y}, C_{I, y y x}, C_{I, y y y}\right]^{\top}$.

In 3-D case, the vector is $39 \times 1$ : $\left[A_{I, x}, A_{I, y}, A_{I, z}, B_{I, x x}, B_{I, x y}, B_{I, x z}, B_{I, y x}\right.$, $B_{I, y y}, B_{I, y z}, B_{I, z x}, B_{I, z y}, B_{I, z z}, C_{I, x x x}, C_{I, x x y}, C_{I, x x z}, C_{I, x y x}, C_{I, x y y}, C_{I, x y z}, C_{I, x z x}$, $C_{I, x z y}, C_{I, x z z}, C_{I, y x x}, C_{I, y x y}, C_{I, y x z}, C_{I, y y x}, C_{I, y y y}, C_{I, y y z}, C_{I, y z x}, C_{I, y z y}, C_{I, y z z}, C_{I, z x x}$, $\left.C_{I, z x y}, C_{I, z x z}, C_{I, z y x}, C_{I, z y y}, C_{I, z y z}, C_{I, z z x}, C_{I, z z y}, C_{I, z z z}\right]^{\top}$.

This vector does not appear explicitly in the CMM matrix decomposition, but is implicitly present as the product $\mathbf{R} \vec{\mu}$, where $\vec{\mu}$ is the initial vector containing the dipoles of all atoms in the system:

$$
\vec{\mu}=\left[\begin{array}{c}
\vec{\mu}_{1} \\
\vec{\mu}_{2} \\
\vdots \\
\vec{\mu}_{n}
\end{array}\right]
$$

and $\vec{\mu}_{i}=\left[\mu_{i, x}, \mu_{i, y}, \mu_{i, z}\right]^{\top}$ is the point dipole of atom $i$. Like the one-dimensional
version of the method, the dipole-to-multipole matrix $\mathbf{R}$ has one block per cell at the deepest level. Thus, the matrix $\mathbf{R}$ is $39 n_{c} \times 3 n$, where $n_{c}$ is the number of cells and $n$ is the number of atoms. Assuming four atoms per cell, block $\mathbf{R}_{1}$ of $\mathbf{R}$ has this structure:

where $r_{i \alpha}$ is the $\alpha$-component of the position of particle $i(\alpha=x, y$, or $z)$. Cell $<1,1,1>$ was chosen as an example to simplify the subscripts on the matrix
elements, but all subblocks of $\mathbf{R}$ have the same structure. The first three rows of $\mathbf{R}_{1}$ are used to compute the $A_{\alpha}$ multipoles, rows 4-12 correspond to the $B_{\alpha \beta}$ multipoles, and rows 13-39 correspond to the $C_{\alpha \beta \gamma}$ multipoles.

The sparse matrix $\mathbf{U}^{(l-1)}$ that translates the level $l$ (child) multipoles to level $l-1$ (parent) multipoles is $\left(39 n_{c}^{(l-1)}\right) \times\left(39 n_{c}^{(l)}\right)$, where $n_{c}^{(l)}$ is the number of cells at level $l$ and $n_{c}^{(l-1)}=\frac{n_{c}^{(l)}}{8}$. Since the rows of $\mathbf{U}^{(l-1)}$ correspond to the parent cells at level $l-1$, we can simplify the notation for the elements of the matrix $\mathbf{U}^{(l-1)}$ by denoting $p_{<i, j, k>}^{(l-1)}=39(k-1)+39\left(n_{c}^{(l-1)}\right)^{1 / 3}(j-1)+39\left(n_{c}^{(l-1)}\right)^{2 / 3}(i-1)$. This is a row index referring to the section of $\mathbf{U}^{(l-1)}$ that corresponds to cell $<i, j, k>$. Similarly, the columns of $\mathbf{U}^{(l-1)}$ correspond to the child cells at level $l$. Therefore, the following column indices correspond to the 8 level $l$ child cells of the level $l-1$
parent cell $<i, j, k>$ :

$$
\begin{align*}
& c_{<i, j, k>}^{(l, 1)}=39(2 k-2)+39\left(n_{c}^{(l-1)}\right)^{1 / 3}(2 j-2)+39\left(n_{c}^{(l-1)}\right)^{2 / 3}(2 i-2) \\
& c_{<i, j, k>}^{(l, 2)}=39(2 k-2)+39\left(n_{c}^{(l-1)}\right)^{1 / 3}(2 j-2)+39\left(n_{c}^{(l-1)}\right)^{2 / 3}(2 i-1) \\
& c_{<i, j, k>}^{(l, 3)}=39(2 k-2)+39\left(n_{c}^{(l-1)}\right)^{1 / 3}(2 j-1)+39\left(n_{c}^{(l-1)}\right)^{2 / 3}(2 i-2) \\
& c_{<i, j, k>}^{(l, 4)}=39(2 k-2)+39\left(n_{c}^{(l-1)}\right)^{1 / 3}(2 j-1)+39\left(n_{c}^{(l-1)}\right)^{2 / 3}(2 i-1)  \tag{2.37}\\
& c_{<i, j, k>}^{(l, 5)}=39(2 k-1)+39\left(n_{c}^{(l-1)}\right)^{1 / 3}(2 j-2)+39\left(n_{c}^{(l-1)}\right)^{2 / 3}(2 i-2) \\
& c_{<i, j, k>}^{(l, 6)}=39(2 k-1)+39\left(n_{c}^{(l-1)}\right)^{1 / 3}(2 j-2)+39\left(n_{c}^{(l-1)}\right)^{2 / 3}(2 i-1) \\
& c_{<i, j, k>}^{(l, 7)}=39(2 k-1)+39\left(n_{c}^{(l-1)}\right)^{1 / 3}(2 j-1)+39\left(n_{c}^{(l-1)}\right)^{2 / 3}(2 i-2) \\
& c_{<i, j, k>}^{(l, 8)}=39(2 k-1)+39\left(n_{c}^{(l-1)}\right)^{1 / 3}(2 j-1)+39\left(n_{c}^{(l-1)}\right)^{2 / 3}(2 i-1)
\end{align*}
$$

The nonzero elements of $\mathbf{U}^{(l-1)}$ are defined using these indices. Using equation 2.29, lower multipoles are translated to upper multipoles. The matrix elements used to compute the parent cell multipoles $A_{<i, j, k>, x}^{(l-1)}, A_{<i, j, k>, y}^{(l-1)}$ and $A_{<i, j, k>, z}^{(l-1)}$ are as follows:

$$
\begin{align*}
& \left.\mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}\right.}^{(l-1)}+1\right],\left[c_{<i, j, k>}^{(l, m)}+1\right]
\end{align*}=1 .
$$

where $m=1,2, \ldots 8$.
These elements are multiplied by the multipole moments of the child cells to generate the parent cell multipole moments. For the parent cell quadrupole terms $B_{<i, j, k>, \alpha \beta}^{(l-1)}$, there are two matrix elements corresponding to each $\alpha \beta$ pair:

$$
\begin{aligned}
& B_{<i, j, k>, x x}^{(l-1)}: \quad \mathbf{U}_{\left[\begin{array}{l}
(l-1, j, k> \\
(l-1) \\
(l-1) \\
(l)
\end{array}\right],\left[c_{<i, j, k>}^{(l, m)}+1\right]}^{(l)}=R_{<i, j, k>, x}^{(l, m)} \\
& \left.\left.\mathbf{U}_{\left[p_{<i, j, k\rangle}^{(l-1)}(l-1)\right.}^{(l-1)}+4\right],\left[c_{<i, j, k>}^{(l, m)}+4\right]\right]=1 \\
& \left.B_{<i, j, k>, x y}^{(l-1)}: \quad \mathbf{U}_{\left[p_{<i, j, k\rangle}^{(l-1)}(l-1)\right.}^{(l-1)}+5\right],\left[c_{<i, j, k>}^{(l, m)}+1\right] \quad=R_{<i, j, k>, y}^{(l, m)} \\
& \left.\left.\mathbf{U}_{\left[p_{\langle i, j, k\rangle}^{(l-1)}\right.}^{(l-1)}+5\right],\left[c_{<i, j, k\rangle}^{(l, m)}+5\right]\right)=1 \\
& B_{<i, j, k>, x z}^{(l-1)}: \quad \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+6\right],\left[c_{<i, j, k>}^{(l-1)}+1\right]}^{(l, m)}=R_{<i, j, k>, z}^{(l, m)} \\
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+6\right],\left[c_{<i, j, k>}^{(l,-1)}+6\right]}^{(l, i)}=1 \\
& \left.\left.B_{<i, j, k>, y x}^{(l-1)}: \quad \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}(l)\right.}^{(l-1)}+7\right],\left[c_{<i, j, k>}^{(l, m)}+2\right]\right]=R_{<i, j, k>, x}^{(l, m)} \\
& \left.\mathbf{U}_{\left[p_{\langle i, j, k>}^{(l-1)}\right.}^{(l-1)}+7\right],\left[c_{<i, j, k>}^{(l, m)}+7\right][1
\end{aligned}
$$

$$
\begin{aligned}
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+8\right],\left[c_{<i, i, k>}^{(l-1)}+8\right]}^{(l, m)}+1 \\
& \left.B_{<i, j, k>, y z}^{(l-1)}: \quad \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}\right.}^{(l-1)}+9\right],\left[c_{<i, j, k>}^{(l, m)}+2\right]=R_{<i, j, k>, z}^{(l, m)} \\
& \left.\mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}(l-1)\right.}^{(l-1)}+9\right],\left[c_{<i, i, k>}^{(l, m)}+9\right] . \\
& B_{<i, j, k>, z x}^{(l-1)}: \quad \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+10\right],\left[c_{<i, j, k>}^{(l-1)}+3\right]}^{(l, m)}=R_{<i, j, k>, x}^{(l, m)} \\
& \left.\left.\mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}\right.}^{(l-1)}+10\right],\left[c_{<i, j, k>}^{(l, i, m)}+10\right]\right)=1 \\
& \left.\left.B_{<i, j, k>, z y}^{(l-1)}: \quad \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}(l)\right.}^{(l-1)}+11\right],\left[c_{<i, j, k>}^{(l, m)}+3\right]\right)=R_{<i, j, k>, y}^{(l, m)} \\
& \left.\left.\mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}\right.}^{(l-1)}+11\right],\left[c_{<i, j, k>}^{(l, m)}+11\right]\right]=1 \\
& B_{\langle i, j, k>, z z}^{(l-1)}: \quad \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}(l-12],\left[c_{<i, j, k>}^{(l-1)}+3\right]\right.}^{(l, m)}=R_{\langle i, j, k>, z}^{(l, m)} \\
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+12\right],\left[c_{<i, j, k>}^{(l, m)}+12\right]}^{(l-1)}=1
\end{aligned}
$$

where $m=1,2, \ldots, 8$, and $R_{<i, j, k\rangle}^{(l, m)}$ is the vector from the parent cell to the $m$ th child cell. The value of $R_{<i, j, k>}^{(l, m)}$ is a property of the size of the cells and depends only on $l$ and $m$, so it only needs to be computed once per level for each value of $m$.

For the parent cell octopole terms $C_{<i, j, k>, \alpha \beta \gamma}^{(l-1)}$, there are four matrix elements for each choice of $\alpha \beta \gamma$, or only three elements when $\beta=\gamma$. These matrix
elements are as follows:

$$
\begin{align*}
& C_{<i, j, k>, x x x}^{(l-1)}: \quad \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+13\right]}^{(l-1)},\left[c_{<i, j, k>}^{(l, m)}+1\right] . \\
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+13\right],\left[c_{<i, j, k>}^{(l, m)}+4\right]}^{(l-1)}=2 R_{<i, j, k>, x}^{(l, m)} \\
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+13\right],\left[c_{<i, j, k>}^{(l-1)}+13\right]}^{(l, m)}=1 \\
& C_{<i, j, k>, x x y}^{(l-1)}: \quad \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+14\right]}^{(l-1)},\left[c_{<i, j, k>}^{(l, m)}+1\right] . \\
& \left.\mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+14\right]}^{(l-1)}\left[c_{<i, j, k>}^{(l, m)}+4\right]\right)=R_{<i, j, k>, y}^{(l, m)} \\
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+14\right]}^{(l-1)},\left[c_{<i, j, k>}^{(l, m)}+5\right]\left[R_{<i, j, k>, x}^{(l, m)}\right. \\
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+14\right],\left[c_{<i, j, k>}^{(l, m)}+14\right]}^{(l-1)}=1 \\
& C_{<i, j, k>, x x z}^{(l-1)}: \quad \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+15\right],\left[c_{<i, j, k>}^{(l, m)}+1\right]}^{(l-1)}=R_{<i, j, k>, x}^{(l, m)} R_{<i, j, k>, z}^{(l, m)} \\
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+15\right]}^{(l-1)},\left[c_{<i, j, k>}^{(l, m)}+4\right]=R_{<i, j, k>, z}^{(l, m)} \\
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+15\right],\left[c_{<i, j, k>}^{(l-1)}+6\right]}^{l(l)}=R_{<i, j, k>, x}^{(l, m)} \\
& \left.\mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+15\right]}^{(l-1)}\left[c_{<i, j, k>}^{(l, m)}+15\right]\right)=1 \\
& C_{<i, j, k>, x y x}^{(l-1)}: \quad \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+16\right],\left[c_{<i, j, k>}^{(l, m)}+1\right]}^{(l-1)}=R_{<i, j, k>, x}^{(l, m)} R_{<i, j, k>, z}^{(l, m)}  \tag{2.40}\\
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+16\right],\left[c_{<i, j, k>}^{(l-1)}+5\right]}^{l(l)}=R_{<i, j, k>, x}^{(l, m)} \\
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+16\right],\left[c_{<i, j, k>}^{(l, m)}+4\right]}^{(l-1)}=R_{<i, j, k>, y}^{(l, m)} \\
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+16\right],\left[c_{<i, j, k\rangle}^{(l, m)}+16\right]}^{(l-1)}=1 \\
& \vdots \quad \vdots \\
& C_{<i, j, k>, z z y}^{(l-1)}: \quad \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+38\right],\left[c_{<i, j, k>}^{(l, m)}+3\right]}^{(l-1)}=R_{<i, j, k>, z}^{(l, m)} R_{<i, j, k>, y}^{(l, m)} \\
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+38\right],\left[c_{<i, j, k>}^{(l, m)}+12\right]}^{(l-1)}=R_{<i, j, k>, y}^{(l, m)} \\
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+38\right],\left[c_{<i, j, k>}^{(l, m)}+11\right]}^{(l-1)}=R_{<i, j, k>, z}^{(l, m)} \\
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+38\right],\left[c_{<i, j, k>}^{(l, m)}+38\right]}^{(l-1)}=1 \\
& C_{<i, j, k>, z z z}^{(l-1)}: \quad \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+39\right],\left[c_{<i, j, k>}^{(l, m)}+3\right]}^{(l-1)}=R_{<i, j, k>, z}^{(l, m)} R_{<i, j, k>, z}^{(l, m)} \\
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+39\right]}^{(l-1)},\left[c_{<i, j, k>}^{(l, m)}+12\right]=2 R_{<i, j, k>, z}^{(l, m)} \\
& \mathbf{U}_{\left[p_{<i, j, k>}^{(l-1)}+39\right],\left[c_{<i, j, k>}^{(l, m)}+39\right]}^{(l-1)}=1
\end{align*}
$$

where $m=1,2, \ldots, 8$.

The sparsity of this matrix can be examined by comparing the number of nonzero elements to the entire size of the matrix. This will give the percentage of elements that need to be stored. The sum of children multipole moments for a given parent cell yields 960 nonzero elements in $\mathbf{U}^{(l-1)}$. Since there are $8^{l-1}$ parent cells at level $l-1, \mathbf{U}^{(l-1)}$ has a total of $960 \cdot 8^{l-1}$ nonzero elements. With a total of $\left(39 \cdot 8^{l-1}\right) \times\left(39 \cdot 8^{l}\right)=1521 \cdot 8^{2 l-1}$ elements in $\mathbf{U}^{(l-1)}$, the proportion of nonzero elements in the matrix is $\frac{320}{507 \cdot 8^{l}}$. Therefore as the size of the system increases, the matrices become substantially more sparse.

Conversion from multipole to Taylor expansion. Each subblock of the multipole to Taylor series matrix $\mathbf{T}_{f}^{(l-1)}$ is $39 \times 39$, and corresponds to a cell $f$ at level $l-1$. Each row represents one Taylor series coefficient and each column represents the contribution to the Taylor series coefficient by one multipole moment. Each term of the multipole expansion is expanded in terms of $\vec{r}$. The first row of the block $\mathbf{T}_{f}^{(l-1)}$ is then the sum of these constant terms. Subsequently, each row represents a Taylor coefficient. An example of this is given below:

$$
\begin{equation*}
\left(\frac{\partial V_{f}^{A}}{\partial r_{x}}\right)_{0}=\left(\frac{1}{r_{f}^{3}}-\frac{3 r_{f, x}^{2}}{r_{f}^{5}}\right) A_{x}+\left(-\frac{3 r_{f, x} r_{f, y}}{r_{f}^{5}}\right) A_{y}+\left(-\frac{3 r_{f, x} r_{f, z}}{r_{f}^{5}}\right) A_{z} \tag{2.41}
\end{equation*}
$$

$$
\begin{align*}
& \left(\frac{\partial V_{f}^{B}}{\partial r_{x}}\right)_{0}=\left(\frac{15 r_{f, x}^{3}}{r_{f}^{7}}+\frac{-9 r_{f, x}}{r_{f}^{5}}\right) B_{x x}+\left(\frac{15 r_{f, x}^{2} r_{f, y}}{r_{f}^{7}}+\frac{-3 r_{f, y}}{r_{f}^{5}}\right) B_{x y} \\
& +\left(\frac{15 r_{f, x}^{2} r_{f, z}}{r_{f}^{7}}+\frac{-3 r_{f, z}}{r_{f}^{5}}\right) B_{x z}+\left(\frac{15 r_{f, x}^{2} r_{f, y}}{r_{f}^{7}}+\frac{-3 r_{f, y}}{r_{f}^{5}}\right) B_{y x} \\
& +\left(\frac{15 r_{f, x} r_{f, y}^{2}}{r_{f}^{7}}+\frac{-3 r_{f, x}}{r_{f}^{5}}\right) B_{y y}+\left(\frac{15 r_{f, x} r_{f, y} r_{f, z}}{r_{f}^{7}}\right) B_{y z}  \tag{2.42}\\
& +\left(\frac{15 r_{f, x}^{2} r_{f, z}}{r_{f}^{7}}+\frac{-3 r_{f, z}}{r_{f}^{5}}\right) B_{z x}+\left(\frac{15 r_{f, x} r_{f, y} r_{f, z}}{r_{f}^{7}}\right) B_{z y} \\
& +\left(\frac{15 r_{f, x} r_{f, z}^{2}}{r_{f}^{7}}+\frac{-3 r_{f, x}}{r_{f}^{5}}\right) B_{z z} \\
& \left(\frac{\partial V_{f}^{C}}{\partial r_{x}}\right)_{0}=\left(\frac{-9}{2 r_{f}^{5}}+\frac{90 r_{f, x}^{2}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{4}}{r_{f}^{9}}\right) C_{x x x}+\left(\frac{45 r_{f, x} r_{f, y}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{3} r_{f, y}}{r_{f}^{9}}\right) C_{x x y} \\
& +\left(\frac{45 r_{f, x} r_{f, z}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{3} r_{f, z}}{r_{f}^{9}}\right) C_{x x z}+\left(\frac{45 r_{f, x} r_{f, y}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{3} r_{f, y}}{r_{f}^{9}}\right) C_{x y x} \\
& +\left(\frac{-9}{2 r_{f}^{5}}+\frac{15 r_{f, x}^{2}+15 r_{f, y}^{2}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{2} r_{f, y}^{2}}{r_{f}^{9}}\right) C_{x y y} \\
& +\left(\frac{15 r_{f, y} r_{f, z}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{2} r_{f, y} r_{f, z}}{r_{f}^{9}}\right) C_{x y z}+\left(\frac{45 r_{f, x} r_{f, z}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{3} r_{f, z}}{r_{f}^{9}}\right) C_{x z x} \\
& +\left(\frac{15 r_{f, y} r_{f, z}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{2} r_{f, y} r_{f, z}}{r_{f}^{9}}\right) C_{x z y}+\left(\frac{-9}{2 r_{f}^{5}}+\frac{15 r_{f, x}^{2}+15 r_{f, z}^{2}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{2} r_{f, z}^{2}}{r_{f}^{9}}\right) C_{x z z} \\
& +\left(\frac{30 r_{f, x} r_{f, y}}{2 r_{f}^{7}}+\frac{-105 r_{f,}^{3} r_{f, y}}{r_{f}^{9}}\right) C_{y x x}+\left(\frac{-9}{2 r_{f}^{5}}+\frac{15 r_{f, x}^{2}+15 r_{f, y}^{2}}{2 r_{f}^{7}}+\frac{-105 r_{f,}^{2} x_{f, y}^{2}}{r_{f}^{9}}\right) C_{y x y} \\
& +\left(\frac{15 r_{f, y} r_{f, z}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{2} r_{f, y} r_{f, z}}{r_{f}^{9}}\right) C_{y x z}+\left(\frac{-9}{2 r_{f}^{5}}+\frac{15 r_{f, x}^{2}+15 r_{f, y}^{2}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{2} r_{f, y}^{2}}{r_{f}^{9}}\right) C_{y y x} \\
& +\left(45 r_{f, x} r_{f, y}+\frac{-105 r_{f, x} r_{f, y}^{3}}{r_{f}^{9}}\right) C_{y y y}+\left(\frac{15 r_{f, x} r_{f, z}}{2 r_{f}^{7}}+\frac{-105 r_{f, x} r_{f, y}^{2} r_{f, z}}{r_{f}^{9}}\right) C_{y y z} \\
& +\left(\frac{15 r_{f, y} r_{f, z}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{2} r_{f, y} r_{f, z}}{r_{f}^{9}}\right) C_{y z x}+\left(\frac{15 r_{f, x} r_{f, z}}{2 r_{f}^{7}}+\frac{-105 r_{f, x} r_{f, y}^{2} r_{f, z}}{r_{f}^{9}}\right) C_{y z y} \\
& +\left(\frac{15 r_{f, x} r_{f, y}}{2 r_{f}^{7}}+\frac{-105 r_{f, x} r_{f, y} r_{f, z}^{2}}{r_{f}^{9}}\right) C_{y z z}+\left(\frac{45 r_{f, x} r_{f, z}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{3} r_{f, z}}{r_{f}^{9}}\right) C_{z x x} \\
& +\left(\frac{15 r_{f, y} r_{f, z}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{2} r_{f, y} r_{f, z}}{r_{f}^{9}}\right) C_{z x y}+\left(\frac{-9}{2 r_{f}^{5}}+\frac{15 r_{f, x}^{2}+15 r_{f, z}^{2}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{2} r_{f, z}^{2}}{r_{f}^{9}}\right) C_{z x z} \\
& +\left(\frac{15 r_{f, y} r_{f, z}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{2} r_{f, y} r_{f, z}}{r_{f}^{9}}\right) C_{z y x}+\left(\frac{15 r_{f, x} r_{f, z}}{2 r_{f}^{7}}+\frac{-105 r_{f, x} r_{f, y}^{2} r_{f, z}}{r_{f}^{9}}\right) C_{z y y} \\
& +\left(\frac{15 r_{f, x} r_{f, y}}{2 r_{f}^{7}}+\frac{-105 r_{f, x} r_{f, y} r_{f, z}^{2}}{r_{f}^{9}}\right) C_{z y z}+\left(\frac{-9}{2 r_{f}^{5}}+\frac{15 r_{f, z}^{2}}{2 r_{f}^{7}}+\frac{-105 r_{f, x}^{2} r_{f, z}^{2}}{r_{f}^{9}}\right) C_{z z x} \\
& +\left(\frac{15 r_{f, x} r_{f, y}}{2 r_{f}^{7}}+\frac{-105 r_{f, x} r_{f, y} r_{f, z}^{2}}{r_{f}^{9}}\right) C_{z z y}+\left(\frac{45 r_{f, x} r_{f, z}}{2 r_{f}^{7}}+\frac{-105 r_{f, x} r_{f, z}^{3}}{r_{f}^{9}}\right) C_{z z z} \tag{2.43}
\end{align*}
$$

The elements in the first row of $\mathbf{T}_{f}^{(l-1)}$ are the 39 coefficients on the multipole components in the expressions for $\left(\frac{\partial V_{f}^{A}}{\partial r_{x}}\right)_{0},\left(\frac{\partial V_{f}^{B}}{\partial r_{x}}\right)_{0}$, and $\left(\frac{\partial V_{f}^{C}}{\partial r_{x}}\right)_{0}$. The other rows of $\mathbf{T}_{f}^{(l-1)}$ are defined similarly. The equations for $\left(\frac{\partial V_{f}^{B}}{\partial r_{x}}\right)_{0}$, and $\left(\frac{\partial V_{f}^{C}}{\partial r_{x}}\right)_{0}$ are given in the appendix.

Downward pass. The matrix $\mathbf{D}^{(l-1)}$ representing the downward pass is defined in a similar way to the one-dimensional case. Equation (2.34) gives $E_{f, \gamma}^{T}(\vec{r}+$ $\vec{r}_{0}$ ) as a polynomial in $r_{x}, r_{y}$, and $r_{z}$. For a given $\gamma$, the coefficients on the powers of $r_{x}, r_{y}$, and $r_{z}$ can be stored in a matrix-vector product. The terms involving $\vec{r}_{0}$ are stored in the matrix block $\mathbf{D}_{<i, j, k>, m, \gamma}^{(l-1)}$, where $l$ is the level of the child cells,
and $m=1, \ldots, 8$ refers to a particular child cell of parent cell $\langle i, j, k\rangle$.

$$
\left[\begin{array}{ccc}
1 & 0 & 0  \tag{2.44}\\
r_{0, x} & 1 & 0 \\
r_{0, y} & 1 & 0 \\
r_{0, z} & 1 & 0 \\
r_{0, x}^{2} & 2 r_{0, x} & r_{0, x}^{2} \\
r_{0, x} r_{0, y} & 2 r_{0, y} & r_{0, x} r_{0, y} \\
r_{0, x} r_{0, z} & 2 r_{0, z} & r_{0, x} r_{0, z} \\
r_{0, y} r_{0, x} & 2 r_{0, x} & r_{0, y} r_{0, x} \\
r_{0, y}^{2} & 2 r_{0, y} & r_{0, y}^{2} \\
r_{0, y} r_{0, z} & 2 r_{0, z} & r_{0, y} r_{0, z} \\
r_{0, z} r_{0, x} & 2 r_{0, x} & r_{0, z} r_{0, x} \\
r_{0, z} r_{0, y} & 2 r_{0, y} & r_{0, z} r_{0, y} \\
r_{0, z}^{2} & 2 r_{0, z} & r_{0, z}^{2}
\end{array}\right]
$$

This gives a $3 \times 1$ matrix of the coefficients for $E_{f, \gamma}^{T}\left(\vec{r}+\vec{r}_{0}\right)$ when it is multiplied
by the vector $\vec{t}_{f, \gamma}$ of Taylor series coefficients for cell $f$ :

$$
\vec{t}_{f, \gamma}=\left[\begin{array}{c}
\left(\frac{-\partial V_{f}}{\partial r_{\gamma}}\right)_{0}  \tag{2.45}\\
\left(\frac{-\partial^{2} V_{f}}{\partial r_{\gamma} \partial r_{x}}\right)_{0} \\
\left(\frac{-\partial^{2} V_{f}}{\partial r_{\gamma} \partial r_{y}}\right)_{0} \\
\left(\frac{-\partial^{2} V_{f}}{\partial r_{\gamma} \partial r_{z}}\right)_{0} \\
\left(\frac{-\partial^{3} V_{f}}{\partial r_{\gamma} \partial r_{x} \partial r_{x}}\right)_{0} \\
\left(\frac{-\partial^{3} V_{f}}{\partial r_{\gamma} \partial r_{x} \partial r_{y}}\right)_{0} \\
\left(\frac{-\partial^{3} V_{f}}{\partial r_{\gamma} \partial r_{x} \partial r_{z}}\right)_{0} \\
\left(\frac{-\partial^{3} V_{f}}{\partial r_{\gamma} \partial r_{y} \partial r_{x}}\right)_{0} \\
\left(\frac{-\partial^{3} V_{f}}{\partial r_{\gamma} \partial r_{y} \partial r_{y}}\right)_{0} \\
\left(\frac{-\partial^{3} V_{f}}{\partial r_{\gamma} \partial r_{y} \partial r_{z}}\right)_{0} \\
\left(\frac{-\partial^{3} V_{f}}{\partial r_{\gamma} \partial r_{z} \partial r_{x}}\right)_{0} \\
\left(\frac{-\partial^{3} V_{f}}{\partial r_{\gamma} \partial r_{z} \partial r_{y}}\right)_{0} \\
\left(\frac{-\partial^{3} V_{f}}{\partial r_{\gamma} \partial r_{z} \partial r_{z}}\right)_{0}
\end{array}\right]
$$

The vector $\vec{t}$ appears implicitly in the CMMm factorization as the result of $\mathbf{T}^{(l-1)}$ operating on the result of the upward pass. The vector $\vec{t}_{f, \gamma}$ is the block of $\vec{t}$ corresponding to $E_{f, \gamma}^{T}\left(\vec{r}+\vec{r}_{0}\right)$. Like the matrix $\mathbf{U}^{(l-1)}$, the matrix $\mathbf{D}^{(l-1)}$ is sparse. The locations of the nonzero elements of $\mathbf{D}^{(l-1)}$ can be indexed similarly to the upward pass matrix. Since the columns of $\mathbf{U}^{(l-1)}$ correspond to the parent cells at level $l-1$, let $p p_{<i, j, k>}^{(l-1)}=13(k-1)+13\left(n_{c}^{(l-1)}\right)^{1 / 3}(j-1)+13\left(n_{c}^{(l-1)}\right)^{2 / 3}(i-1)$.

This is a column index referring to the section of $\mathbf{D}^{(l-1)}$ that corresponds to cell $<i, j, k>$. Similarly, the columns of $\mathbf{U}^{(l-1)}$ correspond to the child cells at level $l$. The following row indices correspond to the 8 level $l$ child cells of the level $l-1$ parent cell $<i, j, k>$ :

$$
\begin{align*}
& c c_{<i, j, k>}^{(l, 1)}=9(2 k-2)+9\left(n_{c}^{(l-1)}\right)^{1 / 3}(2 j-2)+9\left(n_{c}^{(l-1)}\right)^{2 / 3}(2 i-2) \\
& c c_{<i, j, k>}^{(l, 2)}=9(2 k-2)+9\left(n_{c}^{(l-1)}\right)^{1 / 3}(2 j-2)+9\left(n_{c}^{(l-1)}\right)^{2 / 3}(2 i-1) \\
& c c_{<i, j, k>}^{(l, 3)}=9(2 k-2)+9\left(n_{c}^{(l-1)}\right)^{1 / 3}(2 j-1)+9\left(n_{c}^{(l-1)}\right)^{2 / 3}(2 i-2) \\
& c c_{<i, j, k>}^{(l, 4)}=9(2 k-2)+9\left(n_{c}^{(l-1)}\right)^{1 / 3}(2 j-1)+9\left(n_{c}^{(l-1)}\right)^{2 / 3}(2 i-1)  \tag{2.46}\\
& c c_{<i, j, k>}^{(l, 5)}=9(2 k-1)+9\left(n_{c}^{(l-1)}\right)^{1 / 3}(2 j-2)+9\left(n_{c}^{(l-1)}\right)^{2 / 3}(2 i-2) \\
& c c_{<i, j, k>}^{(l, 6)}=9(2 k-1)+9\left(n_{c}^{(l-1)}\right)^{1 / 3}(2 j-2)+9\left(n_{c}^{(l-1)}\right)^{2 / 3}(2 i-1) \\
& c c_{<i, j, j>}^{(l, 7)}=9(2 k-1)+9\left(n_{c}^{(l-1)}\right)^{1 / 3}(2 j-1)+9\left(n_{c}^{(l-1)}\right)^{2 / 3}(2 i-2) \\
& c c_{<i, j, k>}^{(l, 8)}=9(2 k-1)+9\left(n_{c}^{(l-1)}\right)^{1 / 3}(2 j-1)+9\left(n_{c}^{(l-1)}\right)^{2 / 3}(2 i-1)
\end{align*}
$$

The symbols $p p$ and $c c$ are used for these indices to distinguish them from the indices in the upward pass matrix $\mathbf{U}^{(l-1)}$.

For the $m$ th child cell of parent cell $\langle i, j, k\rangle$, the upper left corners of the blocks $\mathbf{D}_{<i, j, k>, m, \gamma}^{(l-1)}$ are located at the following row-column indices in the matrix $\mathbf{D}^{(l-1)}$ :

$$
\begin{align*}
& \mathbf{D}_{<i, j, k>, m, x}^{(l-1)}:\left(c c_{<i, j, k>}^{(l, m)}+1, p p_{<i, j, k>}^{(l-1)}+1\right) \\
& \mathbf{D}_{<i, j, k>, m, y}^{(l-1)}:\left(c c_{<i, j, k>}^{(l, m)}+4, p p_{<i, j, k>}^{(l-1)}+1\right)  \tag{2.47}\\
& \mathbf{D}_{<i, j, k>, m, z}^{(l-1)}:\left(c c_{<i, j, k>}^{(l, m)}+7, p p_{<i, j, k>}^{(l-1)}+1\right)
\end{align*}
$$

In summary, we have presented in detail a new matrix version of the cell multipole method for a system of charges as well as for a system of point dipoles. For a polarizable point dipole system, the CMMm scheme takes this form:

$$
\begin{aligned}
\vec{E}=\vec{E}^{\text {near }}+\left[\mathbf{R}^{\top}\right]([\mathbf{D}] \cdot & \underbrace{[ }\left[\begin{array}{l}
[\mathbf{D}] \cdot \underbrace{[]} \cdot[\mathbf{U}]+[\mathbf{T}]) \\
\\
\\
([\mathbf{D}] \cdot \underbrace{[]} \cdot[\mathbf{U}]+[\mathbf{T}])
\end{array},[\mathbf{T}]\right)[\mathbf{R}][\vec{\mu}]
\end{aligned}
$$

where this is plugged into the equation $\vec{\mu}_{i}=\alpha_{i} \vec{E}_{i}$.

## Chapter 3

## Standard Iterative Methods for

## Solving Linear Equations

Systems of linear equations in the form $\mathbf{A} \vec{x}=\vec{b}$ can be solved directly or via iterative methods. Obtaining the exact solution can be a daunting task for large systems since the computational cost is proportional to $n^{3}$. Iterative methods generally have a lower computational cost, making it possible to solve very large systems that would have been intractable to compute directly. Starting with an initial approximate solution, these techniques improve the accuracy of this estimate by generating a sequence of better approximations until convergence is achieved. In this section, we will give an overview of various iterative methods, primarily focusing on the fast solvers using the multigrid formulation. An extensive
survey of iterative solvers is given by Saad and van der Vorst ${ }^{231}$ and several useful texts. ${ }^{232,233,234,235,236,237,238,239,240}$

### 3.1 Jacobi and Gauss-Seidel Iteration Methods

The simplest iterative schemes are the Jacobi and Gauss-Seidel methods.
The Jacobi iterative solver begins with an initial guess or approximation of the solution vector $\vec{x}^{(0)}$ in $\mathbf{A} \vec{x}=\vec{b}$. This is then substituted back into the system of equations to generate new approximate solutions. This process is continued until convergence is reached. An algorithm for the Jacobi iteration is as follows: ${ }^{234}$

```
Algorithm 3: Jacobi Iteration.
    Given: initial guess \(\vec{x}^{(0)}\) for the solution
    \(\backslash * a_{i j}=\) element in row \(i\) and column \(j\) of matrix \(\mathbf{A} * \backslash\)
    \(\backslash x_{i}^{k}=i^{t h}\) element of the approximate solution in \(k^{t h}\) iteration \({ }^{*} \backslash\)
    do \(\mathrm{k}=1,2, \ldots\) until convergence is reached
        for \(\mathrm{i}=1\) to n
            \(x_{i}^{k+1}=\frac{b_{i}-\sum_{j=1}^{i-1} a_{i j} x_{j}^{(k)}-\sum_{j=i+1}^{n} a_{i j} x_{j}^{(k)}}{a_{i i}}\)
        end for
    end do
```

To speed up the convergence, the rows of the starting matrix can be rearranged so that the magnitudes of the diagonal elements are as large as possible relative to the other matrix elements in the row. This is because these schemes converge more rapidly when the matrix $\mathbf{A}$ is diagonally dominant: ${ }^{232}\left|a_{i i}\right|>\sum_{j=1 ; j \neq i}^{n}\left|a_{i j}\right|$ for $i=1,2, \ldots n$.

For faster convergence, this algorithm can be revised to use the most recent estimates of the exact solution as soon as they are available, to obtain the GaussSeidel iteration method: ${ }^{234}$

```
Algorithm 4: Gauss-Seidel Iteration.
    Given: initial guess \(x^{(0)}\) for the solution
    \(\backslash^{*} a_{i j}=\) element in row \(i\) and column \(j\) of matrix \(\mathbf{A}{ }^{*} \backslash\)
    \(\backslash x_{i}^{k}=i^{t h}\) element of the approximate solution in \(k^{t h}\) iteration \(* \backslash\)
    do \(\mathrm{k}=1,2, \ldots\) until convergence is reached
        for \(\mathrm{i}=1\) to n
            \(x_{i}^{k+1}=\frac{b_{i}-\sum_{j=1}^{i-1} a_{i j} x_{j}^{(k+1)}-\sum_{j=i+1}^{n} a_{i j} x_{j}^{(k)}}{a_{i i}}\)
    end for
    end do
```

An advantage of using the most updated values as soon as they are computed is to reduce the storage for the approximate vector to n locations which becomes more important as the size of the system grows. ${ }^{232}$ When the most recently updated values are used, the order in which the values are updated becomes more important. An effective ordering strategy, known as the Red-Black GaussSeidel (RBGS) method, involves first updating all of the even components of the solution, then updating the odd components of the solution. This order of updating lends itself to being parallelized..$^{232}$ A common alternative is to modify the Gauss-Seidel equation to: $x_{i}^{k+1}=\omega \frac{b_{i}-\sum_{j=1}^{i-1} a_{i j} x_{j}^{(k+1)}-\sum_{j=i+1}^{n} a_{i j} x_{j}^{(k)}}{a_{i i}}+(1-\omega) x_{i}^{(k)}$, with a relaxation parameter $\omega$. A proper choice of $\omega$ can speed up the convergence rate. This modification is generally known as Successive Over-Relaxation (SOR).

### 3.2 Conjugate Gradient Method

The conjugate gradient method is one of the most widely used methods for solving large, symmetric positive definite linear systems. ${ }^{234}$ This iterative scheme generates a succession of search directions $\vec{p}^{(i)}$ in order to rapidly minimize the error. ${ }^{232}$ When the exact solution is not known, the residual is used as a measure of how close the approximate solution is to the exact solution, which is given by:

$$
\begin{equation*}
\vec{d}=\vec{b}-\mathbf{A} \vec{x}_{\text {approx }} . \tag{3.1}
\end{equation*}
$$

The starting value for the residual can be found using an initial approximation of the solution vector $\vec{x}^{(0)}$. CG computes improved approximations of the solutions using a multiple $\alpha_{i}$ of the search direction: $\vec{x}^{(i)}=\vec{x}^{(i-1)}+\alpha_{i} \vec{p}^{(i)}$, and reduces the residual recursively with $\vec{d}^{(i)}=\overrightarrow{d^{(i-1)}}-\alpha_{i} \vec{\omega}^{(i)}$ and $\vec{\omega}^{(i)}=A \vec{p}^{(i)}$, until the residual is smaller than a given tolerance. A conjugate gradient method ${ }^{234}$ is shown in Algorithm 5.

The standard CG algorithm guarantees convergence for symmetric positive definite systems. When a matrix is nonsymmetric, the simplest way to guarantee convergence using CG is to find a transformation that can make the system symmetric positive definite. The simplest such transformation is the normal equations $\mathbf{A}^{\top} \mathbf{A} \vec{x}=\mathbf{A}^{\top} \vec{b}$. Then CG is used on the transformed system to enhance its numerical stability. This scheme is generally referred to as the Conjugate Gradient Normal Equations Residual method (CGNR). The drawback of doing this is that

```
Algorithm 5 : Conjugate Gradient Method.
    Given: initial guess \(x^{(0)}\) for the solution
    \(\backslash^{*} \alpha_{i}=\) step size in the search direction \(* \backslash\)
    \(\backslash{ }^{*} \vec{p}^{(i)}=\) search direction \({ }^{*} \backslash\)
    \(\backslash * \vec{d}=\) residual \({ }^{*} \backslash\)
    \(k=0\)
    \(\vec{d}=\vec{b}-A \vec{x}^{(0)}\)
    \(\rho_{0}=|\vec{d}|^{2}\)
    do until convergence is reached
        \(k=k+1\)
        if \(k=1\)
        \(\vec{p}=\vec{d}\)
    else
            \(\beta_{k}=\rho_{k-1} / \rho_{k-2}\)
            \(\vec{p}=\vec{d}+\beta_{k} \vec{p}\)
        end if
        \(\vec{\omega}=A \vec{p}\)
        \(\alpha_{k}=\frac{\rho_{k-1}}{\vec{p}^{\top} \vec{\omega}}\)
        \(\vec{x}=\vec{x}+\alpha_{k} \vec{p}\)
        \(\vec{d}=\vec{d}-\alpha_{k} \vec{\omega}\)
        \(\rho_{k}=|\vec{d}|^{2}\)
    end do
```

it will substantially slow the convergence rate. However, it is simple to code and provides a regular pattern of convergence. More complex methods are described by Barrett ${ }^{232}$ and Golub. ${ }^{234}$

### 3.3 Multigrid Methods

Another approach for solving large systems of equations comprises multigrid methods which use a succession of grids to represent the approximate solution at different levels. The idea is to increase computational efficiency by reducing the number of variables and solving a smaller problem for a better initial guess of the solution. The error of this approximate solution is reduced and transferred to the finest grid for a more refined solution. The first multigrid method can be traced back to the 1960s where Fedorenko applied this formalism to solve Poisson's equation. ${ }^{241,242}$ It was proven to be effective for solving partial differential equations by Brandt in 1977. ${ }^{243}$ Since then, it has been applied to numerous problems, including eigenfunction problems, ${ }^{244,} 245,246,247$ wave propagation equations, ${ }^{248,} 249$ and fluid dynamics ${ }^{250,} 251,252$ among others. Parallel implementations have also been made available for numerous applications. ${ }^{253,254}$

### 3.3.1 Standard Multigrid Method

Consider a system of linear equations in matrix-vector form:

$$
\mathbf{A} \vec{x}=\vec{b}
$$

where the grid operator is $\mathbf{A}=\left(A_{i j}\right)_{n \times n}$, the solution vector is $\vec{x}=\left(x_{1}, x_{2}, \ldots x_{n}\right)^{\top}$, and the right-hand side is $\vec{b}=\left(b_{1}, b_{2}, \ldots b_{n}\right)^{\top}$. The original problem $\mathbf{A} \vec{x}=\vec{b}$ is referred to as the fine-grid problem. From this fine grid, the multigrid method generates a hierarchy of smaller structured grids to represent a series of smaller approximate problems. The basic idea is to increase computational efficiency by reducing the number of variables and solving a smaller problem for a better initial guess of the solution.

This method is effective in computing a solution for a problem at the finest grid by combining the strengths of relaxation methods and coarse grids to eliminate the error. Through Fourier analysis, it can be seen that error consists of smooth (low-frequency) and non-smooth (high-frequency) components. Relaxation methods are iterative methods that effectively reduce the high frequency modes, but have little effect on low frequency modes. When the problem is brought to a coarse grid, it is reduced to a simpler problem where the low-frequency components can be effectively reduced. Repeating this process eventually results in a problem with one unknown that can be solved directly. Then this solution can be brought back to the finer grids, using additional relaxation to reduce any new error introduced
during interpolation. Approximating the problem onto coarse grids allows cheaper and much more effective relaxation on low frequency modes. Additional details on the theory and convergence properties of multigrid methods can be found in these texts. ${ }^{255,} 256,257,258,259$ The basic components of multigrid (relaxation, intergrid transfer operators, and coarse grid correction) are described below.

## Relaxation Schemes

Relaxation methods effectively reduce high frequency error modes. The most common smoother is Gauss-Seidel ${ }^{257}$ discussed in Section 3.1. Other robust smoothers have been created, but Gauss-Seidel is generally used because of its simplicity and low storage requirement. This relaxation method performs smoothing using the most current estimate of the solution. In order for Gauss-Seidel computation to be valid at a given grid level, it is assumed that the diagonal elements of the matrix $\mathbf{A}$ at that grid level must be nonzero. Updated solution grid points are computed by taking a weighted average of the corresponding right-hand side value and values at neighboring grid points. After each new $x$-value is computed, it is used in the next step to determine the next $x$-value. Red-black Gauss-Seidel (RBGS) decomposes the grid into two sets of points like a checkerboard to form a different ordering of updates, rather than the sequential updates of standard GaussSeidel. The grid points are updated in two sweeps, corresponding to sweeping all of the red points and then all the black points, which is described in Algorithm 6.

RBGS ordering generally converges faster than standard Gauss-Seidel and has the capability of being parallelized. ${ }^{232}$

```
Algorithm 6 : Red-Black Gauss-Seidel Smoother
    Given: initial guess \(x_{0}\) for the solution
    \* Red sweep * \(\backslash\)
    for all red points
        \(x_{i}^{\text {new }}=\frac{b_{i}-\sum_{j=1}^{i-1} A_{i j} x_{j}^{\text {new }}-\sum_{j=i+1}^{n} A_{i j} x_{j}^{\text {old }}}{A_{i i}}\)
    end for
    \* Black sweep * \(\backslash\)
    for all black points
        \(x_{i}^{\text {new }}=\frac{b_{i}-\sum_{j=1}^{i-1} A_{i j} x_{j}^{\text {new }}-\sum_{j=i+1}^{n} A_{i j} x_{j}^{\text {old }}}{A_{i i}}\)
    end for
```


## Intergrid Transfer and Coarse-grid Operators

In order to move from one grid to another, transfer operators are used. The prolongation operator $(\mathbf{P})$, also known as the interpolation operator, maps a vector from the coarse grid to the fine grid, whereas the restriction operator ( $\mathbf{R}$ ) maps the vector from the fine grid to the coarse grid. The prolongation operator is defined by linear interpolation demonstrated in Algorithm 7. In prolongation, the coarse grid values are directly copied to the fine grid, and the points between them are an average of the neighboring coarse grid points.

```
Algorithm 7 : Prolongation.
    * Copies *
    for all coarse grid points
        \(x_{j}^{\text {fine }}=x_{j}^{\text {coarse }}\)
    end for
    \* All Others * \(\backslash\)
    for all fine grid points that are not directly copied from coarse grid
        \(x_{j}^{\text {fine }}=\frac{1}{2} x_{j-1}^{\text {coarse }}+\frac{1}{2} x_{j+1}^{\text {coarse }}\)
    end for
```

The restriction operator is defined by a full-weighted average shown in Algorithm 8. In restriction, the boundary points are copied directly to the coarse grid while the interior points of the coarse grid are weighted averages of fine grid points. The prolongation operator is related to the restriction operator by: $\mathbf{R}=\frac{1}{2} \mathbf{P}^{\top}$.

```
Algorithm 8 : Restriction.
    for all coarse grid points
        \(x_{j}^{\text {coarse }}=\frac{1}{4} x_{j-1}^{\text {fine }}+\frac{1}{2} x_{j}^{\text {fine }}+\frac{1}{4} x_{j+1}^{\text {fine }}\)
    end for
```

The coarse grid operator is found using the Galerkin coarse grid approximation (GCA) which is given by $\mathbf{A}^{\text {coarse }}=\mathbf{R} \mathbf{A}^{\text {fine }} \mathbf{P}$. Specifically, the coarse grid operator is computed using this equation:

$$
\begin{equation*}
\mathbf{A}^{\text {coarse }}(i, n)=\sum_{m \in S_{R}} \sum_{k \in S_{A}} \mathbf{R}(i, m) \mathbf{A}^{\text {fine }}(2 i+m, k) \mathbf{P}^{*}(i+n, m+k-2 n) \tag{3.2}
\end{equation*}
$$

where $(\mathbf{A} \vec{x})_{i}=\sum_{j \in \mathbb{Z}} \mathbf{A}(i, j) x_{i+j}$, and $S_{R}$ and $S_{A}$ are the structures of $\mathbf{R}$ and $\mathbf{A}$, respectively. Extensive formulation and implementation of this approximation is discussed in Wesseling's text. ${ }^{259}$

## Coarse Grid Correction Scheme

An important component of the multigrid method is the coarse grid correction. Relaxation methods alone are not the most effective way to find a solution to a matrix equation. However, they can efficiently smooth the error, leaving the error to be primarily composed of low-frequency error modes. These error modes can be more easily approximated on a coarser grid. To take advantage of this, the multigrid transfers the residual $\vec{d}$ of a solution to coarser grid levels, where the low-frequency error is quickly reduced due to a smaller number of unknowns. In the process of coarse grid correction, the residual is restricted to a coarser grid and the problem $\mathbf{A} \vec{v}=\vec{d}$ is solved for $\vec{v}$, a correction used to improve the approximate solution for $\vec{x}_{\text {approx }}$. This $\vec{v}$ is interpolated to a finer grid to correct the fine grid approximation. In our implementation, Cramer's rule was used to find the coarse grid solution. Cramer's rule finds the solution $\vec{x}$ of $\mathbf{A} \vec{x}=\vec{b}$ using the equation:

$$
\begin{equation*}
x_{i}=\frac{\operatorname{det} \mathbf{A}_{\mathbf{i}}(\vec{b})}{\operatorname{det} \mathbf{A}} \tag{3.3}
\end{equation*}
$$

where $i=1,2 \ldots \mathrm{k}$, and $\mathbf{A}_{\mathbf{i}}(\vec{b})$ is the matrix $\mathbf{A}$ with its $i^{\text {th }}$ column replaced by $\vec{b} .{ }^{260}$ For larger coarse grid systems, either Gaussian elimination or conjugate gradient is generally used as the coarse grid solver. ${ }^{257,} 234$

## Cycling Algorithms

The multigrid method is an iterative scheme that utilizes all of these components: relaxation, coarse grid generation, intergrid transfer operators, coarse grid operators, and correction scheme. Given an initial guess on the finest grid, the multigrid method generates a hierarchy of smaller structured grids to represent a series of smaller approximations. The simplest multigrid cycle is the v-cycle ${ }^{261}$ described in Algorithm 9 and Figure 3.1. Using the initial guess, the residual is computed and transferred to a coarser grid with the restriction operator. On each coarser grid, the residual equation continues to be relaxed before being restricted to the next coarser grid recursively until the coarsest grid is reached. At the coarsest level, the direct solution of the residual is calculated, giving the error that is then interpolated. This correction is used to improve the approximate solution and relaxed. The interpolation operator successively brings this problem to finer grids where the correction is added and refined with relaxation methods at each grid level. Efficiency is improved by using nested v-cycles to achieve convergence, providing the best approximation possible with these inexpensive v-cycle computations. This nested iteration is called the full multigrid v-cycle ${ }^{265}$ which is demonstrated in Algorithm 10 and Figure 3.2.

```
Algorithm 9 : V-cycle
    do until reach coarse grid
        Presmoothing with relaxation method \(\left(\vec{x}^{\text {new }}=\mathbf{S} \vec{x}^{\text {old }}\right)\)
        Compute residual \(\vec{d}=\vec{b}-\mathbf{A} \vec{x}\)
        Restrict residual to coarse grid \(\left(\overrightarrow{d^{\text {coarse }}}=\mathbf{R} \overrightarrow{d^{f i n e}}\right)\)
    end do
    Solve coarse grid problem ( \(\mathbf{A} \vec{e}=\vec{d})\)
    do until reach finest grid
        Interpolate coarse grid error to finer grid \(\left(\vec{v}^{f i n e}=\mathbf{P} \vec{v}^{\text {coarse }}\right)\)
        Correct approximate solution \(\left(\vec{x}^{\text {new }}=\vec{x}^{\text {old }}+\vec{v}\right)\)
        Postsmoothing with relaxation method ( \(\vec{x}^{\text {new }}=\mathbf{S} \vec{x}^{\text {old }}\) )
    end do
```



Figure 3.1: V-cycle.

```
Algorithm 10 : FMG V-cycle
    if at coarsest grid
        Compute direct solution
    else
        Restrict to coarsest grid
        Initial solution on coarsest grid
        do for all grids
            Interpolate from coarse grid to next finer grid
            Perform V-cycle (pre-smoothing, residual, restriction of residual,
                coarse grid solution, correct solution, post-smoothing)
        end do
    end if
```



Figure 3.2: FMG V-cycle.

### 3.3.2 Algebraic Multigrid Method

Standard multigrid methods are geometry-dependent in nature, which are designed only for structured problems with regular meshes. They are sometimes referred to as geometric multigrid methods (GMG). Algebraic multigrid methods are
matrix-based methods that extend the scope of these techniques to solve unstructured linear systems. ${ }^{262,263,264,265}$ The algebraic multigrid method (AMG) was proposed by Ruge and Stüben in 1987. ${ }^{263}$ Since then, AMG has been applied to various problems such as fluid dynamics, ${ }^{264,} 266,267$ electromagnetics, ${ }^{268,} 269$ and eigenvalue problems. ${ }^{270,}{ }^{271}$ A number of parallel versions have also been derived. ${ }^{272,274,275}$

AMG is designed for a more general class of problems than GMG, which has the same fundamental components (sequence of grids, intergrid transfer operators, smoother, coarse-grid operators, coarse-grid solver). The advantage of AMG methods is that grid generation and solution computations are solely based on the variables from the given matrix equation $\mathbf{A} \vec{x}=\vec{b}$, rather than requiring any geometric information about the problem. ${ }^{276}$ Therefore, the grids generated by AMG are defined by the matrix entries, rather than a geometric grid where the locations of grid points and their connections are known. However, the added flexibility of AMG comes with a price of some overhead for the setup phase. The set up phase is necessary to generate the coarse grids and operators, prior to applying the multigrid cycles in the solution phase. In the following section, we will focus on the coarsening process and determination of intergrid transfer operators. Smoothing and coarse-grid operators are previously covered in the standard geometric multigrid methods in Section 3.3.1, as Gauss-Seidel iteration is the commonly used relaxation method and the Galerkin method is used for the coarse-grid operator.

## Coarsening

In the coarse-grid generation, ${ }^{263}$ the grid points are partitioned into Cpoints (coarse-grid variables) and F-points (variables not on the coarse grid) based on the concept of strong matrix connections between all grids. The strength of these connections is defined as:

Given a threshold of $0<\theta<1$, grid point $i$ strongly depends on $j$ or $j$ strongly influences $i$ if:

$$
-a_{i j} \geq \theta \max _{k \neq i}\left(-a_{i k}\right)
$$

where the matrix coefficient $a_{i j}$ is compared to the largest off-diagonal coefficient in the $i^{\text {th }}$ equation. This definition plays an important role in determining the coarse grid-points. Let us then define the following sets: ${ }^{265}$
$\mathbf{S}_{\mathbf{i}}$ : set of points in which point $i$ strongly depends on
$\mathbf{S}_{\mathbf{i}}^{\mathbf{T}}$ : set of points $j$ that are influenced by $i$
$\mathbf{N}_{\mathbf{i}}$ : (neighborhood of $i$ ) set of all points $j \neq i$ and $a_{i j} \neq 0$
$\mathbf{C}_{\mathbf{i}}$ : coarse interpolatory set that includes the neighboring C-points that are strongly connected to $i$
$\mathbf{D}_{\mathbf{i}}^{\mathbf{s}}$ : neighboring F-points that strongly influence $i$
$\mathbf{D}_{\mathbf{i}}^{\mathbf{w}}$ : weakly connected neighbors that include points that do not strongly influence $i$

Two heuristic criteria are also imposed in this coarsening scheme: ${ }^{263,265}$
C1: Given an F-point $i$, for all $j$ that $i$ strongly depends on, each of these $j$ should either be included in $C_{i}$ or strongly depend on some point in $C_{i}$.

C2: Set of C-points needs to form an optimal subset of all the given grid points with no two C-points strongly connected.

In order to insure proper description of the matrix problem on the coarse grid, the first criterion is enforced. This criterion implies that strong connections are important in accurately representing the relationship between neighboring grid points. Therefore, if one grid point does not strongly influence another, it is not important in the construction of the coarse grid or interpolation operator. The second criterion is implemented to avoid creating relatively large coarse grids that may slow down the convergence rate. Using these guidelines, the coarsening procedure is formulated in two passes:

First Pass: We first measure each point's number of "influences" which is the number of points that are strongly influenced by point $i$. This measure is denoted by $\lambda_{i}$. The point with the most "influences" (largest $\lambda$ ) is assigned to be a C-point, and all of the points that strongly depend on this C-point then become F-points. The $\lambda_{j}$ of all the other $j$ points that strongly influence these

F-points are incremented because they are more likely to be important as C-points. This process is repeated until all the points are partitioned into F-points and C-points.

Second Pass: To insure that all of the criteria are enforced, an additional pass searches through all of the pairs of F-points that do not meet this requirement and changes one of them into a C-point.

The coarsening algorithm is further described in Algorithm 11.

```
Algorithm 11: AMG Coarse Grid Generation \({ }^{257}\)
    \* First Pass *\}
    Find \(S_{i}\) and \(S_{i}^{T}\) for all points i on grid
    Find \(\lambda_{i}\) for all points \(i\) on grid
    for \(i=1,2 \ldots\) until all points are either designated as a C-point or F-point
        Pick \(i\) with maximal \(\lambda_{i}\) and this becomes a C-point
        For all \(j\) in \(S_{i}^{T}\) that strongly depend on this C-point becomes an F-point
        Increase \(\lambda_{j}\) for all other \(j\) that strongly influence these F-points
    end for
    \(\backslash\) Second Pass * \(\backslash\)
    for all points \(i\) on grid in \(F\)
        for all \(j\) in \(D_{i}^{S}\) for current \(i\)
            if
            \(j\) does not strongly depend on a point in \(C_{i}\) and
            all other \(j\) in \(D_{i}^{S}\) depend strongly on points in \(C_{i}\)
        then
            \(j\) becomes a C-point
        end if
    end for
    end for
```


## Defining Intergrid Operators and Coarse-grid Operators

In AMG, the interpolation operator is characterized by the set of C-points and F-points found in the coarsening scheme. The components of the interpolation operator that interpolates the error at the F-point is then defined by this interpolation formula:

$$
P_{i j}=\left\{\begin{align*}
w_{i j} & \text { if } j \in C_{i}  \tag{3.4}\\
0 & \text { otherwise }
\end{align*}\right.
$$

where $w_{i j}$ is the interpolation weight and $C_{i}$ is the subset of C-points whose values are used to interpolate a value at i. The interpolation weight is:

$$
\begin{equation*}
w_{i j}=-\frac{a_{i j}+\sum_{m \epsilon D_{i}^{s}}\left(\frac{a_{i m} a_{m j}}{\sum_{k \in C_{i}} a_{m k}}\right)}{a_{i i}+\sum_{n \in D_{i}^{w}} a_{i n}} \tag{3.5}
\end{equation*}
$$

From the interpolation operator, the restriction operator is found using the property $R=P^{\top}$ and the coarse-grid operator is constructed from the Galerkin method that imposes the condition: $A^{\text {coarse }}=R A^{\text {fine }} P .^{263}$

```
Algorithm 12: AMG Interpolation Operator Generation \({ }^{265}\)
for all \(i^{\text {fine }}\) on fine grid
        for all \(j^{\text {fine }}\) in C
            if \(i^{\text {fine }}=j^{\text {fine }}\)
                then \(P_{i, \text { fine }} j_{\text {coarse }}=1\)
            else if \(i^{\text {fine }}\) is in F and \(j^{\text {fine }}\) is in \(C_{i, f i n e}\)
            then \(P_{i, \text { fine }} j_{\text {coarse }}=w_{i, \text { fine }} * j_{\text {coarse }}\)
            else
            \(P_{i, \text { fine }} j_{\text {coarse }}=0\)
            end if
        end for
    end for
```


## AMG algorithm

Using the components defined in the previous sections, the algebraic multigrid algorithm given below can be formulated to include a setup phase for construction of coarse grids, intergrid operators and coarse-grid operators, and a solution phase that includes multigrid cycle. For further detailed discussion on algebraic multigrid methods, we refer to texts by Trottenberg ${ }^{257}$ and Briggs. ${ }^{265}$

```
Algorithm 13 : Algebraic Multigrid Method.
    \* Setup phase: *
    for \(\mathrm{k}=1,2 \ldots\) until all coarse grids have been constructed
        Partition grid into C and F sets to find coarse grid-points (Coarsening)
        Construct interpolation operator
        Set \(R=P^{\top}\) and \(A^{c}=R A^{f} P\) to construct restriction, coarse-grid operators
    end for
    \* Solution phase: * \(\backslash\)
    \* Same process as standard MG, assumed as FMG V-cycle here *\}
    If at coarsest grid
        Compute direct solution
    Else
        Restrict to coarsest grid
        Initial solution on coarsest grid
        Do for all grids
            Interpolate from coarse grid to next finer grid
            Do V-cycle (pre-smoothing, residual, restriction of residual,
            coarse grid solution, correct solution, post-smoothing)
        End Do
    End If
```


### 3.4 Comparison of Iterative Solvers

All of these iterative methods have their strengths and weaknesses. Table 3.4 shows the storage requirement and complexity of various iterative solvers discussed in this chapter. The scaling of the multigrid methods are optimal compared to other iterative methods. Jacobi and Gauss-Seidel methods are easy to use and the storage required for these methods is minimal, but convergence is generally very slow compared to conjugate gradient or multigrid methods. ${ }^{232}$ One way to reduce the computational cost is through parallel implementation. Jacobi iteration can be parallelized because each matrix-vector product is independent of ordering and can be done simultaneously. ${ }^{234}$ Gauss-Seidel can also be run in parallel if a multi-color ordering of unknowns is used. ${ }^{232}$ Variants of the conjugate gradient method have been parallelized as well. ${ }^{280}$ As mentioned in Section 3.3, multigrid methods are well-suited for parallelization. If sufficient storage is available, multigrid methods may be the best candidates for further exploration because of their optimal scaling and potential for parallelism.

Table 3.1: Comparison of Iterative Solvers.

| Iterative Solver | Storage Requirement | Complexity |
| :--- | :--- | :--- |
| Jacobi $^{232,233}$ | $n^{2}+3 n$ | $\mathrm{O}\left(n^{2}\right)$ |
| Gauss-Seidel,SOR $^{232,233}$ | $n^{2}+2 n$ | $\mathrm{O}\left(n^{2}\right)$ |
| Conjugate Gradient $^{232,255}$ | $n^{2}+6 n$ | $\mathrm{O}\left(n^{3 / 2}\right)$ |
| Multigrid $^{265}$ | $\frac{2 n^{d}}{1-2^{-d}}, d=1,2,3$ | $\mathrm{O}(n)$ |

## Chapter 4

# Multipole \& Multigrid Methods for Computing Polarizable 

## Interactions

We have described different methods for accounting for polarization in Chapter 1, methods for the treatment of long-range electrostatic interactions in Chapter 2, and fast solvers in Chapter 3. With this foundation, we can now focus our efforts towards eliminating the bottleneck in computing polarizable interactions. In this study, we will describe polarization using polarizable point dipoles due to the flexibility of this representation. This widely-used model has been shown to yield accurate properties in many applications. ${ }^{125,149}$ Because of their
optimal scaling, the cell multipole and multigrid techniques described in Chapter 2 and 3 are combined to form a new algorithm to solve the dipole iteration found in polarizable point dipole force fields. ${ }^{125,31,172,198}$ In this chapter, we will present these algorithms to accelerate the rate of convergence for this computation.

### 4.1 MG-CMM:

## A Multigrid-Multipole Based Algorithm

### 4.1.1 Formulation

Given a collection of particles' positions, charges, and polarizabilities (derived by Thole ${ }^{46}$ ), the induced dipoles of this system can be computed using this system of equations:

$$
\begin{equation*}
\vec{\mu}^{\text {ind }}=\mathbf{M} \vec{q}+\mathbf{N} \vec{\mu}^{\text {ind }} \tag{4.1}
\end{equation*}
$$

where $\vec{q}$ and $\vec{\mu}^{\text {ind }}$ contain the charges and induced dipoles of the atoms, $\mathbf{M}$ is the induction-from-charges operator and $\mathbf{N}$ is the induction-from-dipoles operator. The matrix sub-blocks for $\mathbf{M}$ and $\mathbf{N}$ are:

$$
\mathbf{M}_{i j}=\left\{\begin{array}{cl}
\frac{\alpha_{i} \vec{r}_{i j}}{r_{i j}^{3}}, & \text { if } r_{i} \neq r_{j}  \tag{4.2}\\
0, & \text { if } r_{i}=r_{j}
\end{array}\right.
$$

and

$$
\mathbf{N}_{i j}=\left\{\begin{array}{cl}
\alpha_{i}\left(\frac{3 \vec{r}_{i j} \vec{r}_{i j}^{\top}}{r_{i j}^{5}}-\frac{\mathbf{I}}{r_{i j}^{3}}\right), & \text { if } r_{i} \neq r_{j}  \tag{4.3}\\
0, & \text { if } r_{i}=r_{j}
\end{array}\right.
$$

This equation is solved iteratively until convergence is reached. The MGCMM algorithm ${ }^{288,289}$ was formulated to speed up the convergence rate for large systems. We applied the MG-CMM algorithm on one-dimensional model systems where all the particles are uniformly distributed. Although these systems are not directly related to any physical applications, it serves as a useful model to demonstrate the acceleration in convergence compared to other standard iterative solvers. This algorithm separates polarizable particle interactions into direct and indirect components, where the cell multipole method is used to approximate the indirect component. The overall interaction is then evaluated by a multigrid solver. For our multigrid method, we use RBGS smoothing, linear interpolation and fullweighting restriction. The atoms are assumed to be far enough apart to avoid the "polarization catastrophe", ${ }^{41, ~ 46, ~ 75 ~ a s ~ t h i s ~ d o e s ~ n o t ~ o c c u r ~ a t ~ p h y s i c a l l y ~ r e a s o n a b l e ~}$ distances. Thus, no screening function is used. For further simplification, the term approximated by CMM is included on the right-hand side of the matrix equation to reduce the cost per iteration by eliminating the need to reevaluate the CMM field terms at each iteration. This is a reasonable approximation as it was observed by Kutteh and Nicholas that the dipole moments and the Taylor series coefficients varied slowly between iterations. ${ }^{219}$ Since the contributions from the far field of the induced dipoles are much smaller than the near field contribution, they reduced the number of far field updates to decrease the computational cost
and also showed that less frequent updates did not affect the accuracy. Therefore, to utilize the CMM far field scheme, we modified equation (4.1) by dividing the induction matrix $\mathbf{N}$ into direct and indirect interactions:

$$
\begin{equation*}
\vec{\mu}^{\text {ind }}=\mathbf{M} \vec{q}+\left(\mathbf{N}^{\text {direct }}+\mathbf{N}^{\text {indirect }}\right) \vec{\mu}^{\text {ind }} \tag{4.4}
\end{equation*}
$$

Subsequently, this can be rearranged to form a matrix-vector equation:

$$
\begin{align*}
\underbrace{\left(\mathbf{I}-\mathbf{N}^{\text {direct }}\right)}_{\mathbf{A}} \underbrace{\vec{m}^{\text {in }}}_{\overrightarrow{\mu^{\text {ind }}}}=\underbrace{\mathbf{M} \vec{q}+\mathbf{N}^{\text {indirect }} \vec{\mu}^{\text {ind }}}_{\vec{b}} \tag{4.5}
\end{align*}
$$

In this matrix equation, $\mathbf{A}$ will be referred to as the grid operator, $\vec{x}$ as the solution, and $\vec{b}$ as the right-hand side. The right-hand side includes $\mathbf{M} \vec{q}$ and the indirect interactions computed by the cell multipole method multiplied by each atom's polarizability. CMM equations in terms of the potential for dipolar systems were formulated by Kutteh and Nicholas. ${ }^{219}$ We have derived the CMM field terms for dipolar systems, as discussed in Section 2.2.1. The resulting one-dimensional equations that include polarizable dipoles are given below for the multipole moments at the deepest level:

$$
\begin{align*}
\mu_{c e l l, x}^{(l)} & =\sum_{i} \mu_{i} \\
Q_{c e l l, x x}^{(l)} & =\sum_{i} \mu_{i} r_{i x}  \tag{4.6}\\
O_{c e l l, x x x}^{(l)} & =\sum_{i} \mu_{i} r_{i x}^{2}
\end{align*}
$$

and translation and summation of the child cell multipole moments yields the
higher level moments:

$$
\begin{align*}
\mu_{c e l l, x}^{(l-1)} & =\sum_{k=1}^{\text {children }} \mu_{k, x}^{(l)} \\
Q_{c e l l, x x}^{(l-1)} & =\sum_{k=1}^{\text {children }} Q_{k, x x}^{(l)}+\mu_{k, x}^{(l)} R_{k}  \tag{4.7}\\
O_{\text {cell }, x x x}^{(l-1)} & =\sum_{k=1}^{\text {children }} O_{k, x x x}^{(l)}+2 Q_{k, x x}^{(l)} R_{k}+\mu_{k, x}^{(l)} R_{k}^{2}
\end{align*}
$$

The electric field expansion for the far field used in the downward pass is given by:

$$
\begin{equation*}
\vec{E}_{i, f a r}=E^{(0)}+E^{(1)} r+E^{(2)} r^{2} \tag{4.8}
\end{equation*}
$$

where,

$$
\begin{aligned}
E_{0} & =\frac{2 \mu}{\left|r_{A}\right|^{3}}+\frac{-6 Q r_{A}}{\left|r_{A}\right|^{5}}+\frac{12 O}{\left|r_{A}\right|^{5}} \\
E_{1} & =\frac{-6 \mu r_{A}}{\left|r_{A}\right|^{5}}+\frac{24 Q}{\left|r_{A}\right|^{5}}+\frac{-60 O r_{A}}{\left|r_{A}\right|^{7}} \\
E_{2} & =\frac{24 \mu}{\left|r_{A}\right|^{5}}+\frac{-120 Q r_{A}}{\left|r_{A}\right|^{7}}+\frac{360 O}{\left|r_{A}\right|^{7}}
\end{aligned}
$$

and the following expression for the near dipolar field:

$$
\begin{equation*}
E_{\text {near }}=\sum_{i} \frac{2 \mu_{i}}{r^{3}} . \tag{4.9}
\end{equation*}
$$

The steps of the MG-CMM scheme are summarized in Algorithm 14.

### 4.1.2 Data Structures

The data structure used to compute the indirect interaction from CMM includes a doubly-linked list storing each atom's position, induced dipole, and near

```
Algorithm 14: MG-CMM Method.
    Given: Particle positions, charges, polarizabilities
    Initial guess: \(\mu_{i} \approx(M q)_{i}\)
    MG setup
        CMM field computation for indirect interactions: \(\left(N_{\text {indirect }} \vec{\mu}_{\text {ind }}\right)_{i}=\alpha_{i} \vec{E}_{C M M, i}\)
            System decomposition
            Cell multipole moments: \(\mu, Q, O\)
            Far field Taylor series Coefficients: \(E_{A_{0}}^{T}, E_{B_{0}}^{T}, E_{C_{0}}^{T}\)
    Grid operator coarsening of \(\mathbf{A}\) at all levels using GCA ( \(\left.\mathbf{A}^{\text {coarse }}=\mathbf{R A}^{\text {fine }} \mathbf{P}\right)\)
    FMG solution cycles: \(\left(\mathbf{I}-\mathbf{N}^{\text {direct }}\right) \vec{\mu}^{\text {ind }}=\mathbf{M} \vec{q}+\mathbf{N}^{\text {indirect }} \vec{\mu}^{\text {ind }}\)
```

and far field contributions of the CMM field. This interaction list is connected to a binary tree where pointers allow easy access to each tree node. Each node of the tree structure holds the cell's multipole moments and Taylor coefficients. All the matrices used in the multigrid method are stored in dynamically allocated multidimensional arrays. Further improvement in code efficiency would include sparse matrix storage schemes for faster computations, an indexing system instead of an explicit binary tree, and parallel implementation to reduce the run-time.

### 4.1.3 Performance

MG-CMM was applied to several test problems of varying sizes ranging from about 100 to 4000 particles. These results are compared to various iterative solvers (Jacobi, Gauss-Seidel, successive over-relaxation, conjugate gradient normal residual equation) and the matrix inversion method. The Jacobi-based methods, Jacobi, GS, and SOR are the traditional iterative solvers used for the
dipole iteration. Figure 4.1 shows the number of iterations needed for convergence of the Jacobi, GS, SOR, CGNR, and MG-CMM methods with various system sizes, evaluated with a convergence limit of $10^{-5} \mathrm{D}$. For the dipole iteration, the common choice of overrelaxation parameter, $\omega=0.75$ was used for SOR. ${ }^{6}$ The number of iterations slowly increased with increasing system size for Jacobi, GS, SOR, CGNR, whereas the number of iterations necessary for convergence for MG-CMM remained constant and independent of system size. MG-CMM has the lowest iteration count with only four FMG-cycles being sufficient to reach convergence in all test systems. The best results for the multigrid-multipole method were obtained with 2-pre and 2-post smoothing steps. In terms of iteration counts, the MG-CMM outperforms other commonly used iterative approaches, showing that MG-CMM successfully accelerates the convergence rate. It must also be mentioned that the number of iterations depend on the choices of iteration parameters and the type of smoother used. Further optimization of these factors can substantially increase efficiency.


Figure 4.1: Number of iterations necessary for convergence for various iterative solvers.

The computed induced dipole moments from these iterative solvers are compared to the exact solution given by the matrix inversion. Figures 4.2-4.6 show the maximum absolute error for all methods at each iteration. The maximum absolute error is defined as: $\Delta \vec{x}^{\text {max }}=\max _{i}\left|x_{i}^{\text {computed }}-x_{i}^{\text {exact }}\right|$. This plot also shows the relative speed at which each solver converges. Similar results were found with all system sizes. In the Jacobi iteration and its variants GS and SOR, the error between iterations slowly converged to give small error compared to the exact solution. The error of the Jacobi, GS, and SOR ranged from $3.5 \times 10^{-5} \mathrm{D}$ to $3.4 \times 10^{-4} \mathrm{D}$, $2.9 \times 10^{-5} \mathrm{D}$ to $6.5 \times 10^{-5} \mathrm{D}$, and $5.4 \times 10^{-5} \mathrm{D}$ to $6.5 \times 10^{-5} \mathrm{D}$, respectively. The conjugate gradient method steadily reduced the error, giving a substantial error
ranging from $3.7 \times 10^{-1} \mathrm{D}$ to $5.3 \times 10^{-1} \mathrm{D}$. The MG-CMM method yielded reasonable results with errors within the range $5.0 \times 10^{-3} \mathrm{D}$ to $1.0 \times 10^{-2} \mathrm{D}$.

In summary, MG-CMM substantially accelerated the convergence rate of the dipole iteration compared to other iterative approaches. The Jacobi-based methods had slow convergence rates, but converged with very small error. CGNR was slow to converge and yielded the least accurate values for the induced dipole compared to other iterative solvers. With all iterative problems, the initial guess can greatly dictate the convergence rate. After the first step of the MG-CMM, the error was quickly reduced by about two orders of magnitude and then declined slowly compared to the first step. This is probably because one FMG-cycle provided an excellent approximation to the exact solution. Since the initial guess in our algorithm included the CMM long-range interactions, it is expected to provide a more accurate starting approximation to the solution that can lead to faster convergence. MG-CMM has the fastest convergence rate with the most reduction in iterations and gave reasonable values for the induced dipole moments.


Figure 4.2: Comparison of Maximum Error of Iterative Solvers for System of 128 atoms.


Figure 4.3: Comparison of Maximum Error of Iterative Solvers for System of 512 atoms.


Figure 4.4: Comparison of Maximum Error of Iterative Solvers for System of 1024 atoms.


Figure 4.5: Comparison of Maximum Error of Iterative Solvers for System of 2048 atoms.


Figure 4.6: Comparison of Maximum Error of Iterative Solvers for System of 4096 atoms.

### 4.2 Matrix Framework for AMG-CMMm Algorithm

Extension of this MG-CMM method is necessary to treat non-uniform distributions by implementing an algebraic multigrid to replace the geometric multigrid component of the algorithm. This scheme follows the same concepts of multigrid techniques without the dependence on the physical location of the grid points and includes an automated coarsening procedure for unstructured grids (see Reference 263 for review). In Section 2.2.2, we have also casted the cell multipole method
for induced dipolar interactions in matrix form representing a series of operations that condensed into a single matrix. The combination of this matrix version of the cell multipole method and the algebraic multigrid method provides a matrix-based algorithm that encompasses the benefits of MG-CMM with further flexibility and automated computations. The CMMm matrix implicitly contains all of the cell multipole method operations. Using the CMMm matrix within the induced dipolar matrix equation for the far field component, the algebraic multigrid method is used to coarsen, smooth, and refine the solution with matrix operations. Therefore, the algebraic multigrid and cell multipole components are simultaneously solved for the induced dipole moments.

The framework of this algorithm AMG-CMMm is summarized in the following diagram.


## Chapter 5

## Concluding Remarks and

## Perspectives for the Future

The drive for the development of polarizable force fields for biomolecular systems has been facilitated by the need for more flexible methods that can handle inhomogeneous environments. ${ }^{23,} 277,278,279$ Chapter 1 presents an overview of the advances made towards a polarizable force field for large biosystems. Most of the early polarizable force fields primarily focused on water models. The push towards modeling macromolecular systems is the central focus of current polarizable force field development. However, improvements to current algorithms are needed to make large-scale systems more tractable.

Using cell multipole and multigrid methods reviewed in Chapter 2 and 3,
we have developed an efficient algorithm to accelerate the rate of convergence in computing induced dipolar interactions. This scheme separates polarizable interactions into direct and indirect components. The cell multipole method is used to approximate the indirect component, where our derivations for the CMM field for dipolar systems, ${ }^{219}$ described by Kutteh and Nicholas are used. CMM speeds up long-range electrostatic calculations by approximating the distant particles with multipole and Taylor expansions. The overall interaction is then evaluated by a multigrid solver where multigrid methods further speed up the convergence by using successive grids and relaxation methods to provide a better approximate solution. Another advantage of using these methods is that they both scale linearly with the size of the system.

The performance of this new algorithm, MG-CMM, has been investigated on uniformly-distributed one-dimensional systems of varying sizes and compared to other popular iterative solvers. MG-CMM showed a speed-up of the convergence rate by substantially reducing the number of iterations necessary for convergence, as well as showing that its rate of convergence was independent of system size. This formulation was then extended to an algorithm utilizing matrix-based cell multipole method with an algebraic multigrid (AMG-CMMm) for added flexibility in the treatment of 3-D non-uniform systems. This was accomplished by deriving a matrix form of the cell multipole method and modifying it for the treatment of dipolar
interactions. This matrix formalism is better suited to be parallelized for further efficiency. We can use parallel processing to generate the induced dipolar interactions for large polarizable systems. Parallel codes have already been implemented for both $\mathrm{FMM}^{281,282}$ and CMM, ${ }^{221}$ as well as various multigrid applications. ${ }^{253,} 254$

Future improvements to AMG-CMMm include optimized coarsening scheme, parallel implementation, optimized data structure and efficient sparse matrix storage as this algorithm is primarily composed of matrix-vector products. The coarsening scheme used in the standard classical algebraic multigrid presented in Chapter 3 is sequential coarsening and cannot be parallelized. However, a modification of this coarsening scheme can be explored to allow parallel implementation such as the CLJP or Falgout coarsening methods. ${ }^{273,}{ }^{274}$ CLJP coarsening scheme adds random numbers between 0 and 1 to each measure, making the points distinct from one another. ${ }^{273}$ Falgout coarsening is a hybrid of RS and CLJP coarsening strategies. ${ }^{274}$ Further examination in the performance of other parallelizable coarsening methods in AMG is needed to find the optimal coarsening scheme for our matrix problem. ${ }^{265}$ It is crucial to optimize the coarsening, as it greatly dictates the speed of the setup phase as well as determining the accuracy of the approximation. This algorithm involves a series of matrix operations that may be parallelized by subdividing the matrix operations among many processors to speed up calculations. Parallel implementation will further improve the efficiency
of computation. Additionally, sparse matrix storage schemes should be explored for optimal efficiency in the multiplication of nonzero matrix elements, rather than dense matrix operations, to minimize memory requirements and to avoid wasted storage of zeroes. ${ }^{283,284}$

Extending our approach to include charge transfer via fluctuating charges as well as polarizable dipoles will give a better description of the system. Hybrid PD-FQ models have been shown to accurately predict the energetics of small molecule systems. ${ }^{117,118}$ With improved accuracy and efficiency, this approach will have general applicability in polarizable force fields for large-scale systems. The acceleration in evaluating induced dipoles found in this work is a crucial step towards the explicit inclusion of polarization in force fields of macromolecular systems, and improving the understanding of biological processes such as ion permeation, protein folding, DNA-protein interactions, and drug-protein interactions.

## Appendix A

## Derivations for Taylor series

 expansion of CMM dipole
## equations

All these Taylor series coefficients will have the same form if any Cartesian direction $x, y$, or $z$ is substituted into the formula. They are also symmetric with respect to the order of differentiation.

For the dipole term,

$$
\begin{equation*}
V_{f}^{A}=\frac{\sum_{\alpha} A_{\alpha} R_{\alpha}}{R^{3}}=\frac{A_{x}\left(r_{x}-r_{f, x}\right)+A_{y}\left(r_{y}-r_{f, y}\right)+A_{z}\left(r_{z}-r_{f, z}\right)}{\left(\left(r_{x}-r_{f, x}\right)^{2}+\left(r_{y}-r_{f, y}\right)^{2}+\left(r_{z}-r_{f, z}\right)^{2}\right)^{1 / 2}} \tag{A.1}
\end{equation*}
$$

$$
\begin{align*}
& \frac{\partial V_{f}^{A}}{\partial r_{x}}=\frac{R^{3} A_{x}-(\vec{A} \cdot \vec{R})\left(\frac{3}{2}\right) R\left(2\left(r_{x}-r_{f, x}\right)\right)}{R^{6}} \\
&= \frac{R^{2} A_{x}-3-(\vec{A} \cdot \vec{R})\left(r_{x}-r_{f, x}\right)}{R^{5}}  \tag{A.2}\\
&\left(\frac{\partial V_{f}^{A}}{\partial r_{x}}\right)_{0}=\frac{6 A_{x} r_{f, x}}{r_{f}^{5}}-\frac{12(\vec{A} \cdot \vec{r}) r_{f, x}^{2}}{r_{f}^{7}} \\
&\left(\frac{\partial^{2} V_{f}^{A}}{\partial r_{x} \partial r_{y}}\right)= \frac{1}{R^{10}}\left[R^{5}\left(2\left(r_{y}-r_{f, y}\right) A_{x}-3 A_{y}\left(r_{x}-r_{f, x}\right)\right)\right. \\
&\left.-\left(R^{2} A_{x}-3(\vec{A} \cdot \vec{R})\left(r_{x}-r_{f, x}\right)\right) \frac{5}{2} R^{3} 2\left(r_{y}-r_{f, y}\right)\right] \\
&= \frac{1}{R^{7}}\left[R^{2}\left[\left(2\left(r_{y}-r_{f, y}\right)-5\left(r_{y}-r_{f, y}\right)\right)\right] A_{x}-3 R^{2} A_{y}\left(r_{x}-r_{f, x}\right)\right.  \tag{A.3}\\
&\left.+15(\vec{A} \cdot \vec{R})\left(r_{x}-r_{f, x}\right)\left(r_{y}-r_{f, x}\right)\right] \\
&\left(\frac{\partial^{2} V_{f}^{A}}{\partial r_{x} \partial r_{y}}\right)_{0}= \frac{3 r_{f, y} A_{x}}{r_{f}^{5}}+\frac{3 A_{y} r_{f, x}}{r_{f}^{5}}-\frac{15\left(\vec{A} \cdot \overrightarrow{r_{f}}\right) r_{f, x} r_{f, y}}{r_{f}^{7}} \\
&\left(\frac{\partial^{2} V_{f}^{A}}{\partial r_{x} \partial r_{x}}\right)= \frac{1}{R^{10}}\left[R^{5}\left(2\left(r_{x}-r_{f, x}\right) A_{x}-3 A_{x}\left(r_{x}-r_{f, x}\right)\right)-3(\vec{A} \cdot \vec{R})\right) \\
&\left.-\left(R^{2} A_{x}-3(\vec{A} \cdot \vec{R})\left(r_{x}-r_{f, x}\right)\right) \frac{5}{2} R^{3} 2\left(r_{x}-r_{f, x}\right)\right] \\
&= \frac{1}{R^{7}}\left[R^{2}\left[-3\left(r_{x}-r_{f, x}\right) A_{x}\right)-3 A_{x} R^{2}\left(r_{x}-r_{f, x}\right)-3(\vec{A} \cdot \vec{R}) R^{2}\right.  \tag{A.4}\\
&\left.+15(\vec{A} \cdot \vec{R})\left(r_{x}-r_{f, x}\right)\left(r_{x}-r_{f, x}\right)\right] \\
&\left(\frac{\partial^{2} V_{f}^{A}}{\partial r_{x} r_{x}}\right)_{0}= \frac{6 A_{x} r_{f, x}^{5}}{r_{f}^{5}}-\frac{12(\vec{A} \cdot \vec{r}) r_{f, x}^{2}}{r_{f}^{7}}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial^{3} V_{f}^{A}}{\partial r_{x} \partial r_{y} \partial r_{z}}=\frac{\partial}{\partial r_{z}}\left(\frac { 1 } { R ^ { 7 } } \left[-3 R^{2}\left(r_{y}-r_{f, y}\right) A_{x}-3 R^{2}\left(r_{x}-r_{f, x}\right) A_{y}\right.\right. \\
&\left.\left.+15(\vec{A} \cdot \vec{R})\left(r_{x}-r_{f, x}\right)\left(r_{y}-r_{f, y}\right)\right]\right) \\
&=\frac{1}{R^{14}}\left[R ^ { 7 } \left(-3 \times 2\left(r_{z}-r_{f, z}\right)\left(r_{y}-r_{f, y}\right) A_{x}-3 \times 2\left(r_{z}-r_{f, z}\right)\left(r_{x}-r_{f, x}\right) A_{y}\right.\right. \\
&\left.+15 A_{z}\left(r_{x}-r_{f, x}\right)\left(r_{y}-r_{f, y}\right)\right)-\left(-3 R^{2}\left(r_{y}-r_{f, y}\right) A_{x}-3 R^{2}\left(r_{x}-r_{f, x}\right) A_{y}\right. \\
&\left.\left.+15(\vec{A} \cdot \vec{R})\left(r_{x}-r_{f, x}\right)\left(r_{y}-r_{f, y}\right)\right) \frac{7}{2} R^{5} \times 2\left(r_{z}-r_{f, z}\right)\right] \\
&=\frac{1}{R^{9}}\left[R ^ { 2 } \left(15\left(r_{z}-r_{f, z}\right)\left(r_{y}-r_{f, y}\right)+15\left(r_{z}-r_{f, z}\right)\left(r_{x}-r_{f, x}\right) A_{y}\right.\right. \\
&\left.\left.+15 A_{z}\left(r_{x}-r_{f, x}\right)\left(r_{y}-r_{f, y}\right)\right)\right]-\frac{105}{R^{9}}(\vec{A} \cdot \vec{R})\left(r_{x}-r_{f, x}\right)\left(r_{y}-r_{f, y}\right)\left(r_{z}-r_{f, z}\right) \\
&\left(\frac{\partial^{3} V_{f}^{A}}{\partial r_{x} \partial r_{y} \partial r_{z}}\right)_{0}= \frac{15}{r_{f}^{7}}\left(A_{x} r_{f, y} r_{f, z}+A_{y} r_{f, x} r_{f, z}+A_{z} r_{f, x} r_{f, y}\right)-\frac{105}{r_{f}^{9}}\left(\vec{A} \cdot \overrightarrow{r_{f}}\right) r_{f, x} r_{f, y} r_{f, z}  \tag{A.5}\\
& \\
&+15 A_{y}\left(r_{x}-r_{f, x}\right)\left(r_{y}-r_{f, y}\right)+15(\vec{A} \cdot \vec{R})\left(r_{x}-r_{f, x}\right)-\left(-3 R^{2}\left(r_{y}-r_{f, y}\right) A_{x}\right. \\
&\left.\left.-3 R^{2}\left(r_{x}-r_{f, x}\right) A_{y}+15(\vec{A} \cdot \vec{R})\left(r_{x}-r_{f, x}\right)\left(r_{y}-r_{f, y}\right)\right) \frac{7}{2} R^{5} \times 2\left(r_{y}-r_{f, y}\right)\right] \\
&=\frac{1}{R^{9}}\left[R ^ { 2 } \left(15\left(r_{y}-r_{f, y}\right)\left(r_{y}-r_{f, y}\right) A_{x}+15\left(r_{y}-r_{f, y}\right)\left(r_{x}-r_{f, x}\right) A_{y}\right.\right. \\
&\left.\left.+15\left(r_{x}-r_{f, x}\right)\left(r_{y}-r_{f, y}\right) A_{y}-3 R^{2} A_{x}+15(\vec{A} \cdot \vec{R})\left(r_{x}-r_{f, x}\right)\right)\right]- \\
& \frac{109}{R^{9}}(\vec{A} \cdot \vec{R})\left(r_{x}-r_{f, x}\right)\left(r_{y}-r_{f, y}\right)\left(r_{y}-r_{f, y}\right) \\
&+\frac{1}{R_{y}^{14}}\left[R ^ { 7 } \left(-3 \times 2\left(r_{y}-r_{f, y}\right)^{2} A_{x}-3 R^{2} A_{x}-3 \times 2\left(r_{y}-r_{f, y}\right)\left(r_{x}-r_{f, x}\right) A_{y}\right.\right. \\
&\left(\frac{\partial^{3} V_{A}}{\partial r_{x} \partial r_{y} \partial r_{y}}\right)_{0}=\frac{3}{r_{f}^{7}}\left(5 A_{x} r_{f, y} r_{f, y}+5 A_{y} r_{f, x} r_{f, y}+A_{y} r_{f, x} r_{f, y}-r_{f}^{2} A_{x}+5\left(\vec{A} \cdot \overrightarrow{\left.\left.r_{f}\right) r_{f, x}\right)} r_{f}^{9}\left(\vec{A} \cdot \overrightarrow{r_{f}}\right) r_{f, x} r_{f, y} r_{f, z}\right.\right. \tag{A.6}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial^{3} V_{f}^{A}}{\partial r_{x} \partial r_{x} \partial r_{x}} & =\frac{\partial}{\partial r_{x}}\left(\frac{-6 A_{x} R^{2}\left(r_{x}-r_{f, x}\right)-3(\vec{A} \cdot \vec{R}) R^{2}+15(\vec{A} \cdot \vec{R})\left(r_{x}-r_{f, x}\right)}{R^{7}}\right) \\
& =\frac{1}{R^{14}}\left[R ^ { 7 } \left(-6 A_{x} \times 2\left(r_{x}-r_{f, x}\right)^{2}-6 A_{x} R^{2}-3(\vec{A} \cdot \vec{R}) \times 2\left(r_{x}-r_{f, x}\right)\right.\right. \\
& \left.+15 A_{x}\left(r_{x}-r_{f, x}\right)^{2}+15(\vec{A} \cdot \vec{R}) 2\left(r_{x}-r_{f, x}\right)\right)-\left(-6 A_{x} 2\left(r_{x}-r_{f, x}\right)\right. \\
& \left.\left.-3(\vec{A} \cdot \vec{R}) R^{2}+15(\vec{A} \cdot \vec{R})\left(r_{x}-r_{f, x}\right)^{2}\right) \frac{7}{2} R^{5} \times 2\left(r_{x}-r_{f, x}\right)\right] \\
& =\frac{R^{2}\left(45 A_{x}\left(r_{x}-r_{f, x}\right)^{2}-9 A_{x} R^{2}+30(\vec{A} \cdot \vec{R})\left(r_{x}-r_{f, x}\right)\right)-105(\vec{A} \cdot \vec{R})\left(r_{x}-r_{f, x}\right)^{3}}{R^{9}} \\
\left(\frac{\partial^{3} V_{f}^{A}}{\partial r_{x} \partial r_{x} \partial r_{x}}\right)_{0} & =\frac{3}{r_{f}^{7}}\left(15 A_{x} r_{f, x}^{2}-3 A_{x} r_{f}^{2}+10\left(\vec{A} \cdot \overrightarrow{r_{f}}\right) r_{f, x}\right)+\frac{105}{r_{f}^{9}}\left(\vec{A} \cdot \vec{r}_{f}\right) r_{f, x}^{3} \tag{A.7}
\end{align*}
$$

For the quadrupole term,

$$
\begin{equation*}
V_{f}^{B}=\frac{\sum_{\alpha \beta} 3 B_{\alpha \beta} R_{\alpha} R_{\beta}-\sum_{\alpha} B_{\alpha \alpha} R^{2}}{R^{5}} \tag{A.8}
\end{equation*}
$$

$$
\begin{align*}
\frac{\partial V_{f}^{B}}{\partial r_{x}}= & \frac{1}{R^{10}}\left[R ^ { 5 } \left(6 B_{x x} R_{x}+3 B_{x y} R_{y}+3 B_{x z} R_{z}+3 B_{y x} R_{y}+3 B_{z x} R_{z}-2 B_{x x} R_{x}-2 B_{y y} R_{z}\right.\right. \\
& \left.\left.+2 B_{z z} R_{x}\right)-\left(3 \sum_{\alpha \beta} B_{\alpha \beta} R_{\alpha} R_{\beta}-\left(B_{x x}+B_{y y}+B_{z z}\right) R^{2}\right) \frac{5}{2} R^{3} \cdot 2 R_{x}\right] \\
\left(\frac{\partial V_{f}^{B}}{\partial r_{x}}\right)_{0}= & \frac{-3}{r_{f}^{5}}\left(3 B_{x x} r_{f, x}+B_{y y} r_{f, x}+B_{z z} r_{f, x}+\left(B_{x y}+B_{y x}\right) r_{f, y}+\left(B_{x z}+B_{z x}\right) r_{f, z}\right) \\
& +\frac{15}{r_{f}^{7}}\left(\sum_{\alpha \beta} B_{\alpha \beta} r_{f, \alpha} r_{f, \beta}\right) r_{f, x} \tag{A.9}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial^{2} V_{f}^{B}}{\partial r_{x} \partial r_{y}}= \frac{1}{R^{9}}\left(R ^ { 2 } \left[-45 B_{x x} R_{x} R_{y}-45 B_{y y} R_{x} R_{y}-15 B_{z z} R_{x} R_{y}+3 R^{2}\left(B_{x y}+B_{y x}\right)\right.\right. \\
&-15\left(B_{x y}+B_{y x}\right) R_{x}^{2}-15\left(B_{x y}+B_{y x}\right) R_{y}^{2}-15\left(B_{y z}+B_{z y}\right) R_{x} R_{z} \\
&\left.\left.-15\left(B_{x z}+B_{z x}\right) R_{y} R_{z}\right]+105\left(\sum_{\alpha \beta} B_{\alpha \beta} R_{\alpha} R_{\beta}\right) R_{x} R_{y}\right) \\
&\left(\frac{\partial^{2} V_{f}^{B}}{\partial r_{x} \partial r_{y}}\right)_{0}=\frac{-3}{r_{f}^{7}}\left(15 B_{x x} r_{f, x} r_{f, y}+5 B_{y y} r_{f, x} r_{f, y}+5 B_{z z} r_{f, x} r_{f, y}-r_{f}^{2}\left(B_{x y}+B_{y x}\right)\right.  \tag{A.10}\\
&+ 5\left(B_{x y}+B_{y x}\right) r_{f, x}^{2}+5\left(B_{x y}+B_{y x}\right) r_{f, y}^{2}+5\left(B_{y z}+B_{z y}\right) r_{f, x} r_{f, z} \\
&+\left.5\left(B_{x z}+B_{z x}\right) r_{f, y} r_{f, z}\right)+\frac{105}{r_{f}^{9}}\left(\sum_{\alpha \beta} B_{\alpha \beta} r_{f, \alpha} r_{f, \beta}\right) r_{f, x} r_{f, y} \\
& \frac{\partial^{2} V_{f}^{B}}{\partial r_{x} \partial r_{x}}= \frac{1}{R^{9}}\left(R ^ { 2 } \left[R^{2}\left(9 B_{x x}+3 B_{y y}+3 B_{z z}\right)-75 B_{x x} R_{x}^{2}-15 B_{z z} R_{x}^{2}\right.\right. \\
&\left.\left.-30\left(B_{x y}+B_{y x}\right) R_{x} R_{y}-30\left(B_{x z}+B_{z x}\right) R_{x} R_{z}-15\left(\sum_{\alpha \beta} B_{\alpha \beta} R_{\alpha} R_{\beta}\right) R_{x}^{2}\right)\right] \\
&\left.+105\left(\sum_{i j} B_{\alpha \beta} R_{\alpha} R_{\beta}\right) R_{x}^{2}\right) \\
&\left(\frac{\partial^{2} V_{f}^{B}}{\partial r_{x} \partial r_{x}}\right)_{0}= \frac{-3}{r_{f}^{7}}\left(30 B_{x x} r_{f, x}^{2}+5 B_{y y} r_{f, x}^{2}+5 B_{z z} r_{f, x}^{2}+5\left(B_{x y}+B_{y x}\right) r_{f, x} r_{f, y}\right. \\
&+5\left(B_{x z}+B_{z x}\right) r_{f, x} r_{f, z}-r_{f}^{2}\left(3 B_{x x}+B_{y y}+B_{z z}\right)-5 B_{x x} r_{f, x}^{2} \\
&\left.-5\left(\sum_{\alpha \beta} B_{\alpha \beta} r_{f, \alpha} r_{f, \beta}\right) r_{x}\right)+\frac{105}{r_{f}^{9}}\left(\sum_{\alpha \beta} B_{\alpha \beta} r_{f, \alpha} r_{f, \beta}\right) r_{f, x}^{2} \tag{A.11}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial^{3} V_{f}^{B}}{\partial r_{x} \partial r_{y} \partial r_{z}}= & \frac{1}{R^{11}}\left(R ^ { 2 } \left[315 B_{x x} R_{x} R_{y} R_{z}+315 B_{y y} R_{x} R_{y} R_{z}+315 B_{z z} R_{x} R_{y} R_{z}\right.\right. \\
& +105\left(B_{x y}+B_{y x}\right) R_{x}^{2} R_{z}+105\left(B_{x y}+B_{y x}\right) R_{y}^{2} R_{z}+105\left(B_{y z}+B_{z y}\right) R_{x} R_{z}^{2} \\
& +105\left(B_{x z}+B_{z x}\right) R_{y} R_{z}^{2}+105\left(B_{x z}+B_{z x}\right) R_{x}^{2} R_{y}+105\left(B_{y z}+B_{z y}\right) R_{x} R_{y}^{2} \\
& \left.-15 R^{2}\left(B_{x y}+B_{y x}\right) R_{z}-15 R^{2}\left(B_{y z}+B_{z y}\right) R_{x}-15 R^{2}\left(B_{x z}+B_{z x}\right) R_{y}\right] \\
& \left.-945\left(\sum_{\alpha \beta} B_{\alpha \beta} R_{\alpha} R_{\beta}\right) R_{x} R_{y} R_{z}\right) \\
\left(\frac{\partial^{3} V_{f}^{B}}{\partial r_{x} \partial r_{y} \partial r_{z}}\right)_{0}= & \frac{15}{r_{f}^{9}}\left(-21\left(B_{x x}+B_{y y}+B_{z z}\right) r_{f, x} r_{f, y} r_{f, z}-7\left(B_{x y}+B_{y x}\right) r_{f, x}^{2} r_{f, z}\right. \\
& -7\left(B_{x y}+B_{y x}\right) r_{f, y}^{2} r_{f, z}-7\left(B_{y z}+B_{z y}\right) r_{f, x} r_{f, z}^{2}-7\left(B_{x z}+B_{z x}\right) r_{f, y} r_{f, z}^{2} \\
& -7\left(B_{x z}+B_{z x}\right) r_{f, x}^{2} r_{f, y}-7\left(B_{y z}+B_{z y}\right) r_{f, x} r_{f, y}^{2}+r_{f}^{2}\left(B_{x y}+B_{y x}\right) r_{f, z} \\
& \left.+r_{f}^{2}\left(B_{y z}+B_{z y}\right) r_{f, x}+r_{f}^{2}\left(B_{x z}+B_{z x}\right) r_{f, y}\right)+\frac{945}{r_{f}^{11}}\left(\sum_{\alpha \beta} B_{\alpha \beta} r_{f, \alpha} r_{f, \beta}\right) r_{f, x} r_{f, y} r_{f, z} \tag{A.12}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial^{3} V_{f}^{B}}{\partial r_{x} \partial r_{y} \partial r_{y}}= & \frac{1}{R^{11}}\left(R ^ { 2 } \left[315 B_{x x} R_{x} R_{y}^{2}+315 B_{y y} R_{x} R_{y}^{2}+210 B_{y y} R_{x} R_{y}^{2}+105 B_{z z} R_{x} R_{y}^{2}\right.\right. \\
& +210\left(B_{x y}+B_{y x}\right) R_{x}^{2} R_{y}+105\left(B_{x y}+B_{y x}\right) R_{y}^{3}+210\left(B_{y z}+B_{z y}\right) R_{x} R_{y} R_{z} \\
& +105\left(B_{x z}+B_{z x}\right) R_{y}^{2} R_{z}-21 R^{2}\left(B_{x y}+B_{y x}\right) R_{y}-45 R^{2} B_{x x} R_{x}-45 R^{2} B_{y y} R_{x} \\
& \left.-45 R^{2} B_{z z} R_{x}-24 R^{2}\left(B_{x y}+B_{y x}\right) R_{y}-15 R^{2}\left(B_{x z}+B_{z x}\right) R_{z}\right] \\
& \left.-945\left(\sum_{\alpha \beta} B_{\alpha \beta} R_{\alpha} R_{\beta}\right) R_{x} R_{y}^{2}\right) \\
\left(\frac{\partial^{3} V_{f}^{B}}{\partial r_{x} \partial r_{y} \partial r_{y}}\right)_{0}= & \frac{3}{r_{f}^{9}}\left(-105 B_{x x} r_{f, x} r_{f, y}^{2}-105 B_{y y} r_{f, x} r_{f, y}^{2}-70 B_{y y} r_{f, x} r_{f, y}^{2}-35 B_{z z} r_{f, x} r_{f, y}^{2}\right. \\
& -70\left(B_{x y}+B_{y x}\right) r_{f, x}^{2} r_{f, y}-35\left(B_{x y}+B_{y x}\right) r_{f, x}^{3}-70\left(B_{y z}+B_{z y}\right) r_{f, x} r_{f, y} r_{z} \\
& +105\left(B_{x z}+B_{z x}\right) R_{y}^{2} R_{z}-21 R^{2}\left(B_{x y}+B_{y x}\right) R_{y}-45 R^{2} B_{x x} R_{x} \\
& \left.-45 R^{2} B_{y y} R_{x}-45 R^{2} B_{z z} R_{x}-24 R^{2}\left(B_{x y}+B_{y x}\right) R_{y}-15 R^{2}\left(B_{x z}+B_{z x}\right) R_{z}\right) \\
& \left.+\frac{945}{r_{f}^{11}}\left(\sum_{\alpha \beta} B_{\alpha \beta} r_{f, \alpha} r_{f, \beta}\right) r_{f, x} r_{f, y}^{2}\right) \tag{A.13}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial^{3} V_{f}^{B}}{\partial r_{x} \partial r_{x} \partial r_{x}} & =\frac{1}{R^{11}}\left(R ^ { 2 } \left[-5 R^{2} R_{x}\left(9 B_{x x}+3 B_{y y}+3 B_{z z}\right)-R^{2} R_{x}\left(150 B_{x x}+30 B_{y y}+30 B_{z z}\right)\right.\right. \\
& -30 R^{2}\left(B_{x y}+B_{y x}\right) R_{y}-30 R^{2}\left(B_{x z}+B_{z x}\right) R_{z}-15 R^{2}\left(\sum_{\alpha \beta} B_{\alpha \beta} R_{\alpha} R_{\beta}\right) \\
& -15 R^{2}\left(6 B_{x x} R_{x}^{2}+3\left(B_{x y}+B_{y x}\right) R_{x} R_{y}+3\left(B_{x z}+B_{z x}\right) R_{x} R_{z}\right)+1155 B_{x x} R_{x}^{3} \\
& +105 B_{y y} R_{x}^{3}+525\left(B_{x y}+B_{y x}\right) R_{x}^{2} R_{y}+525\left(B_{x z}+B_{z x}\right) R_{x}^{2} R_{z} \\
& \left.\left.+105\left(\sum_{\alpha \beta} B_{\alpha \beta} R_{\alpha} R_{\beta}\right) R_{x}^{2}+210\left(\sum_{\alpha \beta} B_{\alpha \beta} R_{\alpha} R_{\beta}\right) R_{x}\right]-945\left(\sum_{\alpha \beta} B_{\alpha \beta} R_{\alpha} R_{\beta}\right) R_{x}^{3}\right) \\
\left(\frac{\partial^{3} V_{f}^{B}}{\partial r_{x} \partial r_{x} \partial r_{x}}\right)_{0}= & \frac{3}{r_{f}^{9}}\left[\left(65 B_{x x}+15 B_{y y}+15 B_{z z}\right) r_{f}^{2} r_{f, x}+10 r_{f}^{2}\left(B_{x y}+B_{y x}\right) r_{f, y}\right. \\
& +10 r_{f}^{2}\left(B_{x z}+B_{z x}\right) r_{f, z}-5 r_{f}^{2}\left(\sum_{\alpha \beta} B_{\alpha \beta} r_{f, \alpha} r_{f, \beta}\right)-5 r_{f}^{2}\left(6 B_{x x} r_{f, x}^{2}\right. \\
& \left.+3\left(B_{x y}+B_{y x}\right) r_{f, x} r_{f, y}+3\left(B_{x z}+B_{z x}\right) r_{f, x} r_{f, z}\right)-385 B_{x x} r_{f, x}^{3} \\
& -35 B_{y y} r_{f, x}^{3}-175\left(B_{x y}+B_{y x}\right) r_{f, x}^{2} r_{f, y}-175\left(B_{x z}+B_{z x}\right) r_{f, x}^{2} r_{f, z} \\
& \left.\left.+\left(\sum_{\alpha \beta} B_{\alpha \beta} r_{f, \alpha} r_{f, \beta}\right)\left(35 r_{f, x}^{2}-70 r_{f, x}\right)\right]+\frac{945}{r_{f}^{11}}\left(\sum_{\alpha \beta} B_{\alpha \beta} r_{f, \alpha} r_{f, \beta}\right) r_{f, x}^{3}\right) \tag{A.14}
\end{align*}
$$

For the octopole term,

$$
\begin{equation*}
V_{f}^{C}=\frac{3 \sum_{\alpha \beta \gamma} C_{\alpha \beta \gamma}\left[5 R_{\alpha} R_{\beta} R_{\gamma}-\left(R_{\alpha} \delta_{\beta \gamma}+R_{\beta} \delta_{\alpha \gamma}+R_{\gamma} \delta_{\alpha \beta}\right) R^{2}\right]}{2 R^{7}} \tag{A.15}
\end{equation*}
$$

When this summation is fully expanded, there are a total of 48 terms. In order to express this more compactly, we will define the following coefficients:

$$
\begin{align*}
D_{x} & =5 C_{x x x} \\
D_{y} & =5 C_{y y y} \\
D_{z} & =5 C_{z z z} \\
D_{x x} & =-\left[3 C_{x x x}+C_{x y y}+C_{x z z}+C_{y x y}+C_{y y x}+C_{z x z}+C_{z z x}\right] \\
D_{y y} & =-\left[3 C_{y y y}+C_{x x y}+C_{x y x}+C_{y x x}+C_{y z z}+C_{z y z}+C_{z z y}\right] \\
D_{z z} & =-\left[3 C_{z z z}+C_{x x z}+C_{x z x}+C_{y y z}+C_{y z y}+C_{z x x}+C_{z y y}\right] \\
D_{x x y} & =5\left(C_{x x y}+C_{x y x}+C_{y x x}\right)  \tag{A.16}\\
D_{x x z} & =5\left(C_{x x z}+C_{x z x}+C_{z x x}\right) \\
D_{y y x} & =5\left(C_{x y y}+C_{y x y}+C_{y y x}\right) \\
D_{y y z} & =5\left(C_{z y y}+C_{y z y}+C_{y y z}\right) \\
D_{z z x} & =5\left(C_{x z z}+C_{z x z}+C_{z z x}\right) \\
D_{z z y} & =5\left(C_{y z z}+C_{z y z}+C_{z z y}\right) \\
D_{x y z} & =5\left(C_{x y z}+C_{x z y}+C_{y x z}+C_{y z x}+C_{z x y}+C_{z y x}\right)
\end{align*}
$$

With these substitutions,

$$
\begin{align*}
V_{f}^{C}=\frac{3}{2 R^{7}} & {\left[D_{x} R_{x}^{3}+D_{y} R_{y}^{3}+D_{z} R_{z}^{3}+D_{x x} R_{x} R^{2}+D_{y y} R_{y} R^{2}+D_{z z} R_{z} R^{2}\right.} \\
& +D_{x x y} R_{x}^{2} R_{y}+D_{x x z} R_{x}^{2} R_{z}+D_{y y x} R_{y}^{2} R_{x}+D_{y y z} R_{y}^{2} R_{z}  \tag{A.17}\\
& \left.+D_{z z x} R_{z}^{2} R_{x}+D_{z z y} R_{z}^{2} R_{y}+D_{x y z} R_{x} R_{y} R_{z}\right] \\
\left(\frac{\partial V_{f}^{C}}{\partial r_{x}}\right)_{0}= & \frac{3}{2 r_{f}^{7}}\left[\left(3 D_{x}-5 D_{x x}\right) r_{f, x}^{2}+\left(2 D_{x x y}-5 D_{y y}\right) r_{f, x} r_{f, y}\right. \\
& +\left(2 D_{x x z}-5 D_{z z}\right) r_{f, x} r_{f, z}+D_{y y x} r_{f, y}^{2}+D_{z z x} r_{f, z}^{2}+D_{x y z} r_{f, y} r_{f, z}  \tag{A.18}\\
& \left.+D_{x x} r_{f}^{2}\right]-\frac{105}{r_{f}^{9}}\left(\sum_{\alpha \beta \gamma} C_{\alpha \beta \gamma} r_{f, \alpha} r_{f, \beta} r_{f, \gamma}\right) r_{f, x}
\end{align*}
$$

$$
\begin{align*}
\left(\frac{\partial^{2} V_{f}^{C}}{\partial r_{x} \partial r_{y}}\right)_{0}= & \frac{3}{2 r_{f}^{9}}\left[\left(21 D_{x}-35 D_{x x}+14 D_{y y x}\right) r_{f, x}^{2} r_{f, y}+\left(21 D_{y}-35 D_{y y}+14 D_{x x y}\right) r_{f, x} r_{f, y}^{2}\right. \\
& +\left(14 D_{x x z}+14 D_{y y z}-35 D_{z z}\right) r_{f, x} r_{f, y} r_{f, z}+7 D_{y y x} r_{f, y}^{3}+7 D_{x y z} r_{f, y}^{2} r_{f, z} \\
& +7 D_{z z x} r_{f, y} r_{f, z}^{2}+7 D_{x x y} r_{f, x}^{3}+7 D_{z z y} r_{f, x} r_{f, z}^{2}+7 D_{x y z} r_{f, x}^{2} r_{f, z} \\
& \left.+r^{2}\left(\left(5 D_{x x}-2 D_{y y x}\right) r_{f, y}+\left(5 D_{y y}-2 D_{x x y}\right) r_{f, x}-D_{x y z} r_{f, z}\right)\right] \\
& -\frac{945}{2 r^{11}}\left(\sum_{\alpha \beta \gamma} C_{\alpha \beta \gamma} r_{f, \alpha} r_{f, \beta} r_{f, \gamma}\right) r_{f, x} r_{f, y} \tag{A.19}
\end{align*}
$$

$$
\left(\frac{\partial^{2} V_{f}^{C}}{\partial r_{x} \partial r_{x}}\right)_{0}=\frac{3}{2 r_{f}^{9}}\left[\left(42 D_{x}-35 D_{x x}\right) r_{f, x}^{3}+\left(28 D_{x} x y-35 D_{y y}\right) r_{f, x}^{2} r_{f, y}\right.
$$

$$
+\left(28 D_{x} x z-35 D_{z z}\right) r_{f, x}^{2} r_{f, z}+14 D_{y y x} r_{f, x} r_{f, y}^{2}+14 D_{z z x} r_{f, x} r_{f, z}^{2}
$$

$$
+14 D_{x y z} r_{f, x} r_{f, y} r_{f, z}+35\left(\sum_{\alpha \beta \gamma} C_{\alpha \beta \gamma} r_{f, \alpha} r_{f, \beta} r_{f, \gamma}\right)+r_{f}^{2}\left(\left(15 D_{x x}-6 D_{x}\right) r_{f, x}\right.
$$

$$
\begin{equation*}
\left.\left.+\left(5 D_{y y}-2 D_{x x y}\right) r_{f, y}\left(5 D_{z z}-2 D_{x x z}\right) r_{f, z}\right)\right]-\frac{945}{2 r^{11}}\left(\sum_{\alpha \beta \gamma} C_{\alpha \beta \gamma} r_{f, \alpha} r_{f, \beta} r_{f, \gamma}\right) r_{f, x}^{2} \tag{A.20}
\end{equation*}
$$

$$
\begin{align*}
\left(\frac{\partial^{3} V_{f}^{C}}{\partial r_{x} \partial r_{y} \partial r_{z}}\right)_{0}= & \frac{3}{2 r_{f}^{11}}\left[\left(189 D_{x}-315 D_{x x}+126 D_{y y x}+126 D_{z z x}\right) r_{f, x}^{2} r_{f, y} r_{f, z}\right. \\
& +\left(189 D_{y}-315 D_{y y}+126 D_{x x y}+126 D_{z z y}\right) r_{f, x} r_{f, y}^{2} r_{f, z} \\
& +\left(189 D_{z}-315 D_{z z}+126 D_{x x z}+126 D_{y y z}\right) r_{f, x} r_{f, y} r_{f, z}^{2} \\
& +63 D_{x x z} r_{f, x}^{3} r_{f, y}+63 D_{y y z} r_{f, x}^{3} r_{f, z}+63 D_{y y x} r_{f, y}^{3} r_{f, z}+63 D_{y y z} r_{f, x} r_{f, y}^{3} \\
& +63 D_{z z y} r_{f, x} r_{f, z}^{3}+63 D_{z z x} r_{f, y} r_{f, z}^{3}+63 D_{x y z} r_{f, x}^{2} r_{f, y}^{2}+63 D_{x y z} r_{f, x}^{2} r_{f, z}^{2} \\
& +63 D_{x y z} r_{f, y}^{2} r_{f, z}^{2}+r_{f}^{2}\left(\left(35 D_{z z}-14 D_{x x z}-14 D_{y y z}\right) r_{f, x} r_{f, y}\right. \\
& +\left(35 D_{y y}-14 D_{x x y}-14 D_{z z z}\right) r_{f, x} r_{f, z}+\left(35 D_{x x}-14 D_{z z x}-14 D_{y y x}\right) r_{f, y} r_{f, z} \\
& \left.\left.-7 D_{x y z}\left(r_{f, x}^{2}+r_{f, y}^{2}+r_{f, z}^{2}\right)+D_{x y z} r_{f}^{2}\right)\right] \\
& -\frac{10395}{2 r_{f}^{13}}\left(\sum_{\alpha \beta \gamma} C_{\alpha \beta \gamma} r_{f, \alpha} r_{f, \beta} r_{f, \gamma}\right) r_{f, x} r_{f, y} r_{f, z} \tag{A.21}
\end{align*}
$$

$$
\left(\frac{\partial^{3} V_{f}^{C}}{\partial r_{x} \partial r_{y} \partial r_{y}}\right)_{0}=\frac{3}{2 r_{f}^{11}}\left[\left(189 D_{x}-315 D_{x x}+252 D_{y y x}\right) r_{f, x}^{2} r_{f, y}^{2}\right.
$$

$$
+\left(378 D_{y}-315 D_{y y}+126 D_{x x y}\right) r_{f, x} r_{f, y}^{3}
$$

$$
+\left(315 D_{z z}+126 D_{x x z}+252 D_{y y z}\right) r_{f, x} r_{f, y}^{2} r_{f, z}
$$

$$
+63 D_{y y x} r_{f, y}^{4}+63 D_{x y z} r_{f, y}^{3} r_{f, z}+63 D_{z z x} r_{f, y}^{2} r_{f, z}^{2}+126 D_{x x y} r_{f, x}^{3} r_{f, y}
$$

$$
+126 D_{z z y} r_{f, x} r_{f, y} r_{f, z}^{2}+126 D_{x y z} r_{f, x}^{2} r_{f, y} r_{f, z}
$$

$$
+r_{f}^{2}\left(\left(-21 D_{x}+35 D_{x x}-14 D_{y y x}\right) r_{f, x}^{2}+\left(35 D_{x x}-35 D_{y y x}\right) r_{f, y}^{2}\right.
$$

$$
-7 D_{z z x} r_{z}^{2}+\left(-42 D_{y}+535 D_{y y}-42 D_{x x y}\right) r_{f, x} r_{f, y}-21 D_{x y z} r_{f, y} r_{f, z}
$$

$$
+\left(35 D_{z z}-14 D_{x x z}-14 D_{y y z}\right) r_{f, x} r_{f, z}+\left(2 D_{y y x}-5 D_{x x}\right) r_{f}^{2}
$$

$$
\begin{equation*}
\left.\left.+315\left(\sum_{\alpha \beta \gamma} C_{\alpha \beta \gamma} r_{f, \alpha} r_{f, \beta} r_{f, \gamma}\right) r_{f, x}\right)\right]-\frac{10395}{2 r_{f}^{13}}\left(\sum_{\alpha \beta \gamma} C_{\alpha \beta \gamma} r_{f, \alpha} r_{f, \beta} r_{f, \gamma}\right) r_{f, x} r_{f, y}^{2} \tag{A.22}
\end{equation*}
$$

$$
\begin{align*}
\left(\frac{\partial^{3} V_{f}^{C}}{\partial r_{x} \partial r_{x} \partial r_{x}}\right)_{0}= & \frac{3}{2 r_{f}^{11}}\left[\left(567 D_{x}-315 D_{x x}\right) r_{f, x}^{4}+\left(-315 D_{y y}+378 D_{x x y}\right) r_{f, x}^{3} r_{f, y}\right. \\
& +\left(-315 D_{z z}+378 D_{x x z}\right) r_{f, x}^{2} r_{f, z}+189 D_{y y x} r_{f, x}^{2} r_{f, y}^{2}+189 D_{z z x} r_{f, x}^{2} r_{f, z}^{2} \\
& +63 D_{x y z} r_{f, x}^{2} r_{f, y} r_{f, z}-945\left(\sum_{\alpha \beta \gamma} C_{\alpha \beta \gamma} r_{f, \alpha} r_{f, \beta} r_{f, \gamma}\right) r_{f, x} \\
& +r_{f}^{2}\left(\left(-189 D_{x}+210 D_{x x}\right) r_{f, x}^{2}+\left(105 D_{y y}-84 D_{x x y}\right) r_{f, x} r_{f, y}\right. \\
& +\left(105 D_{z z}-84 D_{x x z}\right) r_{f, x} r_{f, z}-21 D_{y y x} r_{f, y}^{2} \\
& \left.\left.-21 D_{z z x} r_{f, z}^{2}+r_{f}^{2}\left(6 D_{x}-15 D_{x} x\right)\right)\right]-\frac{10395}{2 r_{f}^{13}}\left(\sum_{\alpha \beta \gamma} C_{\alpha \beta \gamma} r_{f, \alpha} r_{f, \beta} r_{f, \gamma}\right) r_{f, x}^{3} \tag{A.23}
\end{align*}
$$
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