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Are 100 Ensemble Members Enough to Capture the Remote Atmospheric Response
to 12°C Arctic Sea Ice Loss?

YANNICK PEINGS,a ZACHARY M. LABE,a AND GUDRUN MAGNUSDOTTIR
a

aDepartment of Earth System Science, University of California Irvine, Irvine, California

(Manuscript received 4 August 2020, in final form 21 January 2021)

ABSTRACT: This study presents results from the Polar Amplification Multimodel Intercomparison Project (PAMIP)

single-year time-slice experiments that aim to isolate the atmospheric response toArctic sea ice loss at global warming levels

of 128C. Using two general circulation models (GCMs), the ensemble size is increased up to 300 ensemble members,

beyond the recommended 100 members. After partitioning the response in groups of 100 ensemble members, the repro-

ducibility of the results is evaluated, with a focus on the response of the midlatitude jet streams in the North Atlantic and

North Pacific. Both atmosphere-only and coupled ocean–atmosphere PAMIP experiments are analyzed. Substantial dif-

ferences in themidlatitude response are found among the different experiment subsets, suggesting that 100-member ensembles

are still significantly influenced by internal variability, which canmislead conclusions. Despite an overall stronger response, the

coupled ocean–atmosphere runs exhibit greater spread due to additional ENSO-related internal variability when the ocean is

interactive. The lack of consistency in the response is true for anomalies that are statistically significant according to Student’s t

and false discovery rate tests. This is problematic for the multimodel assessment of the response, as some of the spread may be

attributed to different model sensitivities whereas it is due to internal variability. We propose a method to overcome this

consistency issue that allows for more robust conclusions when only 100 ensemble members are used.

KEYWORDS: Arctic; Sea ice;Atmosphere-ocean interaction; Teleconnections; Numerical analysis/modeling; Climate variability

1. Introduction

Accelerated warming of the Arctic in the last 40 years is a

conspicuous signal of climate change that has received much at-

tention in recent years. The temperature has risen faster in the

Arctic than over the rest of the globe, a phenomenon called polar

amplification, or Arctic amplification (AA) in the case of the

Northern Hemisphere (NH). Arctic amplification is associated

with a sharp decline in sea ice extent and thickness in the Arctic

Ocean (Serreze and Stroeve 2015; Lindsay and Schweiger 2015),

decline that is expected to accelerate with increasing anthropo-

genic emissions in the twenty-first century (Kay et al. 2011).Given

the dramatic amplitude of observed changes in the Arctic, not

only in terms of climate, but also ecosystems (e.g., Grebmeier

2012), understanding causes and consequences for Arctic ampli-

fication has become a key research question.

While causes and local consequences of AA are better un-

derstood (e.g., Yoshimori et al. 2017; Stuecker et al. 2018), how

it affects remote areas of the globe is unclear. Many conse-

quences of a warmer Arctic in midlatitudes have been sug-

gested, and are discussed in several review papers (Cohen et al.

2014; Barnes and Screen 2015; Vihma 2014; Vavrus 2018).

These reviews report a lack of consensus among studies. For

instance, different studies find different responses to Arctic sea

ice loss, especially in terms of the midlatitude jets or modes of

atmospheric variability, such as the North Atlantic Oscillation

(NAO; Hurrell 1995) or northern annular mode (NAM)

(Thompson and Wallace 2000). The response to large sea ice

loss as projected at the end of the twenty-first century exhibits

relative consensus in coupled ocean–atmosphere models

(Screen et al. 2018), but whether contemporaneous Arctic

amplification already affects extreme weather in midlatitudes

is particularly debated (Mori et al. 2019; Blackport and Screen

2020; Cohen et al. 2020). Short observational records limit the

robustness of statistical analyses in observations and the at-

tribution of causality (Sorokina et al. 2016; Kolstad and Screen

2019; Peings 2019). Moreover, numerical experiments using

climate models with altered sea ice show a range of atmo-

spheric responses (e.g., Vihma 2014). This is due to different

model physics and sensitivities to sea ice loss, especially dif-

ferences in themodel background state (Smith et al. 2017; Labe

et al. 2019). Also, differences in protocol among studies limit

the possibilities for understanding discrepancies in the results.

In view of these limitations, the Polar Amplification Model

Intercomparison Project (PAMIP) was created to provide a

framework for coordinated sea ice loss experiments (Smith

et al. 2019). The project includes a set of atmosphere-only [i.e.,

prescribed with sea surface temperature (SST) and sea ice

concentration (SIC)] and coupled ocean–atmosphere simula-

tions to explore the atmospheric response to Arctic and

Antarctic sea ice loss. Some of the runs are designed to also

investigate causes for polar amplification, in particular the role

of remote SST changes (i.e., Perlwitz et al. 2015). The forcing

fields consist of three time slices of preindustrial, present-day,

and future SIC/SST to reveal how historical and projected sea

ice loss have affected and may affect the global climate. The

future SIC/SST fields have been designed to represent128C of
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global warming, relative to the preindustrial period. To isolate the

forced response, attributable to SIC/SST anomalies, from high

internal variability in the atmosphere, large ensembles of simu-

lations are recommended. For example, for the preindustrial,

present-day, and future time-slice experiments, 100 members of

14-month runs are recommended by the PAMIP protocol.

The emergence of large ensembles of simulations (Kay et al.

2015; Maher et al. 2019; Deser et al. 2020) has allowed for a

greater recognition of the large influence of internal variability

in climate simulations. This is especially true when assessing

regional trends in climate change projections (Deser et al.

2016) and hiatus in global change (Bengtsson and Hodges

2019), but this is also true in sensitivity experiments such as the

PAMIP runs. Screen et al. (2014) estimate the number of en-

semblemembers needed to identify a robust response toArctic

sea ice loss for different variables. They find that in order to be

detected robustly, dynamical and upper-level variables need

more ensemble members than thermodynamic variables. They

suggest that 50 ensemble members (of a single year or season)

are theminimum to detect a robust sea level pressure response.

With increased computational capability, 100 members (again,

of a single year or season) has become the norm in such model

sensitivity experiments, and it is generally believed to be suf-

ficient to identify a robust response to the prescribed forcings.

However, except for Screen et al. (2014), and more recently

Labe et al. (2019) and Liang et al. (2019), to our knowledge

little attention has been given to estimate how internal vari-

ability may affect the results of sea ice loss or similar sensitivity

experiments. In particular, it is unknown whether the conclu-

sions of sea ice loss experiments may differ when ensembles

with a greater ensemble size than 100 are carried out.

In this paper, we present results from PAMIP time-slice

experiments that have been run beyond 100 members with two

different atmospheric models. We explore the reproducibility

of the results in different groups of 100-member ensembles, and

find that a 100-member ensemblemay not be enough to robustly

assess the midlatitude atmospheric response to128C Arctic sea

ice loss. Results from different 100-member subsets are not en-

tirely consistent, despite statistical significance when using tra-

ditional statistical tests. We propose a method to overcome this

consistency issue, and find that a more robust response can be

assessed from 100-member experiments when it is used.

2. Methods

a. Models

Sea ice loss perturbation experiments from two general

circulation models (GCMs) are used. The first one is the

Community Earth SystemModel (CESM), version 1, from the

National Center for Atmospheric Research (NCAR). From a

configuration of CESM1, we use the Whole Atmosphere

Community ClimateModel, version 4 (WACCM4;Marsh et al.

2013). WACCM4 includes 66 vertical levels (up to 5.1

3 1026 hPa, ;140 km) and uses CAM4 physics. We use the

specified chemistry version of WACCM4 (SC-WACCM4;

Smith et al. 2014), which is computationally less expensive

to run, but simulates dynamical stratosphere–troposphere

coupling and stratospheric variability that are comparable to

the interactive chemistry model version. The SC-WACCM4

experiments are run with a horizontal resolution of 1.98
latitude 3 2.58 longitude and include present-day (year 2000)

radiative forcing. A repeating 28-month full cycle of the quasi-

biennial oscillation (QBO) is included in the SC-WACCM4

experiments through nudging of the equatorial stratospheric

winds to observed radiosonde data. From one ensemble

member to the next, the QBO is initialized using the following

month of the 28-month QBO cycle, so that each phase of the

QBO is represented in our ensemble and it does not skew

the results in one direction or the other (Labe et al. 2019). In

the coupled ocean–atmosphere configuration, the ocean com-

ponent of CESM1 is the Parallel Ocean Program version 2

(POP2). CESM1 also includes the Los Alamos sea ice model

(CICE), the Community Land Model version 4 (CLM4) and

the River Transport Model (RTM). CLM is run at a horizontal

resolution of 1.98 3 2.58; POP2 and CICE are run at nominal 18
resolution with higher resolution near the equator than at the

poles. Further details about CESM1 are given in Hurrell

et al. (2013).

The second GCM is the Energy Exascale Earth System

Model, version 1 (E3SMv1; Golaz et al. 2019), from the United

States Department of Energy (DOE). The E3SMv1 atmo-

spheric component was developed from CAM5.3 and includes

additional turbulence parameterizations and improvements to

cloud and aerosol physics (Rasch et al. 2019). E3SMv1 includes

72 vertical layers (compared to 30 in CAM5) with a model top

at ;0.1 hPa (;60 km). We use the lower-resolution version of

E3SMv1 with a horizontal resolution of 100 km and present-

day (year 2000) radiative forcing. While the model includes an

internally generated QBO-like oscillation of the equatorial

stratospheric wind, the period is too short, and the westerly

winds are too strong (Richter et al. 2019). Ocean and sea ice

components in E3SMv1 are based on the Model for Prediction

Across Scales (MPAS) and the river transport component is

the Model for Scale Adaptive River Transport (MOSART).

The land model is a slightly revised version of that found in

CESM1. Details on all the coupled model components can be

found in Golaz et al. (2019).

Simulations run in atmosphere only mode (i.e., with pre-

scribed SST/SIC) are referred to as atmospheric general cir-

culation model (AGCM) runs. When the ocean is interactive,

the simulations are referred to as ocean–atmosphere general

circulation model (OAGCM) runs.

b. PAMIP experiments

All the experiments that are used in this paper are listed in

Table 1. Here is a short description of them.

1) AGCM RUNS: PAMIP-1.5 AND PAMIP-1.6 (FIXED

SEA ICE THICKNESS)

PAMIP experiments performed with SC-WACCM4 and

E3SMv1 are used to explore the atmospheric response to128C
Arctic sea ice loss. AGCM simulations forced with preindus-

trial Arctic SIC (experiment PAMIP-1.5; Smith et al. 2019) are

compared to simulations forced with future 1 28C Arctic sea

ice (experiment PAMIP-1.6). Note that we could use the
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PAMIP-1.1 runs (with present-day SIC/SST) as a reference,

but in order to maximize the signal-to-noise ratio and discuss

the impact of128C sea ice loss, the preindustrial SIC PAMIP-

1.5 runs are used. The SIC fields are constructed from an en-

semble of 31 CMIP5 simulations, as detailed in Smith et al.

(2018). Preindustrial SIC is estimated by identifying 30-yr pe-

riods in preindustrial control runs from the CMIP5models that

have a global mean temperature closest to an estimate of

preindustrial global mean temperature (13.678C; Haustein

et al. 2017). Similarly, 128C sea ice is estimated from the

representative concentration pathway 8.5Wm22 (RCP8.5)

runs, by selecting 30-yr periods with a temperature 28Cwarmer

than preindustrial (15.678C). A similar protocol is followed to

estimate128C SST that are associated with sea ice loss. SST is

set to future values where SIC fraction changes more than 0.1

between the future and preindustrial SIC fields, a common

practice in AGCM sea ice sensitivity experiments (e.g., Screen

et al. 2013). Outside the Arctic, SST are set to present-day

values, as is Antarctic SIC. Sea ice thickness is set to 2m in the

Northern Hemisphere and 1m in the Southern Hemisphere.

Further details on the PAMIP forcing fields can be found in

Smith et al. (2019).

Following the PAMIP protocol, the simulations are run

from 1April to 31May of the following year (14months). After

discarding the first two months for spinup (April–May of year

1), this gives us a full year of simulation spanning the annual

cycle of SIC (June to May). PAMIP recommends running 100

ensemble members for these simulations, but for the purpose

of this study we have extended them to 300 members for SC-

WACCM4 (thanks to the relatively low computational costs of

this model) and 200 members for E3SMv1 (more computa-

tionally demanding than SC-WACCM4).

2) AGCM RUNS: PAMIP-1.9 AND PAMIP-1.10
(PRESCRIBED SEA ICE THICKNESS)

PAMIP simulations 1.9 and 1.10 are used to verify whether

our findings are robust in other PAMIP AGCM runs.

Simulations PAMIP-1.9 and PAMIP-1.10 are designed to re-

veal the influence of sea ice thickness. Sea ice concentration is

similar to PAMIP-1.1 (in PAMIP-1.9) and PAMIP-1.6 (in

PAMIP-1.10), but sea ice thickness is not constant anymore; it

is set to estimates of present-day and future values [see Smith

et al. (2019) for details]. The PAMIP forcing files have been

constructed with a difference of 0.68C in global mean tem-

perature between the present-day and preindustrial periods.

Therefore, the difference between PAMIP-1.10 and PAMIP-

1.9 (future minus present-day conditions) corresponds

to 11.48C sea ice loss. However, with the inclusion of sea ice

thickness anomalies, the forcing is stronger than when sea ice

concentration alone is considered (Labe et al. 2018).

3) OAGCM RUNS: PAMIP-2.2 AND PAMIP-2.3

To assess the influence of ocean–atmosphere coupling on

the results, we also analyze short coupled runs that are part of

the PAMIP set of experiments. Only simulations using SC-

WACCM4 are discussed here, as their E3SMv1 counterpart

had not been completed at the time of this study. PAMIP-2.2 is

similar to PAMIP-1.5, but it includes an interactive ocean. Like

for theAGCM runs, the ensembles are created by adding a tiny

temperature perturbation in the atmosphere. The initial state

of the ocean is similar across all ensemble members. To force

the coupled model toward the sea ice target state, in the Arctic

SIC and sea ice volume are nudged toward the preindustrial

SIC field (similar to the one used for PAMIP-1.5) using a re-

laxation nudging coefficient of 5 h for SIC and 1 day for ice

volume. The ice volume target is constructed to retrieve 2-m

sea ice thickness in the Arctic and 1-m thickness in the

Antarctic, as in PAMIP-1.5. PAMIP-2.3 is the coupled equiv-

alent of PAMIP-1.6; that is, SIC is nudged toward1 28C values

in the Arctic and present-day values in the Antarctic, with

thickness maintained constant. In these runs, sea ice is similar

to PAMIP-1.5 and PAMIP-1.6; the only difference is that

ocean dynamics is included and SST is free to evolve, includ-

ing in areas of sea ice loss. Like for the AGCM runs, the

TABLE 1. Overview of the numerical simulations.

Model Type of simulation Expt name Description

SC-WACCM4 (300 ensemble

members per simulation)

AGCM with fixed sea ice thickness PAMIP-1.5 Preindustrial Arctic sea ice

concentration, present-day SST

PAMIP-1.6 128C Arctic sea ice concentration,

present-day SST

AGCM with prescribed sea ice

thickness

PAMIP-1.9 Present-day Arctic sea ice

concentration and thickness,

present-day SST

PAMIP-1.10 Future Arctic sea ice concentration

and thickness, present-day SST

OAGCM (nudging of sea ice volume,

SIC and SIT similar to PAMIP-1.5

and PAMIP-1.6)

PAMIP-2.2 Preindustrial Arctic sea ice

concentration, present-day SST

PAMIP-2.3 128C Arctic sea ice concentration,

present-day SST

E3SMv1 (200 ensemble members per

simulation)

AGCM with fixed sea ice thickness PAMIP-

1.5-E3SM

Preindustrial Arctic sea ice

concentration, present-day SST

PAMIP-

1.6 -E3SM

128C Arctic sea ice concentration,

present-day SST
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simulations are run for 14 months, and the two first months are

discarded to account for model spinup. In this regard, these

simulations only highlight the short-term influence of ocean–

atmosphere coupling, mostly thermodynamic exchanges at the

air–sea interface. Full ocean dynamics adjustment to sea ice loss

takes several decades (e.g., Sun et al. 2018), so these processes

are not accounted for in these short coupled runs. That is the

motivation for centennial coupled ocean–atmosphere PAMIP

simulations that are designed to explore the role of longer-term

oceanic adjustment to sea ice loss (Smith et al. 2019).

c. Statistical significance of the results

To test the statistical significance of the response to Arctic

sea ice loss, we use a classic two-tailed Student’s t test (STT).

For a given variable, the difference between future and pre-

industrial values is compared at each grid point. If the null

hypothesis that the two groups are indiscernible is rejected at

the 5% confidence level (p value lower or equal to 0.05), then

the difference is considered significant. Although this is a

widely used method, with multiple tests at each grid point,

rejection of the global null hypothesis is overestimated (Wilks

2016). To account for this, we use the false discovery rate

(FDR), as recommended in Wilks (2016). Local null hypoth-

eses are rejected if their respective p values are no larger than a

threshold level that depends on the distribution of the sorted p

values, after the p values are sorted in ascending order [p(1) #

p(2) # . . . # p(N)]:

p0
FDR 5 max

i51,:::,N
[p

(i)
: p

(i)
# (i/N)a

FDR
] ,

where i represents one ensemble member, N is the number of

ensemble members, and aFDR is the chosen control level for

the FDR. That is, the threshold p0
FDR for rejecting local null

hypotheses is the largest p(i) that is no larger than the fraction of

aFDR specified by i/N. The FDR reduces the fraction of signifi-

cant grid point test results that are spurious. In this study, we

use a value of 0.1 foraFDR, that is, twice the value of the 0.05

threshold we use for the STT, as recommended byWilks (2016).

3. Results

a. Reproducibility of the atmospheric response in
100-member ensembles: AGCM runs

Figure 1a shows the SIC forcing prescribed in the 128C
Arctic SIC runs (PAMIP-1.6, PAMIP-2.3), relative to the

preindustrial Arctic SIC runs (PAMIP-1.5, PAMIP-2.2), dur-

ing winter [December–March (DJFM) average]. The SIC

anomalies are largest in the Barents–Kara andGreenland Seas,

as well as in the Okhotsk and Bering Seas in the Pacific sector.

The annual cycle of SIC is very similar in the AGCM and

OAGCM experiments, outlining the efficiency of the im-

plemented nudging technique (Fig. 1b). Sea ice thickness is

also very similar in the runs, with a fixed value of 2m in the

Arctic (not shown). SIC peaks in September (Fig. 1b), but

in this study we analyze the winter season when ocean–

atmosphere heat exchanges are maximum and the impacts on

the large-scale atmospheric circulation are expected to bemost

pronounced. In the rest of the paper, we refer to the difference

between two experiments as the ‘‘response’’ of the model.

However, keep in mind that these responses do not necessarily

represent the true response to the forcing because they include

noise due to internal variability, as will be shown throughout

the course of the paper.

First, we focus on the SC-WACCM4 experiments. The local

response to the sea ice forcing is consistent with previous

studies (i.e., heating is found near the surface above sea ice loss

areas, which propagates upward and results in a thermal

FIG. 1. (a) Sea ice concentration anomalies (%) imposed in winter (DJFM), in PAMIP-1.6 (128C Arctic sea ice,

AGCM)minus PAMIP-1.5 (preindustrial Arctic sea ice, AGCM). (b) Annual cycle of sea ice concentration (%) in

the NH high latitudes (north of 458N) in PAMIP-1.5 (solid black line) and PAMIP-1.6 (dashed red line) and the

equivalent coupled runs, PAMIP-2.2 (dashed blue line) and PAMIP-2.3 (dashed orange line).
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expansion of the lower troposphere). This is shown in Fig. 2

through the response of the geopotential height at 500 hPa

(Z500). To assess the robustness of the response, the 300

members are split into three groups of 100 members (minimum

ensemble size recommended by PAMIP). The responses for

members 1–100, 101–200, and 201–300 are shown in the first

three columns of Fig. 2, and the fourth column shows the 300-

member ensemble mean response. The top row uses the

Student’s t test to identify anomalies that are significant at the

95% confidence level, while the bottom row shows the same

anomalies but after applying the false discovery rate algorithm

to refine the areas of statistical significance. Not surprisingly,

the high-latitude (i.e., north of 508N) Z500 response is robust

across the three subsets of experiments, and areas of statistical

significance are very similar whether the Student’s or FDR

tests are applied. In the midlatitudes, however, there are some

striking differences, including a trough over the North Pacific

(or reinforcement of the Aleutian low) in members 101–200

that is not found in the other subsets (Figs. 2b,f).

This nonrobustness in the response of the midlatitude at-

mospheric circulation is more obvious when looking at a dy-

namical variable, such as the zonal wind at 700 hPa (U700,

Fig. 3). In members 1–100 (Fig. 3a), a dipole of easterly (neg-

ative) and westerly (positive) U700 anomalies is found over the

North Atlantic, which represents an equatorward shift of the

eddy-driven North Atlantic jet (Woollings et al. 2014). This is a

commonly found response to Arctic sea ice loss (Sun et al.

2015; Screen et al. 2018), which the Student’s t test identifies as

robust. However, the dipole is shifted south in members 101–

200 (Fig. 3b) and is absent in members 201–300 (Fig. 3c) where

only the easterly anomalies are found. Similarly, the North

Pacific response is not consistent among the three subsets. A

pronounced dipole of U700 is found in members 101–200

(Fig. 3b), with westerly anomalies that represent a reinforce-

ment and southward displacement of the jet. This is consistent

with the findings of Ronalds et al. (2020), who identified this

response in these SC-WACCM4 experiments as well as in

similar PAMIP runs from three other models. Note, however,

that they looked at January–February averages, and only at the

first 100 members of the set of SC-WACCM4 simulations that

we are using here. As seen in Figs. 3a and 3c, over DJFM, the

jet reinforcement is absent in members 1–100, and is much

weaker in members 201–300.1 Looking at the bottom row, we

see that the FDR test is more reliable than the Student’s t test

to identify anomalies that are truly robust (i.e., reproducible

from one 100-member subset to the other). For example, the

North Atlantic westerly anomalies of members 1–100 are now

nonsignificant (Fig. 3e), as are the North Pacific westerly

FIG. 2. Response of DJFM Z500 (m) in PAMIP-1.6 (128C Arctic sea ice, AGCM) minus PAMIP-1.5 (preindustrial Arctic sea ice,

AGCM) of SC-WACCM4 in members (a) 1–100, (b) 101–200, (c) 201–300, and (d) 1–300 (total ensemble mean). A two-tailed Student’s t

test (STT) is applied to test significance of the anomalies, and only anomalies that are significant at the 95% confidence level are shaded.

(e)–(h) As in (a)–(d), but after applying the false discovery rate (FDR) test.

1 To put our results in perspective with Ronalds et al. (2020),

although there are large disparities in the amplitude of the anom-

alies (stronger in members 101–200), over January–February the

jet reinforcement is consistently found in the three 100-member

subsets (not shown). Therefore their discussion of the SC-WACCM4

results is not affected by the use of members 1–100 only.
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anomalies in members 101–200 (Fig. 3f). However, non-

negligible differences between the subsets are still found. The

300-member ensemble mean exhibits greater robustness of

the anomalies, as expected from larger sample size, in both the

Student’s t test and the FDR cases (Figs. 3d,h). Based on this

300-member ensemble mean, one can conclude that the North

Pacific jet is reinforced by Arctic sea ice loss, but this has to be

reconsidered given that this signal is completely absent from

members 1–100. Similarly, high fluctuations in the regional

response are also foundwhen comparing runs PAMIP-1.10 and

PAMIP-1.9 (Fig. S1 in the online supplemental material, future

minus present-day Arctic sea ice with sea thickness anomalies

included). In particular, a reinforcement of the North Pacific

jet is found in members 101–300 (Figs. S1b,c) but it is absent in

subset 1–100, and not significant according to the FDR test in

subset 101–200. The FDR test identifies this response as sta-

tistically significant in subset 201–300 (Fig. S1g), highlighting

the limitation of conventional statistical tests to discard non-

robust signals in such experiments.

To further illustrate the lack of consistency in the midlati-

tude jet responses in winter, Fig. 4 shows the response of jet

metrics in the North Atlantic and North Pacific basins. In the

North Atlantic, we find significant differences in the jet posi-

tion, measured using the jet position index (JPI). The JPI

identifies the latitude of the jet core, defined as the maximum

of westerlies between 258 and 758N over the North Atlantic

sector (608W–608E). For each ensemble member, the response

of the North Atlantic JPI is calculated, and the distribution of

the JPI response across the ensemblemembers is shown using a

boxplot/whisker representation. Red diamonds indicate the

mean of the distribution, and a two-tailed Student’s t test is

used to determine whether the ensemble means differ signifi-

cantly between different subsets of simulations PAMIP-1.5 and

1.6 (members 1–100, 101–200, 201–300, and 1–300, as previ-

ously). Consistent with Fig. 3, a statistically significant decrease

in the JPI, or equatorward shift of the jet, is found in members

1–100 (Fig. 4a). However, this signal is gone in members 101–

300, although it dominates the 300-member ensemble mean in

which a statistically significant decrease is detected. In the

North Pacific, the jet reinforces, more than it shifts, so we use

the jet speed index (JSI), defined as the maximum strength of

the westerlies between 258 and 758N in the North Pacific

sector (1808–3008E) (Fig. 4b). Again, we find that although a

statistically significant increase in the JSI is found in members

101–200 (in line with Fig. 3b), this is a nonrobust result when

extending the ensemble size.

Three subsets of the full 300-member ensemble are shown

here, but because the members are independent and uncorre-

lated, all combinations of 100-member subsets could be ana-

lyzed to infer the range of possible response in a certain metric.

Following the central limit theorem, an ensemble of subsets

(here 100 members) randomly selected from a population that

has a certain mean and variance (here the full ensemble of 300)

has a normal distribution. Such sampling distribution of the

North Pacific JSI (JSI-PA), for 100 000 possible 100-member

subsets of the 300-member ensemble (without replacement), is

shown in Fig. S2a. The corresponding anomalies of JSI-PA in

subsets 1–100, 101–200, and 201–300 are indicated for refer-

ence. The JSI-PA anomaly in subset 101–200 (;0.3m s21)

stands out as a relatively rare occurrence of the possible

FIG. 3. As in Fig. 2, but for zonal wind at 700 hPa (m s21). The climatology is shown in green contours in (h) (12m s21 contour interval).
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100-member mean JSI-PA anomalies in the ensemble (less

than 4% chance). Subset 1–100 is representative of the center

of the distribution (i.e., it is a good approximation of the 300-

member ensemble mean for this particular metric), but of

course one cannot know this before extending the ensemble

size enough to capture a better picture of the full 100-member

sampling distribution. We will come back to the question of

how to better assess robustness with only 100 members in the

last section of the paper.

An important question is how the polar stratosphere reacts

to the sea ice loss forcing, since previous work has shown that it

may play a role in communicating the response to sea ice in the

midlatitudes (Kim et al. 2014; Peings and Magnusdottir 2014;

Zhang et al. 2018). Anomalies in the 50-hPa geopotential

height (Z50) are shown in Fig. 5. A weak warming of the polar

vortex is found, but it is only statistically significant (after the

FDR has been applied) in members 201–300 (Fig. 5g). A le-

gitimate question is whether polar stratospheric variability can

explain the spread of the tropospheric response among subsets.

To address this, we plot in Fig. 5i the North Pacific JSI response

in function of the polar vortex response, expressed as the 10-

hPa zonal mean zonal wind anomaly at 658N. There is a

moderate correlation between the two (R 5 20.38) so that

polar stratosphere variability and JPI anomalies share ;15%

of variance in the 300-member ensemble. Therefore, polar

stratosphere variability only explains a small fraction of the

spread in JPI, with tropospheric internal variability likely being

the major driver. Moreover, without further experiments, it is

difficult to discuss causality in the relationship. Internal vari-

ability in the polar stratosphere may be a source of noise that

increases the spread in the tropospheric response, but it also

represents a response to the tropospheric anomaly in the North

Pacific. As we will see in section 3d, tropospheric circulation

anomalies in the North Pacific are associated with planetary

wave activity anomalies that affect polar stratosphere vari-

ability. Stratosphere–troposphere coupling therefore seems to

have a limited influence on the tropospheric response in these

AGCM runs. We will see later that this is less the case in the

OAGCM runs.

We now discuss the response in the E3SMv1 runs. The U700

response is shown in Fig. 6, decomposed in two 100-member

subsets since the E3SMv1 runs only include 200 members. The

overall response in members 101–200 is weaker in E3SMv1

than in SC-WACCM4, as E3SMv1 generally exhibits less

sensitivity to Arctic sea ice loss than SC-WACCM4 (this is also

the case in other PAMIP runs). However, we also find that

substantial differences occur from one set of 100 members to

another. In members 1–100, the response is most pronounced

(and only robust according to the FDR test) over the Siberian–

northwest Pacific domain (Figs. 6a,d). Inmembers 101–200, the

response is strongest over the North Atlantic where the west-

erlies are weakened on the poleward flank of the eddy-driven

jet (Figs. 6b,e). Although weaker, the full 200-member en-

semble mean (Figs. 6c,f) is more consistent with results from

SC-WACCM4 (Fig. 3) than when we compare 100-member

subsets from each model. This highlights the fact that, with 100

members only, differences between experiments from two

different models may be falsely attributed to model physics,

when internal variability still plays a significant role.

In summary, these results indicate that large internal vari-

ability is present in the midlatitude responses to 128C Arctic

sea ice loss from our PAMIP-1.5 and PAMIP-1.6 experiments,

FIG. 4. (a) Distribution of normalized anomalies in the North Atlantic jet position index (JPI) in DJFM, in

members 1–101, 101–200, 201–300, and 1–300 of PAMIP-1.5 (preindustrial Arctic SIC; blue) and PAMIP-1.6 (128
Arctic SIC; red) of SC-WACCM4. The mean and standard deviation of the full 300-member PAMIP-1.5 ensemble

is used to normalize the JPI anomaly of each ensemble member. Each PAMIP-1.6 ensemble is compared to its

corresponding PAMIP-1.5 ensemble (e.g., 101–200 of PAMIP-1.6 is compared to 101–200 of PAMIP-1.5) to

evaluate statistical significance in the difference of the ensemble means (red diamond): One asterisk (*) indicates

p, 0.1; two asterisks (**) indicate p, 0.05 (two-tailed Student’s t test). (b) As in (a), but for the North Pacific jet

strength index (JSI).
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FIG. 5. Response of DJFM Z50 (m) in PAMIP-1.6 (128C Arctic sea ice, AGCM) minus PAMIP-1.5 (preindustrial Arctic sea ice,

AGCM) of SC-WACCM4 in members: (a) 1–100, (b) 101–200, (c) 201–300, and (d) 1–300 (total ensemblemean). A two-tailed Student’s t

test is applied to test significance of the anomalies, and only anomalies that are significant at the 95% confidence level are shaded. (e)–(h)

As in (a)–(d), but after applying the false discovery rate test. (i) Scatterplot of the JSI response (m s21) vs the strength of the polar vortex

(10-hPa zonal-mean zonal wind anomaly at 658N; m s21) in the 300 members of PAMIP-1.6 minus PAMIP-1.5. Different subsets are

indicated by different colors, and the correlation is given (regression line is in orange). Large circles indicate each subset average.
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even after averaging over 100 ensemble members. The dis-

parity in the midlatitude response between 100-member sub-

sets means that over 100 years, internal variability alone (since

no other external forcing is prescribed) can mask out the effect

of Arctic sea ice loss. Since the prescribed forcing is repre-

sentative of projected Arctic sea ice around the mid-twenty-

first century, this suggests that the midlatitude response to sea

ice loss may be indiscernible from internal variability once

the 128C sea ice state is reached in the real world (likely in a

few decades; Post et al. 2019). As a consequence, it is unlikely

that Arctic sea ice loss plays a significant role in themidlatitude

climate variability at 128C global warming. However, one

must recall that these AGCM simulations neglect ocean–

atmosphere coupling, a strong component of the climate sys-

tem and an active driver of the atmospheric response to sea ice

loss (e.g., Screen et al. 2018). It is thus possible that AGCM

runs underestimate the amplitude of the response to Arctic sea

ice loss. To investigate this question, the next section explores

the consistency of the response in the equivalent OAGCM

experiments.

b. Reproducibility of the atmospheric response in
100-member ensembles: OAGCM runs

Figure 7 shows the response ofU700 in theOAGCM runs, as

the difference between PAMIP-2.3 (128CArctic SIC loss) and

PAMIP-2.2 (preindustrial Arctic SIC loss). The results are

broadly consistent with the AGCM runs (Fig. 3); that is, the

westerlies weaken on the poleward flank of the midlatitude

flow. However, the amplitude of the anomalies is generally

larger. Potential reasons for the amplified anomalies are shown

in Fig. 8, which shows the OAGCM minus AGCM difference

in the response of several fields. In the OAGCM runs, since

the ocean is interactive, SST warms in subpolar areas south of

the ice edge (Fig. 8a, shading). Cooler anomalies are found in

the ice edge areas because in the AGCM the warm SST

anomalies associated with sea ice loss are prescribed. The

oceanic feedback acts to dampen these SST anomalies, and

heat is communicated to southernmost regions. In the North

Atlantic, the warmer SST is associated with heat release from

the ocean into the atmosphere, as seen in the turbulent heat

FIG. 6. Response of DJFMU700 (m s21) in PAMIP-1.6 (128C Arctic sea ice, AGCM) minus PAMIP-1.5 (preindustrial Arctic sea ice,

AGCM)of E3SMv1 inmembers (a) 1–100, (b) 101–200, and (c) 1–200 (total ensemblemean).A two-tailed Student’s t test is applied to test

significance of the anomalies, and only anomalies that are significant at the 95%confidence level are shaded. (d)–(f)As in (a)–(c), but after

applying the false discovery rate test. The climatology is shown in green contours in (f) (12 and 18m s21 contour interval).
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flux (Fig. 8a, red/blue contours). As evaporation increases, so

does specific humidity in the troposphere (Fig. 8b, black con-

tours), and this additional moisture is transported into the

Arctic. The surface warming is significantly stronger in the

central Arctic in the OAGCM runs (Fig. 8b, shading), which is

consistent with increased moisture transport and humidity in

that region. The reinforced warming in the central Arctic re-

sults in a deeper tropospheric warming, as seen in the Z500

FIG. 7. As in Fig. 3, but for the OAGCM coupled runs of SC-WACCM4 (PAMIP-2.3 minus PAMIP-2.2). The climatology is shown in

green contours in (h) (12 and 18m s21 contour interval).

FIG. 8. Impact of ocean–atmosphere coupling in the DJFM response to128CArctic sea ice loss, estimated as the

difference between the OAGCM response (PAMIP-2.3 minus PAMIP-2.2) and the AGCM response (PAMIP-1.6 minus

PAMIP-1.5). (a)SST(shading;K), surface turbulentheatflux(sensible1 latent; red/bluecontours; contour interval: 20Wm22),

and U700 (black contours; contour interval: 0.2ms21). (b) 2-m temperature (shading; K), Z500 (red/blue contours; contour

interval: 5m), and integrated specific humidity between 1000 and 300hPa (black contours; contour interval: 0.2gkg21).
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anomalies (Fig. 8b, red/blue contours) and weaker westerly

winds in midlatitudes (Fig. 8a, U700 black contours). This

mechanism is consistent with findings by Blackport andKushner

(2018) that have shown the role of extratropical SST warming

in reinforcing the response to Arctic sea ice loss in a coupled

model. We also notice increased conductive heat flux at the

ice surface in the coupled runs (i.e., increased heat exchange

between the ice-covered ocean and the atmosphere), which

induces a larger warming under future sea ice conditions (not

shown). Arctic snow depth over ice is lessen in the coupled runs,

which is consistent with increased heat flux through the ice since

snow is an insulator that limits heat exchanges with the atmo-

sphere. Besides the difference in Arctic snow depth, subsurface

ocean anomalies under the ice (not considered in AGCM runs)

may be involved in the conductive flux differences too. Such

mechanisms are beyond the scope of this study and will not be

explored further here.

Returning to the response of U700, using the FDR test

makes less of a difference here than in the AGCM runs, as the

stronger response allows for increased statistical significance of

the signals (Figs. 7e–h). Nonetheless, there are still consider-

able fluctuations in the response between the 100-member

subsets. In particular, members 201–300 exhibit a stronger re-

sponse overall, with a negative NAM and an equatorward shift

of both the Atlantic and Pacific eddy-driven jets (Fig. 7c). In

contrast, members 1–100 do not exhibit westerly anomalies in

the midlatitudes (Fig. 7a) and the overall response in members

101–200 is weaker (Fig. 7b). In line with the U700 anomalies, a

significant decrease in the JPI is found in the North Pacific (i.e.,

equatorward shift of the jet) for members 201–300, but not for

members 1–200 (Fig. S3b; note that the equatorward shift in

the North Atlantic is more robust in Fig. S3a). As shown in the

sampling distribution of possible 100-member ensemble means

(Fig. S2b), the JPI-PA anomaly in subset 201–300 represents

the lower range of the distribution, while members 1–200 are

more representative of the center of the distribution. Therefore,

even with 100 members and careful statistical testing of the

anomalies, uncertainties in key regional features of the large-

scale circulation are large.

The large remaining influence of internal variability in the

100-member subsets is evenmore striking when plotting the zonal-

mean zonalwind response (Fig. 9; note that the FDR test is used to

assess significanceof the anomalies).Unlike inmembers 1–200, the

easterly anomalies extend into the stratosphere in members 201–

300, reflecting a significant warming of the polar stratosphere and

active stratosphere–troposphere coupling (also visible in Fig. S4

with Z50 anomalies). Again, very different conclusions can be

drawn depending on which 100-member subset is analyzed, rang-

ing from nonsignificant stratospheric response/weak tropospheric

response in members 1–100 and 101–200 to significant strato-

spheric response/large stratosphere–troposphere coupling and

tropospheric response inmembers 201–300 (a similar inconsistency

FIG. 9. Response of DJFM zonal mean zonal wind (m s21) in PAMIP-2.3 (128CArctic sea ice, OAGCM)minus

PAMIP-2.2 (preindustrial Arctic sea ice, OAGCM) of SC-WACCM4 in members (a) 1–100, (b) 101–200, (c) 201–

300, and (d) 1–300 (total ensemble mean). A two-tailed Student’s t test (95% confidence level) and FDR test are

applied to test significance of the anomalies. In (d), green contours show the climatology (contour inter-

val: 10m s21).

15 MAY 2021 PE INGS ET AL . 3761

Brought to you by UNIVERSITY OF CALIFORNIA Irvine | Unauthenticated | Downloaded 10/01/21 08:57 PM UTC



in the stratospheric response has been found in PAMIP runs

performed with CESM2; L. Sun 2020, personal communication).

In these OAGCM runs too, there is a moderate relationship

between the North Pacific JSI and the polar stratosphere re-

sponse (Fig. S4i; R520.33); that is, the polar stratosphere may

be a source of internal variability to explain the spread in the

tropospheric response. However, as mentioned before for the

AGCM runs, this is a coupled system in which the troposphere

and stratosphere influence each other. In consequence, causality

can hardly be addressed without further dedicated experiments

(in which for example polar stratosphere variability is turned

off; Zhang et al. 2018).

To quantify the spread of the U700 response in the AGCM

and OAGCM simulations, for each ensemble member we

compute the root-mean-square (RMS) of DJFM U700 anom-

alies, for all grid points north of 208N, and over the North

Pacific (208–708N, 1408E–1408W). This measures the cumula-

tive NH and North Pacific amplitude of the response in each

ensemble member (regardless of the pattern or sign of the

anomalies). Figure 10 shows the distribution of the U700 RMS,

for the 300 ensemble members of the AGCM (solid black line)

and OAGCM (solid red line) runs, in average over the NH

(Fig. 10a) and over the North Pacific (Fig. 10b). In both cases,

for the OAGCM runs the distribution is shifted toward more

positive values (due to the larger ensemble mean response),

but there is also a greater spread (wider shape of the distri-

bution), reflecting higher uncertainty in the response when the

ocean is interactive. This increase in variance is objectively

measured by computing the interquartile range (IQR) of each

distribution. It goes from 0.68 to 0.77m s21 (13% increase) in

theNHdistribution (Fig. 10a) and from 1.58 to 2.04m s21 (29%

increase) in the North Pacific (Fig. 10b). The dashed red line is

discussed in the next section. Recall that higher variability in

the atmospheric response between AGCM and OAGCM runs

is not attributable to differences in sea ice. In the coupled runs,

the imposed Arctic sea ice loss is almost identical to the

AGCM runs due to the strength of the nudging relaxation.

Potential causes for increased variability in the atmospheric

response in the OAGCM runs are investigated in the next

section.

c. ENSO as a cause for increased intermember variability in
the OAGCM runs

In this section we explore reasons for increased inter-

member variability in the midlatitude response to Arctic sea

ice loss in the coupled runs. To do so, the 300 members of

PAMIP-2.2 and PAMIP-2.3 are grouped in three categories

based on the response of theNorth Pacific JPI (i.e., the position

of the North Pacific midlatitude jet): equatorward shift (the

response found in the ensemble mean), neutral, and poleward

shift (opposite to the ensemble mean response). We choose to

classify the ensemble members based on the North Pacific JPI

because it is the signal that varies the most across the 100-

member subsets (Fig. 7). The group of 100-ensemble members

with the largest negative (positive) JPI-PA response is referred

to as the JPI2 (JPI1) group.

To trace back the origin for divergence in the JPI2 and JPI1
groups, we investigated the difference between the JPI2 and

JPI1 ensembles formany variables in winter and the preceding

fall and summer. To identify timing more precisely, daily data

are used. Figure 11 summarizes our findings. An ubiquitous

difference between the two JPI groups is the response of the

polar stratosphere in winter. Figure 11a shows a latitude versus

time plot of the zonal mean Z50 response. Starting in mid-

January, the JPI2 ensemble exhibits a warmer polar vortex

(Fig. 11a; positive Z50 anomalies reflect a warming) compared

FIG. 10. (a) Probability density function (based on the 300-member distribution) of the root-mean-square (RMS)

ofDJFMU700 (m s21) north of 208N in the SC-WACCM4AGCMruns (PAMIP-1.6minus PAMIP-1.5; solid black

line) andOAGCM runs (PAMIP-2.3 minus PAMIP-2.2; dashed red line). The red dashed line is for OAGCMafter

removing ENSO influence (through regression on the Niño-3 index; 58S–58N, 1508–908W) from the U700 anom-

alies. The interquartile range (IQR) for each distribution is given in parentheses. (b) As in (a), but for the North

Pacific sector (208–708N, 1408E–1408W).
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to the JPI1 ensemble, which is not surprising given the cou-

pling between the NH polar stratosphere and the troposphere

in winter. Note that the polar vortex is not colder in the JPI1
ensemble, but it is neutral, as there is no response of the polar

stratosphere in these ensemble members (not shown). From

there, one may argue that high internal variability in the win-

tertime polar stratosphere is responsible for the difference

between the JPI2 and JPI1 ensembles. However, we find

differences between the two ensembles in the preceding sum-

mer and fall that precede the polar stratosphere response in

winter. Figure 11b is a latitude versus time plot of U700

anomalies averaged in theNorth Pacific sector (1208E–1408W).

By construction, the JPI2members exhibit a stronger dipole of

zonal wind anomalies (equatorward shift of the jet) from

January to early April. However, this signal is already present

in November, before the stratospheric response of Fig. 11a.We

find that these differences originate in the tropical Pacific, and

more specifically they can be traced to El Niño–Southern
Oscillation (ENSO) anomalies that develop soon after the start

of the run. Figure 11c shows a Hovmöller diagram (time vs

longitude) of SST anomalies near the equator, between 58S and

58N.As early asMay, El Niño (warm) anomalies develop in the

tropical Pacific (1508E–908W sector), starting at the east of the

basin. The El Niño anomalies persist throughout summer and

fall, then peak in winter when the North Pacific atmospheric

circulation anomaly is the most pronounced. Recall that the El

Niño anomalies represent a difference between the JPI2 and

JPI1 groups. There still are El Niño and La Niña events

happening in both groups; this analysis simply shows that there

is a tendency for more El Niño–like anomalies in the eastern

tropical Pacific in the JPI2 group, when compared to JPI1.

Also, it is worth noting that very similar results are obtained

when using a NAM-type index2 rather than the North Pacific

JPI (Fig. S5), reflecting that the whole NH response is im-

pacted by these ENSO anomalies.

Since no ENSO signal is found in the ensemble mean re-

sponse, it truly represents noise, and it is not a forced response

to Arctic sea ice loss. This oceanic internal variability adds to

atmospheric internal variability, and thus the amount of cli-

mate ‘‘noise’’ increases in the OAGCM runs, leading to a

larger spread in the ensemble response. The repartition of El

Niño and La Niña responses in the three subsets is consistent

with the difference in JPI response we find among these sub-

sets. After classifying each ensemble members in El Niño,
neutral, and La Niña groups, based on the upper and lower

terciles of the Niño-3 index (area-averaged SST from 58S–58N,

1508–908W) among the 300 ensemble members, we obtain the

following count of El Niño/La Niña responses: 28 El Niño and

33 La Niña in subset 1–100 (i.e., La Niña–skewed response), 36

El Niño and 36 La Niña in subset 101–200 (neutral response),

and 36 El Niño and 29 La Niña in subset 201–300 (El Niño–
skewed response). As we have seen before, El Niño SST

anomalies reinforce the JPI/NAM response forced by sea ice

anomalies, so these numbers are consistent with the stronger

(weaker) JPI2 (JPI1) response in subset 201–300 (1–100). The

red dashed curve in Fig. 10 shows the distribution of U700

anomalies RMS after removing the ENSO influence from each

ensemble member. Using the full ensemble of each simulation,

the ENSO effect on U700 anomalies is estimated through re-

gression of U700 anomalies on the Niño-3 index. The ENSO

effect is then removed from each ensemble member based on

the ENSO anomaly in that member. In Fig. 10a (NH RMS),

the new distribution, after the ENSO influence is removed

(OAGCM-noENSO dashed red line), is closer to the AGCM

distribution than the original OAGCM distribution. An ob-

jective measure of this is the interquartile range, which is

provided in the legend. It is 0.68m s21 for the AGCM runs,

0.77m s21 for the OAGCM runs, and 0.64m s21 when the

ENSO influence is removed. Over the North Pacific (Fig. 10b),

the anomalies have a larger amplitude, and wemore clearly see

the impact of removing ENSO influence, with the IQR going

from 2.04m s21 in OAGCM to 1.57m s21 in OAGCM-

noENSO (very close to the AGCM value of 1.58m s21). All

the results support the role for internally driven ENSO

FIG. 11. Anomalies between the 100 members of the SC-

WACCM4 OAGCM runs (PAMIP-2.3 minus PAMIP-2.2) that

have the largest equatorward shift of the jet in the North Pacific

(JPI2 ensemble), and the 100 members with the most opposite

response (JPI1 ensemble). (a) Latitude vs time zonal mean geo-

potential height at 50 hPa. (b) Latitude vs time North Pacific U700

(1208E–1408W). (c) Hovmöller plot of equatorial SST (58S–58N). A

21-day running average is applied to the anomalies, and only

anomalies that are significant according to the FDR test are

shaded.

2 The NAM index used here is the zonal index (Woollings 2008),

i.e., the Z500 area-averaged difference between the 208–508 and
608–908N latitudinal bands.
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anomalies in increasing the spread of the atmospheric response

in the OAGCM runs.

d. ENSO teleconnection and role of the stratosphere

We now explore the teleconnection associated with ENSO

anomalies in the OAGCM runs, using the difference between

the 100-member groups of high and low JPI2 response. A key

moment in the chain of events is December, as illustrated in

Fig. 12. In December, as the seasonal midlatitude atmospheric

circulation gains in intensity, so does the well-known telecon-

nection with El Niño SST anomalies. In JPI2, compared to

JPI1, the North Pacific eddy-driven jet strengthens and shifts

equatorward (Fig. 12c; U700) in association with a deepening

and southeastward shift of the Aleutian low (Fig. 12f; Z500).

This anomalous circulation pattern is typical of the telecon-

nection between El Niño and the North Pacific (e.g., Yeh et al.

2018). It is also known to induce increased upward stationary

wave activity flux in theNorth Pacific that can perturb the polar

FIG. 12. December response of U700 (m s21) in (a) the 100 JPI1 ensemble members, (b) the 100 JPI2 ensemble members, and (c) the

difference between the JPI2 and the JPI1 ensemble members. The green contours show the climatology (contour interval: 12m s21).

(d)–(f) As in (a)–(c), but for Z500 (m). (g)–(i) As in (a)–(c), but for the upward component of the Plumb flux at 150 hPa (m2 s22; contour

interval for climatology: 0.02m2 s22,). (left),(center) Only anomalies that are significant to the 95% confidence level are plotted.
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stratosphere (e.g., Kren et al. 2016; Elsbury et al. 2019). This is

visible in the vertical component of the Plumb flux [Plumb

1985, Eq. (5.7)] anomalies at 150 hPa (Fig. 12i). Increased wave

activity flux is found in the eastern North Pacific. As these

planetary waves break in the polar stratosphere, momentum

deposit leads to a weakening of the polar night jet and to the

warming of the polar stratosphere, as seen in Fig. 11a.

The stronger response of the polar stratosphere in subset

201–300 (Fig. 9c and Figs. S4c,g) is consistent with predomi-

nant ElNiño anomalies in that subset (as is the weaker response

in members 1–100, which are skewed toward La Niña). The polar

stratosphere responds to ENSO and associated planetary wave

activity anomalies in the North Pacific, which likely amplifies the

tropospheric anomalies through stratosphere–troposphere cou-

pling. However, as discussed in section 3b, the amplitude of the

polar stratosphere response can only explain a small fraction

(;10%–15%) of the spread in the jet response in these runs, in line

with the AGCM runs. In comparison, 25% of the spread is ex-

plained by Niño-3 anomalies, as seen on the North Pacific JPI

versus Niño-3 anomalies scatterplot of Fig. S6. We conclude that

ENSO is the predominant driver for the increased spread in the

atmospheric response in the OAGCM runs (especially over the

North Pacific), with polar stratosphere variability having less im-

pact. Note that the polar stratosphere may be a larger source of

spread in other models depending on the amplitude of internal

stratospheric variability and of stratosphere–troposphere coupling.

e. Estimation of the true forced response in 100-member
ensembles

Our results reveal that the 100-member ensemble means are

still substantially contaminated by internal variability, in an

even greater way in the OAGCM runs. Increasing the number

of ensemblemembers up to 300 gives amore robust estimate of

the response to sea ice loss, one that can be considered being

the true forced response with more confidence. However,

running 300 ensemble members for an experiment cannot be

considered a reasonable and practical solution, especially for

computationally expensive GCMs. Moreover, the fact that

‘‘robust’’ (i.e., statistically significant) anomalies from the 300-

member ensemble mean disappear in 100-member subsets

raises the question of whether such anomalies can really be

considered robust.

The limitation of the Student’s t test, even coupled with the

FDR test, is that it identifies some signals as significant when

they are not consistently found in the 100-member subsets. We

believe a signal should be reproducible to be considered as

significant, and such nonconsistency in the response must be

accounted for to assess robustness of the response. We

propose a metric that, in addition to statistical significance,

considers consistency to determine anomalies as robust in the

ensemblemean. Thismetric, which we refer to as the consistent

discovery rate (CDR), is defined as follows. For a given vari-

able, and at every grid point, the following steps occur.

d The 100 responses from 100 ensemble members of two paired

experiments (e.g., PAMIP-2.2 and 2.3) are computed.
d The 100 responses are shuffled using random permutation

with no repetition. The first 20 members of the permuted

ensemble are selected, and the average response for this

subset is calculated. The process is repeated 1000 times,

generating 1000 possible responses from 20-member subsets

of the 100-member experiments.
d An anomaly is considered robust if 90% (i.e., 900 out of

1000) of the generated 20-member responses agree on the

sign of the anomaly. In other words, if a positive (or negative)

anomaly is found in at least 900 iterations of the permutation

process, it is considered robust.

The justification for selecting 20-member subsets rests upon

the expected time scale of the response to the forcing. Since128C
global warming (hence 128C Arctic sea ice loss) is expected to

occur in the next few decades, a time scale of 20 years (or 20

members considering each member represents an indepen-

dent year) seems appropriate here.

The results using the CDR test are shown in Fig. 13 for the

SC-WACCM4 coupled runs. Figures 13a–d are identical to

Figs. 7a–d; that is, they show the anomalies after using the

Student’s t test to assess statistical significance. In Figs. 13e–g,

the nonrobust (or inconsistent) anomalies have been masked

adding the CDR test to the Student’s t test, for each 100-

member subset. We now find much better agreement between

the three different subsets. In particular, the large response

of the North Pacific jet in members 201–300 is mostly masked

by the CDR, and only the band of weaker westerlies on the

poleward flank of the westerly flow is identified as robust. For

the 300-member ensemble mean (Fig. 13h), we use a longer

subset subdivision of 50 members for the random permutation,

and this also removes the midlatitude westerly anomalies that

were identified as statistically significant in both the Student’s

t test (Fig. 13d) and FDR test (Fig. 7h), despite not being

consistently found among the 100-member subsets. The CDR

results for the AGCM runs are shown in Fig. S7 (PAMIP-1.6

minus PAMIP-1.5) and Fig. S8 (PAMIP-1.10minus PAMIP-1.9).

In both experiments too, the amount of intersubset variability is

decreased and the results are more consistent.

In summary, this simple CDR criterion allows for a better

assessment of the robustness in the anomalies, considering not

only their statistical significance stricto sensu, but also their

stationarity and consistency across the ensemble of runs. Using

this test yields increased robustness in the results of 100-

member experiments, without the need for larger ensemble

size to further reduce noise induced by internal variability.

4. Conclusions

In this study, we analyzed different PAMIP experiments

from two AGCMs that aim to reveal the atmospheric response

to 128C Arctic sea ice loss. As the PAMIP guideline recom-

mends running at least 100 ensemble members for each ex-

periment, we extended our simulations to 300 ensemble

members (200 for the E3SMv1 model) in order to check re-

producibility in the response from one 100-member subset to

the other. Our findings can be summarized as follows:

1) While the local thermal response to Arctic sea ice loss is

very consistent across the different 100-member subsets,

the midlatitude circulation response differs significantly,
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especially for the Atlantic and Pacific jets. In the midlati-

tudes, 100 members is not enough to isolate the forced re-

sponse from internal variability in these experiments.

2) The lack of consistency in the response is true for AGCM

experiments as well as for OAGCM experiments. Despite a

slightly stronger overall response, in the OAGCM experi-

ments there is even more spread and less consistency in the

response. This is due to increased internal variability in

the system when the ocean is interactive, associated with

the development of ENSO-like anomalies in the tropical

Pacific. The ENSO anomalies modulate the NH atmo-

spheric circulation and the polar stratosphere, leading to a

larger spread in the tropospheric response, especially over

the North Pacific.

3) We propose a method, the consistent discovery rate (CDR)

to measure consistency, rather than statistical significance,

of the anomalies. Using a simple permutation method to

generate a large ensemble of potential responses (at the

20-yr time scale important for this study), we find a better

agreement between 100-member subsets and the 300-

member ensemble mean. This suggests that 100 members

may be sufficient to isolate the response to128CArctic sea

ice loss with robustness, provided that consistency in the

anomalies is verified across the ensemble.

Our findings suggest that atmospheric responses based on

100 ensemble members have to be interpreted with caution

when discussing the remote response to sea ice loss, for vari-

ables and geographical locations where the signal-to-noise ra-

tio is low. This is demonstrated for twomodels in this study, but

similar results are found in extended PAMIP runs from other

models (R. Eade and L. Sun 2020, personal communication).

Hopefully, enough modeling centers will provide extended

ensemble of PAMIP experiments to revisit this question with a

large selection of models.

Traditional statistical tests such as the Student’s t test, and

even the more stringent false discovery rate test (Wilks 2016),

do not guarantee that the statistically significant signals are

truly robust. When the signal is low, increasing the ensemble

size is not sufficient to isolate the signal from the noise. Internal

variability also induces nonstationarity and nonreproducibility

in the simulations, that must be considered to avoid misleading

interpretations of nonrobust signals. In this study, we suggest

the CDR test as a simple approach to analyze 100-member

PAMIP runs, or comparable perturbation experiments. In

particular, this method may prove useful for multimodel ana-

lyses of the PAMIP ensemble, to ensure that model spread is

not falsely attributed to model structural differences if internal

variability still influences the results. In the OAGCM runs, the

response of the tropical Pacific may also be a source of spread

among models, it will be interesting to investigate this in the

multimodel PAMIP ensemble. We also recognize that there

are more sophisticated methods to tackle this problem.

Detection/attribution methods, such as optimal fingerprinting

or using a signal-to-noise maximized empirical orthogonal

function (EOF), have long been used to disentangle a forced

response from internal variability within an ensemble of sim-

ulations or observations, especially for climate change attri-

bution (e.g., Hasselmann 1993; Santer et al. 1995; Venzke et al.

1999; Ting et al. 2009). A recent study by Wills et al. (2020)

FIG. 13. As in Fig. 7 (U700 response in the SC-WACCM4 OAGCM runs), but (e)–(h) using the consistent discovery rate (CDR) test

instead of the FDR test. The climatology is shown in green contours in (h) (12 and 18m s21 contour interval).
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shows that applying such a method reduces the number of en-

semble members needed to identify the externally forced

component of climate change by a factor of 5 to 10. Similar

methods could be applied to extract the forced signal from

noise in boundary-condition forced perturbation experiments

such as PAMIP (as this has been done for exploring the in-

fluence of SST; e.g., Chang et al. 2000). These approaches

resemble the CDR in that they test consistency in a signal

across an ensemble of simulations, but under the form of

patterns (where signal and noise are better separated) rather

than grid points as in the CDR test. The CDR test has the

advantage of being a simpler method to implement, but it

would be interesting to assess how existing detection methods

perform for extracting the response to sea ice loss in PAMIP

experiments. This will be the topic of future research.

A caveat of the PAMIP experiments is that we consider the

response to Arctic sea ice loss under a fixed background state

(year 2000). In the real-world multidecadal fluctuations such as

theAtlantic multidecadal oscillation (AMO) or Pacific decadal

oscillation (PDO) will modulate how the midlatitudes respond

to 128C Arctic sea ice loss. This is manifested in our coupled

runs, in which we find that the response can be significantly

masked by ENSO variability. The diversity of models that will

be included in the PAMIP ensemble, as well as dedicated

sensitivity experiments to the background SST state (Smith

et al. 2019), will be helpful to reveal the importance of such

oceanic processes. Also, the coupled runs that we analyze in

these experiments are too short to include the influence of

long-term adjustment of the ocean (e.g., Tomas et al. 2016;

Chemke et al. 2019). For that matter, PAMIP includes cen-

tennial coupled runs that explore the transient and equilibrium

response to Arctic and Antarctic sea ice loss. Using transient

simulations, Sun et al. (2018) found aweakening of theAtlantic

meridional overturning circulation (AMOC) over the first two

decades of sea ice loss (1990–2010), suggesting that the feed-

back of ocean dynamics can take place rapidly and affects how

the atmosphere responds to the change in sea ice. However,

this AMOC adjustment does not seem to play an essential role

in shaping the short-term atmospheric response to Arctic sea

ice loss, since they do not find a strong atmospheric response

before 2050 in their experiments. It will be interesting to revisit

the role of ocean dynamics in the short-term (i.e., a few de-

cades) response to 128C Arctic sea ice loss once an ensemble

of long coupled simulations is available in the PAMIP

database.
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