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Abstract

Bismuth selenide is a prototypical topological insulator, which is a remarkable class

of materials due to their linear dispersion relation owing to their time-reversal symmetry-

protected Dirac cones. Recently, antimony-doped bismuth selenide MOSFETs grown by

chemical vapor deposition have displayed millimeter-long diffusion lengths at cryogenic tem-

peratures with a tunable chemical potential. Motivated by the hypothesis that these highly

extended and efficient photocurrents are reliant on the topological surface states, I will dis-

cuss recent experiments to probe this observation through several avenues: first, by creating

MOSFET architecture that allows us to locally gate the chemical potential; second, through

ultrafast photocurrent studies achieved with a Ti:sapphire laser to dramatically modulate the

carrier concentration; third, by studying illuminated magnetotransport studies to shed light

on contributions to weak antilocalization; fourth, through a tandem approach of experimental

and theoretical investigations into the excitations generated through helical radiation. Our

results provide clues about the nature of the carriers responsible for these uniquely nonlocal

photocurrents which may be due to the carrier states forming an exciton condensate.
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Chapter 1

Introduction

The invention of computation is one of humankind’s great intellectual achievements.

As the size of transistors approaches the atomic limit, deviations from Moore’s law–the

prediction that the number of transistors on an integrated circuit doubles every two years–

will fail [2]. In order to continue to innovate, we must look beyond the goal of shrinking the

transistor and explore new foundations for device physics.

Research activities in physics in the 21st century have been marked by a rapid ex-

ploration of these new foundations through a wide variety of approaches. From the fabri-

cation of traditional transistor structures with exotic materials such as quantum dots [3–5],

graphene [6–8], and transition metal dichocalgindes [9]; to the invention of completely new

paradigms such as spin- [10,11] and valley-tronics [12,13] that can enable quantum computing [14].

These new efforts are enabled by advances in materials synthesis processes, like molecular

beam epitaxy (MBE) [15,16], vapor-liquid-solid chemical vapor deposition (VLSCVD) [17] and

sputtering [18]; these are in turn investigated by modern spectroscopic techniques like scanning

tunneling microscopy (STM) [19–21], angle-resolved photoemission spectroscopy (ARPES) [22],

and scanning photocurrent microscopy (SPCM) [23,24]. Indeed, nature has provided us with

a rich landscape from which the next limits of human enterprise will arise.
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In this dissertation, we will examine a small corner of this landscape through a single

lens: the topological insulator (TI) bismuth selenide (Bi2Se3) through optical interactions.

We will first introduce Bi2Se3 as a resident of the class of topological quantum materials.

Then, we will discuss efforts of ultrafast photocurrent studies, followed by illuminated mag-

netic field-dependent studies, and then completed with polarization-dependent photocurrent

studies

Despite Bi2Se3’s status as a well-studied canonical material, it still contains plenty of

secrets that may help elucidate the deep mysteries of nature.

1.1 Topology: The Link Between 20th and 21st Century Condensed Matter

Physics

1.1.1 Topology in Condensed Matter Phyiscs

Figure 1.1: From left to
right: homeomorphisms for
objects of genus 0, genus 1,
and genus 2. Figure adapted
from [25].

What is topology? Let’s first imagine that we’re in

a foreign, vaguely hostile place: a mathematics department.

Here, people talk about topological invariants as objects that

retain some property under a homeomorphisms, which describe

a function that allows you to continuously deform an object

from one shape to another without cutting or tearing. One

famous homeomorphism, present in perhaps thousands of dis-

sertations and talks, describes shaping a doughnut into a cup

of coffee. This is an example of a genus 1 object under a home-

omorphism, where the genus roughly describes the number of

”holes” in an object [26] (fig 1.1). Regardless of which homeo-

morphism you apply to an object, the genus will be invariant.

In plain speech, the number of holes in an object will remain the same no matter how you

stretch and shape it.

2



In physics, the applications of topology are manyfold. When discussing electronic

structure in condensed matter physics, concepts from topology are frequently used to gener-

ically characterize observable quantities that are invariant under changes with their gener-

ating Hamiltonian. The quantum Hall effect is a wonderful example of this picture, which

describes very precisely quantized conductance values that are invariant under changes to

the Hamiltonian of the system.

1.1.2 Quantizing the Hall Effect

The Hall effect, discovered in 1879 by Edwin Hall [27] while attempting to complete

his PhD, describes the effect of a transverse voltage that results from electronic transport

perpendicular to a magnetic field (fig 1.2). A current in a perpendicular magnetic field will

experience the Lorentz force:

f = ρE+ J×B. (1.1)

The conductivity (σ) and resistivity (ρ) will be generically described by tensors because of

the mixing of components from the cross product in the Lorentz force:

Jµ = σµνEν (1.2)

Eµ = ρµνJν (1.3)

If B = B0ẑ, J = J0x̂, and we apply the steady state condition (f = 0) to guarantee that

there is no current in the ŷ direction, we must have

ρxy =
B

nq
= RH , (1.4)

which tells us that the transverse resistivity is linearly dependent on the magnetic field B,

up to a constant determined by the carrier capacity n and charge sign q. This quantity, also

known as the Hall resistance, can tell an experimenter direct information about the carrier

3



density and charge sign. The classical Hall effect is thus extremely useful, and has countless

applications in materials science and electrical engineering for both material characteriza-

tion [28] and device applications [29].

Figure 1.2: Schematic set up for clas-
sical Hall effect measurement, depict-
ing the deflection of a charge current
in an applied magnetic field. Adapted
from [30].

The quantum Hall effect was discovered in 1980 by Klaus von Klitzing, Micael Pepper,

and Gerhard Dorda [31]. They observed that low temperature two dimensional electron gases

(2DEGs) would display a Hall coefficient that showed quantum Hall plateaus (fig 1.3)

RH =
1

ν

h

e2
, (1.5)

where ν is an integer. Accompanying these plateaus is a vanishing longitudinal resistance:

R ∝ ρxx −→ 0. (1.6)

An amazing feature of these plateaus is that the integer ν is extremely precise, to an

experimental precision of about 10−9 [33]! The value e2/h is the quanta of conductance,

which in a quantum Hall state can be scaled by an integer value. This quantized value is

ignorant of experimental details like scattering time or magnetic field (in some neighborhood

of B). This is a classic example of concepts from topology appearing in condensed matter

physics. Making the correspondence more explicit, the Hall conductance has another name

as the first Chern number of the filled Bloch band [33], which is a topological invariant that

can be calculated a priori of an experiment.

4



Figure 1.3: Hall coefficient and lon-
gitudinal resistance of a 2DEG in
an external magnetic field, display-
ing quantized Hall plateaus and their
associated dissipationless transport.
Adapted from [32].

Shortly after the quantum Hall effect was discovered, Daniel Tsui, Horst Stormer,

and Arthur Gossard [34] reported measurements in similar systems that displayed fractional

values for ν. But that story is beyond the scope of this dissertation as the author does not

wish to bore the reader.

1.1.3 Topological Quantum Materials

The quantum Hall effect and its associated state are the progenitors of the broader

landscape of topological quantum materials. This is an extremely broad class of materials

that includes, insulators, superconductors, semimetals, semiconductors, whatever. Topolog-

ical materials are broadly unified in their mathematical classification by the calculation of

topological invariants, which can take the form of an integer: Z (also known as the Chern

number [35], which was previously discussed in the context of the quantum Hall effect–which

is a state that is ignorant to (small) changes in magnetic field) calculated by integrating

the Berry curvature over the Brillouin zone [36], or Z2, which describe topological insula-

tors and can be calculated by different methods depending on if the material has inversion

symmetry [37] or not [38].
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Figure 1.4: Left: effects of spin-orbit coupling on band inversion, where trivial gapless bands (a)
are modified by spin-orbit coupling to open a gap with surface states (b). Figure sourced from [39].
Right: quintuple layer arrangement and Brillouin zone of bismuth selenide. Figure sourced from [40].

1.1.4 Topological Insulators

TIs are a class of materials that feature insulating behavior in the bulk states, and

metallic topological surface states (TSSs). These TSSs have linear dispersion relationships, a

vanishing density of states near the bandgap, and spin-momentum locking of charge carriers

that suppress backscattering. The origin of the TSS comes from a combination of band

inversion and strong spin-orbit coupling, illustrated in figure 1.4. Without spin-obit coupling,

the conduction and valence band in bismuth selenide will cross and form a trivial conductor–

this can be modeled with DFT calculations using the bismuth and selenium orbitals and no

spin-orbit coupling [41]. When spin-orbit coupling is introduced, a gap is opened and we are

left with a conduction band that has contributions from the valence band (and vice versa) [42].

This form of band inversion is not necessarily topological! To confirm that there is indeed

topological order, one must confirm that the Z2 invariants are nonzero. If you find that the

Z2 invariants are nonzero, then congratulations! You have a topologically ordered bulk! The

vacuum is not topologically ordered, which means you must close this gap at the boundary

between the crystal and the vacuum– which provides a plausibility argument for the metallic

nature of surface states in TIs.
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1.2 Bismuth Selenide

One very popular example of this class of materials is Bi2Se3-sometimes referred to

as the hydrogen atom of its material family, after its relatively simple features, where the

band inversion is easy to identify. Other features include a single non-degenerate Dirac cone,

and bulk states with a large direct bandgap of 0.3 eV, which in turn make separating the

electrical conduction of the bulk states and the TSSs viable–but still challenging.

Bismuth selenide is easy to exfoliate because crystals are formed by quintuple layers

of atoms weakly held together with a van der Waals force.

1.2.1 Bismuth Selenide and Doping Control

Even though Bi2Se3 has a simple band structure, there are still fundamental challenges

that must be overcome in order to reveal its secrets. Primarily, bulk states are difficult to

separate from the TSSs in stochiometric bismuth selenide, since the Fermi level lies within the

bulk conduction band due to naturally occurring selenium vacancies. This can be overcome

by a tandem strategy of electrostatic gating and chemical doping, which can lower the Fermi

level to a region closer to the Dirac point (fig. 1.5).

Figure 1.5: Antimony dop-
ing will lower the chemical
potential in bismuth selenide.
Sourced from [43].

Additionally, nanostructure devices will have a generically

weaker bulk conductivity due to the increased surface-to-

volume ratio, and can even exhibit quantum confinement ef-

fects for sufficiently thin devices [44]–but not too thin, for the

Dirac cones on the top and bottom surface state will hybridize

and open a gap when the crystal is six quintuple layers or thin-

ner [45].
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1.2.1.1 Atimony as a Dopant

Antimony can be chemically substituted for bismuth during the growth process with-

out fundamentally changing the TSSs [46] because they are isovalent elements. Because an-

timony is smaller, it has a tendency to mitigate the degenerate doping effects of selenium

vacancies and therefore lowers the Fermi level [47].

Because Sb2Se3 is a trivial insulator [48], a sufficient amount of Sb substitution will

cause a metal-insulator transition where the TSSs vanish [49]. Experimental results show that

these effects may occur in Bi2-xSbxSe3 at Sb substitutions as low as 20% [50] or 30$ [51].

The Yu lab has developed a recipe for antimony-doped bismuth selenide nanoribbons

and nanoplates via the vapor-liquid-solid technique, which has its chemical structure and

composition confirmed via x-ray diffraction and energy dispersive X-ray spectroscopy. At an

atomic percentage of roughly 6-7% antimony, we found that the metal-oxide-semiconductor

field effect transistor (MOSFET) devices displayed an extended photocurrent, which had not

previously been reported in any topological insulator system [52]. Prior to this initial study,

only rapidly decaying local photocurrent had been observed [53,54].

1.3 Stealing from the Engineers to do Physics: Device Fabrication

The Yu lab is unique at Davis due to its strongly vertically integrated workflow: grad-

uate students are responsible for every single part of an experiment’s life cycle–from crystal

growth to device fabrication, and from optical data acquisition to analysis and modeling.

Most of the methods of our device fabrication techniques are borrowed from work originally

crafted by engineering and materials science groups. In general, our devices are grown by ei-

ther solution methods (used for our perovskite research program [55,56]), or by chemical vapor

deposition systems (used for our inorganic material research programs [57]). These crystals

are then transferred to silicon chips to be fabricated into metal-oxide-semiconductor field

effect transistors (MOSFETs).
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Figure 1.6: Top: schematic of CVD growth method, with locations of precursors and growth
substrates. Bottom left: electron dispersive x-ray spectroscopy that identifies large antimony sub-
stitution in bismuth selenide. Bottom right: as-fabricated bismuth selenide MOSFET.

1.3.1 Crystal Growth and MOSFET fabrication

While Bi2Se3 does have a nonzero bulk bandgap, its small size (0.3eV) makes decou-

pling the trivial bulk states from the interesting topological surface states. One strategy to

mitigate the bulk contribution is to study micro- and nano-scale samples. In the Yu lab, our

main strategy is to grow microcrystals via VLSCVD techniques. Other growth techniques

such as MBE [58], solution-based growths [59], and sputtering [60] can be used as well. VLSCVD

methods are relatively cheap and straightforward to operate but suffer from reproducibil-

ity issues. Our general strategy for chemical vapor deposition is centered around reducing

n-type selenium vacancies so that our devices are as intrinsic as possible.

Our crystals are grown from bulk Bi2Se3 precursors (ThermoScientific Chemicals,

Vacuum Deposition Grade, 99.999%), antimony powder (ThermoScientific Chemicals, -200

mesh, 99.999%), and selenium shot (ThermoScientific Chemicals, 2-6mm, 99.999%). The
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bulk bismuth selenide (116 mg) and antimony precursors (35 mg) are placed in a quartz

boat in the middle of the oven (set as a reference point to 20 mm on a ruler), the growth

substrates (Si or SiO2 wafer with 10 nm of Au deposited via E-Beam evaporation) are placed

downstream (the edge closest to the bulk precursors should be at 8 mm on the ruler), and

the excess selenium (five pellets) is placed near the end of the oven upstream (the center of

mass should be at 36.5 mm), as shown in the top portion of figure 1.6. The locations of the

growth substrate and excess selenium are critical : if the substrate is in the wrong location,

the effective growth temperature will be incorrect and devices will be of poor quality. If

the excess selenium is in the wrong location, then the excess selenium will not evaporate

at a uniform rate during the growth and cause an excess of n-type selenium vacancies in

the crystals. After loading the oven, the system undergoes three purging cycles where the

tube is pumped to 50 mTorr and then filled with pure Ar. After purging is complete, the

system is continuously pumped for 2 hours while flowing 150 sccm of Ar to remove adsorbed

contaminants. Then, while maintaining the 150 sccm Ar flow, the growth is performed at

680C for four hours at room pressure. More details, including notes on process development,

can be found elsewhere [52,61,62].

Growth substrates are removed from the oven after they naturally cool to room tem-

perature. Crystals from the growth substrate are checked with energy dispersive x-ray spec-

troscopy to confirm that the correct amount of antimony substitution has occurred (7% is

generally good, fig. 1.6 bottom left). Crystals are then transferred to a silicon chip with a

300nm SiO2 gate dielectric. The devices are spin-coated with a trilayer resist coating: two

layers of MMA(8.5) MAA EL 9 (Kayaku) as a copolymer, and one layer of 950PMMA C 2

(Kayaku) as a primary resist. Gold electrodes are fabricated through electron beam lithog-

raphy (5nm of chromium is used as an adhesion layer, followed by a 295nm Au layer) and

lift-off is done in gently heated acetone or Remover 1165. Once the chips have completed

liftoff they are rinsed with isopropanol (IPA) and dried with anhydrous N2. It is only now

that we have complete MOSFETs, ready for testing (fig. 1.6 bottom right).
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Figure 1.7: Schematic of scanning photocur-
rent microscopy set up, showing the optical path
and incorporation of MOSFET device. The inci-
dent angle of the laser on the device can be (with
great inconvenience) tuned.

1.4 Illuminating the Behavior of Intrinsic Bismuth Selenide

I will first describe the principle of our main experimental technique of spatially

resolved photocurrent and then summarize the initial optoelectronic studies on intrinsic

bismuth selenide using scanning photocurrent microscopy performed by my predecessor Dr.

Yasen Hou [52].

1.4.1 Scanning Photocurrent Microscopy

Scanning photocurrent microscopy (SPCM) is a powerful tool that is well suited to

studying the transport properties of semimetallic and semiconducting materials. SPCM is

the practice of raster scanning a focused illumination source (usually a laser) across a device

(usually a MOSFET) and recording the electrical current at each point (usually binned in

sub-micron-sized pixels).

SPCM is really good at creating spatial maps of charge transport. Consider a laser

injection site in an n-type device. This will inject an amount of charge carriers equal to

∆p = p− p0, where p is the total hole concentration and p0 is the dark hole concentration.
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This modifies the continuity equation (away from the generation point):

∂p

∂t
=

∆p

τ
− 1

e
∇ · j (1.7)

where τ is the hole lifetime. The current density is governed by the drift-diffusion equation

j = epµE− eD∇p. (1.8)

where the hole diffusion constant, Dh, is assumed to be given by Einstein relationDh = kBT
e
µ.

Feeding the drift-diffusion equation into the continuity equation gives

∂p

∂t
=

−∆p

τp
− pµ

∂E

∂x
− Eµ

∂p

∂x
+Dh

∂2p

∂x2
. (1.9)

Outside of the device channel, the electric field is zero,

∂p

∂t
= Eµ

∂p

∂x
+Dh

∂2p

∂x2
. (1.10)

For scanning rates that are sufficiently slower than the relaxation time of the material (an

experimental condition that is practically only not achieved when the device has extreme

deep-level traps that artificially extend the lifetime), we have a steady state system such that

∂p
∂t

= 0. Looking outside the device channel, we have E⃗ = 0. Additionally, because the dark

region of the device have uniform carrier density, we can replace p with ∆p to emphasize the

change in carrier density. Enforcing these conditions produces

∂p

∂t
= −∆p

τ
+Dh

∂2p

∂x2
(1.11)

In steady state ∂p
∂t

= 0, which implies

Dh
∂2p

∂x2
− ∆p

τ
= 0 (1.12)
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Solving this differential equation yields

∆p = ∆p0e
− x

Ld , (1.13)

which shows that excited minority carriers ∆p follow exponential decay in 1D diffusion

systems. As a corollary, this also identifies nonlocal transport outside of the device channel

as a purely diffusive process. All MOSFET devices we fabricate have parallel electrodes so

that any in-channel electric field will be strictly one-dimensional–and therefore easy to fit.

1.4.2 Previous SPCM Results on Bismuth Selenide

I summarize my predecessor Dr. Yasen Hou’s results [52] below, which show a pho-

tocurrent with remarkable properties at liquid helium temperatures:

1. Long diffusion length (fig. 1.8A): the diffusion length at liquid helium temperatures

approaches LD = 1mm, which suggests that the carriers are highly delocalized;

2. High efficiency (fig. 1.8A): the internal quantum efficiency (the ratio of the number

of electrons collected at an electrode to the number of photons absorbed) is greater

than 60%, which is also suggestive that the carriers are highly delocalized;

3. Bias independent photocurrent decay length (fig. 1.8B): the photocurrent decay

length (inside the device channel) is bias independent, which suggests that the carriers

are charge neutral;

4. Gate tunable diffusion length (fig. 1.8C): while the diffusion length is unperturbed

for most gate voltage values (although it is possible to tune the peak photocurrent),

large negative values will rapidly localize the photocurrent. This localization occurs

when the chemical potential is tuned below the charge neutrality point and hybridizes

the surface states with bulk p-type states;
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5. Wavelength independent diffusion length (fig. 1.8D): this otherwise uninteresting

result rules out the possibility of surface plasmon polaritons, which have a wavelength-

dependent diffusion length [63];

6. Intensity-tunable diffusion length (fig. 1.8E): the diffusion length tends to be

suppressed as the excitation power increases (this does not require high intensities,

appearing at powers as low as 8.6µW with a spot size of 3µm.

We have hypothesized that the delocalized photocurrent is caused by formation of

superfluidic-like exciton condensate at low temperatures. The charge-neutral exciton picture

is supported by electric field independent transport.

1.5 Exciton Condensation

An exciton is a quasiparticle that describes a bound state between an electron and

hole. As a unity-spin quasiparticle, it obeys Bose-Einstein statistics and thus ignores the

Pauli exclusion principle. As a result, they may condense into the ground state of the

system’s Hamiltonian below some critical temperature TC , analogous to the formation of a

superfluid state in He3 or Cooper pairs in conventional superconductors. The condensation of

excitons has was predicted in the 1960s [64], and has been conclusively observed in quantum

wells [65] and bilayer graphene [66,67]–where the physical separation of electron and hole (in

different quantum wells, or in each sheet of graphene) dramatically increases the exciton

lifetime. Finding a system with direct excitons that form a condensate has proven to be

more challenging. The kicker with the excitonic flavor of condensation is that it involves

quasiparticles with an attractive interaction, which increases the critical temperature. The

general condition for exciton condensation is that Coulomb interactions must be very strong,

so screening effects must be weak [68]. This is possible when the Coulomb interaction is large

compared to the kinetic energy of the carriers. Materials with Dirac cones are identified as

potential candidates for realizing high TC exciton condensation [1]. In a Dirac material with
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Figure 1.8: (A) Long diffusion length and high quantum efficiency, (B) bias independence of
diffusion length, (C) gate driven suppression of diffusion length, (D) wavelength independence of
diffusion length, (E) intensity-driven suppression of diffusion length. Figures sourced from [52].
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Figure 1.9: (a) Time evolution of optically pumped Dirac cone: t0 shows occupied states in Dirac
cone at equilibrium, t1 shows occupied states shortly after photon absorption with excited states,
t2 shows formation of separate hole and electron populations with respective chemical potentials,
t3 shows near equilibrium after relaxation; spectral function A(k,E) and of and density of states
N(E) before charge pumping (b), and after charge pumping (c), showing gapped spectrum in the
latter. Figure sourced from [1].

linear dispersion, the ratio between these two energies can be found by :

α =
EC

EK

=
e2

ϵh̄2vF
(1.14)

Calculations of the α parameter, and resulting chemical potential (µ), lifetime (τ),

critical temperature (TC) and binding energy (∆) have been systematically performed and

reveal 3D TIs to superior candidates [1] to valley degenerate graphene (table 1.1). Keeping

the α parameter in mind, the edge from 3D TIs stems from the reduced Fermi velocity and

relative permittivity at the surface of a TI compared to graphene. The case of valley selective

optical pumping in graphene (which can be accomplished with helicity-dependent light [69])

is important because it illustrates how lifting Dirac cone degeneracies improves Coulomb

interactions. Another consideration is the lifetime of excitations in graphene is remarkably
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Material Class α µ(meV) τ(ps) TC(K) ∆(meV)
Graphene (Valley degenerate) 0.4-1.0 500 0.1 1.0 0.1
Graphene (Valley selective) 0.4-1.0 500 0.1 6-35 1-5
3D TI 0.1-1.0 100 1-106 0-30 0-3

Table 1.1: Calculated exciton condensation parameters for graphene and 3D TIs from [1].

Figure 1.10: Left: topologically trivial exciton formation is dominated by s-wave spin singlet
states. Right: exciton formation on the Dirac cone is comprised of p-wave spin triplets due to spin
momentum locking. Figure sourced from [73].

short (in the several femtosecond range [70]), whereas in 3D TIs the lifetime can range from

several picoseconds [71] (Sb2Te3) to several microseconds [72] (Bi2Se2Te).

Exciton condensates on the Dirac cone are special! In addition to their theoretically

large critical temperature, the spin-momentum locking of the Dirac cone also has interesting

consequences for the spin information of these excitons. In a topologically trivial semicon-

ductor, optical excitations will be formed with carriers that have the same wavevector k but

opposite spins–forming spin singlet states (fig 1.10). A topological insulator will form exci-

tons that have aligned spins, which can induce a spontaneous net in-plane magnetization on

the surface of the TI [73]. This can be observed through helicity-dependent measurements [74]

or optical switching [75], but may be difficult to directly observe in bismuth selenide with-

out sub-bandgap excitation sources [76]. Very recently, spin-polarized and long-lived excitons

have been reported in Bi2Te3 by time-resolved angle-resolved photoemission spectroscopy

(ARPES) [77].
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Chapter 2

Ultrafast Photocurrent Measurements

on Intrinsic Bismuth Selenide

The advent of ultrafast laser technology (lasers with pulse widths of ≈ 1ps or less)

has enabled a new class of optical measurements with extreme temporal fidelity: ultrafast

laser spectroscopy. Time resolution has become an optical experimental knob that enjoys

the same level of importance as wavelength (energy), temperature, and chemical potential.

Ultrafast optical methods have warped the landscape of condensed matter physics for several

decades (even being recognized for two Nobel prizes in the span of 5 years! [78–80] ), and the

depth and breadth of the scope of these experiments is far beyond the trivial concern of a

single dissertation. In this chapter, we will discuss ultrafast spectroscopy as it applies to

physics in intrinsic bismuth selenide: after a brief discussion of Ti:sapphire lasers, we will

discuss our collaborator’s work on transient reflectance measurements, and then launch into

an extended discussion of how ultrafast lasers have impacted our photocurrent studies.

2.1 Introduction to Ultrafast Measurements

The platform for ultrafast optical experiments in this dissertation is the titanium

sapphire laser (ti:sapph), which was originally investigated and developed in the 80s by
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Figure 2.1: Left: Diagram of ultrafast photocurrent measurement setup, which is an example
of an ultrafast optical experiment. Here, the probe signal refers exclusively to the chopped beam
path. Chopping can be accomplished with an optical chopper, or a photoelastic modulator [81,82].
Beamline recombination via beamsplitter can be accomplished before the scan mirror (to perform
SPCM concurrently) or after the scan mirror (to study the effects of spatially separating pump
and probe). The signal is measured directly as a photovoltage with a lock-in amplifier. Right:
Schematic diagram of the device with pump and probe laser pulses on the device.

Peter Moulton [83]. These systems generically consist of a Ti3+ doped sapphire crystal that

is pumped by a green laser (λ ≈ 532nm). The ti:sapph crystal serves as the laser’s gain

medium, which has a bandwidth of ≈ 130THz, which gives it a tuning range of roughly

300nm. The pulses are created through mode-locking: the geometry of the crystal is chosen

so that the pump laser will constructively interfere with itself to produce a wavepacket.

Figure 2.1 shows a simple schematic of how a ti:sapph laser can be used in a real

UTP measurement. The first beamsplitter (BS) splits the pulses into two optical paths (a

”pump” and a ”probe”, with the probe producing a measured signal). The keystone element

is the delay line, which is a mechanical stage with a retroreflector that can modulate the path

length of the beamline, L. This path length can be tuned so that the pulse recombination

can happen with a variable time difference (time delay, δt) at the second beamsplitter. Data

is usually interpreted with the point where δt = 0 is labeled as the temporal reference, t0.
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2.1.0.1 Optical Autocorrelation

The pulses will recombine as oscillating fields with different phases:

E1(r1, t) = A(t) exp (ωt− k · r1) (2.1)

E2(r2, t) = A(t− δt)(t) exp (ω(t− δt)− k · r2) (2.2)

where A(t) is the envelope of the pulse, and we specify separate position vectors due to the

finite spot size of the laser. The intensity-intensity correlation of these two fields is given

by the second degree of coherence, often known as g(2), which in its most general form is

written as [84]:

g(2)(r, t1; r2, t2) =
⟨E∗(r1, t1)E

∗(r2, t2)E(r1, t1)E(r2, t2)⟩〈
|E(r1, t1)|2

〉 〈
|E(r2, t2)|2

〉 . (2.3)

For plane waves at the same location, this expression can be written in terms of intensities

of the two fields:

g(2)(δt) =
⟨I(t)I(t+ δt)⟩

⟨I(t)⟩2
, (2.4)

which has the very important property of being a symmetric quantity: g(2)(δt) = g(2)(−δt).

This means that the change in the probe photoresponse should be the same regardless of

whether the pump is absorbed before or after the probe. In more simple terms, the labels of

pump and probe are special and are only defined by what beamline is chopped. The optical

autocorrelation has been used for confirming the anti-bunching statistics in single photon

emitters [85].

2.1.0.2 Photocurrent Autocorrelation

The photocurrent autocorrelation, or time-resolved photocurrent (TRPC), is comple-

mentary to all-optical pump-probe techniques including transient absorption (TA), transient

reflection (TR), and time-resolved photoluminescence (TRPL). TRPC senses both optical
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and electronic characteristics of materials, as the conversion from light to electricity involves

multiple physical processes, such as generation, transport, recombination, and collection

of photogenerated charge carriers. Furthermore, to gain sufficient signal, TA and TR ap-

proaches often require that the device size must be larger than the laser spot size, while

TRPC is not limited by these constraints. Recently, TRPC has gained popularity in inves-

tigating nanoscale and low dimensional materials [86,87].

The photocurrent autocorrelation method has similarities, but also significant dif-

ferences from the aforementioned optical autocorrelation. In photocurrent autocorrelation

measurements, the steady-state photocurrent is measured under excitation by two time-

separated optical pulses with a controlled delay time. The two pulses are usually cross-

polarized to avoid the optical interference. When the photocurrent is nonlinear with the

fluence, the measured photocurrent depends on the pulse separation time δt. The signal can

be thought of as the probe-induced photocurrent, modified by the pump-generated carriers.

If the pump-created carriers persist when the probe arrives, a lower photocurrent will be

generated because of the nonlinear photoresponse at higher fluence. Therefore, a dip in the

photocurrent signal is expected with a characteristic time representing the carrier relaxation.

The carrier relaxation process is complicated, involving multiple steps such electron-electron

and electron-lattice interactions. We will first describe a two-temperature model describing

hot carrier relaxation below.

2.1.0.3 Hot Carrier Thermalization and Recovery Time

The concept of a hot carrier–optically excited electrons and holes with excess kinetic

energy moving at high velocities shortly after excitation [88]– can be modeled through the lens

of the two-temperature model, which is a phenomenological model of the ultrafast optical
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Figure 2.2: Simulation of
two temperature model dis-
playing convolution of two
time scales. Figure sourced
from [91].

response that tracks electronic and phonon temperature thermalization [89]:

Ce (T )
∂Te
∂t

= ∇ · [ke(Te)∇Tel] +G(Te − Tℓ) + S(z, t) (2.5)

Cℓ (T )
∂Tℓ
∂t

= G(Te − Tℓ), (2.6)

where Te and Tℓ are the electron and phonon temperatures respectively, G is the electron-

phonon coupling, Ce is electronic heat capacity, ke is electronic heat conductivity, S is a

source term that represents heat generation from the laser. Values for G can be estimated

via [90]:

G =
π2m0nec

2

6τeTe
. (2.7)

Here, c2 is the square of the speed of sound of the material given by the ratio of the bulk mod-

ulus and density. The two temperature model can be easily simulated with canned software

like MATLAB or COMSOL, which makes it well suited to building an intuition regarding

ultrafast time dynamics. The main qualitative feature here lies within the thermalization

times of these two temperatures. This leads to three timescales: a very fast electron-electron

thermalization process, a medium duration electron-phonon thermalization process, and a

generally slow phonon-phonon thermalization process. If these three times are well separated

in magnitude, then they can all be fit very reasonably!

The electronic heat capacity of a free electron gas for a parabolic band structure (the

bulk states of Bi2Se3 are trivial semiconducting states and dominate optical transitions due
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to their narrow band gap) is given by [92]

Cel = γT =
1

3h̄2
πkB

2 (3/π)1/3m0
A

ρ

m∗

m0

n1/3T, (2.8)

where m0 is the free electron mass, m∗ is the effective electron mass, ρ is the mass density,

and A the atomic weight. We can estimate the amount of photo-injected carriers by [93]

∆n =
F
hfδ

, (2.9)

where F is the beam fluence and δ is the penetration depth of the beam. Intrinsic (properly

antimony-doped) bismuth selenide samples will generally have a carrier concentration in

the ballpark of n ≈ 1017cm−3 at low temperatures: this means that beam fluences above

≈ 1µJ cm−2 will excite a number of carriers similar to the dark carrier concentration and

that it is reasonable to model our observations with hot phonon effects. As an example,

plugging in a fluence of F = 200µJ cm−2 gives a change in the carrier concentration of

∆n = 8 × 1019cm−3. If we use m∗ = 0.1m0, A = 654.8gmol−1, and ρ = 6.82g cm−3,

then the free electron model predicts that the temperature of the hot electrons will reach a

temperature greater than T = 7500K, which is comparable to the temperature of the sun.

This initial temperature relaxes to ≈ 400K in the span of several picoseconds [94].

2.1.0.4 Energy Transfer and Recovery Time

Energy transfer through Peltier cooling can be important at metal-material inter-

faces [95]. The large difference in Seebeck coefficients at the junction will provide a cooling

effect and can therefore influence the signal recovery time. The Peltier cooling is local to the

junction (e.g. restricted to–at most–the edge of the depletion region), unlike optical phonons

that cool the entire laser spot size.
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2.2 Previous Ultrafast Transient Reflectance Results in Intrinsic Bismuth Se-

lenide

Ultrafast transient reflectance (UTR) measurements are a popular tool used to probe

carrier dynamics in materials. As a purely optical measurement, they are especially flexible

as they do not require complex cleanroom processing to produce measurable devices (this

simplifies sample preparation, and also reduces the fixed costs to run the experiment). UTR

is usually interpreted through the lens of time-dependent changes in a sample’s complex

dielectric function [96]:

∆R

R
(t) =

∂ lnR

∂ϵ1
∆ϵ1(t) +

∂ lnR

∂ϵ2
∆ϵ2(t), (2.10)

which relates the change in the reflectance of the material to changes in the real (ϵ1) and

imaginary (ϵ2) parts of the complex dielectric function. This is generally a very brief (several

ps to perhaps a ns) small change (on the order of one part per thousand or smaller)!

Previous work by Gross et al. [43] performed fluence-dependent UTR measurements on

intrinsic bismuth selenide grown by the Yu group showed that the measured lifetime tended

to decrease when pump fluence was increased.

In the zero pump fluence limit, the lifetime was found to be τ = 2ns, which is signif-

icantly larger than previously reported values. The lifetime suppression at higher fluences

is attributed to bimolecular recombination–at higher intensities higher-order recombination

mechanisms become relevant, which will generically shorten excitation lifetimes.

Many other interesting transient reflectance measurements have been done. Whilst

Gross et al. found that large fluences tend to throttle the excitation lifetime, this is not

always the case. Glinka et al. [97] found that in 20nm films (corresponding to 20 quintuple

layers (QL), as one QL is very nearly 1nm), sufficiently large fluences can actually increase

the excitation-lifetime, which they attribute to a carrier depletion-induced suppression of

phonon modes.
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2.3 Ultrafast Transient Photocurrent Measurements

Ultrafast transient photocurrent measurements produce results that are qualitatively

different from transient reflectance measurements. Whereas the beauty of UTR is that it

solely probes the change in reflectance of a material through changes in its dielectric func-

tion, UTP will produce a signal that reflects several experimental responses simultaneously.

Photocurrent generation is a function of absorption A, so we can expect to have some sort

of UTR signal buried in our measurement. In the absence of transmission, the change in

absorption has a very simple relationship to the change in reflection:

∆A(t) = 1−∆R(t), (2.11)

again stressing that reflectance changes are very small quantities.As we will see, this makes

contributions from UTR to a UTP signal functionally impossible to measure. Another major

contributor to an UTP measurement is through the transport of photocarriers from the

injection location to the measurement electrode. The decrease in photocurrent magnitude,

∆T through spontaneous recombination of carriers during transport in time is spatially

encoded by the carrier diffusion length:

∆T (x) = A exp

(
− x

LD

)
. (2.12)

Note that a priori, we expect that the absorption modulation should be local and only

depend on time, while transport should be time-independent. Lastly, the injected carriers

can also modify the band bending of source-drain electrodes. This is all to say that UTP

measurements can be difficult to fully untangle.

Our experimental setup (fig. 2.1) is similar to our DC photocurrent setup, but addi-

tionally consists of an ultrafast laser (Spectra Physics Mai Tai HP), a delay line (NewportDL

325), and a lock-in amplifier.
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Figure 2.3: Room temperature mea-
surement schematic for UTP. The laser
is focused on the depletion region. One
electrode is grounded, with a lock-in
amplifier measuring voltage on another
electrode. All other electrodes are float-
ing. The spot size is 3µm.

2.3.1 Room Temperature Dependence

Temperature-dependent measurements are very important in ultrafast measurements

of any kind. Practically, an experimenter can adjust a cryostat temperature via some com-

bination of cryogens, a heating source, and a PID temperature controller. The cryostat tem-

perature is identical to the lattice temperature in thermal equilibrium, which can strongly

affect UTR and ultrafast transient photocurrent (UTP) measurements. As an example,

experimenters have used temperature-independence to argue that their UTP measurements

were hot carrier dominated [95]–the logic being that electron temperature is large compared to

the lattice temperature at every experimentally accessible temperature. Our measurements

demonstrate qualitatively different results at room temperature and at cryogenic temper-

atures, which respects the general trends of our steady-state photocurrent measurements

intrinsic bismuth selenide.

2.3.1.1 Ultrafast Time-Resolved Photovoltage Results at 300K.

The photoresponse of intrinsic bismuth selenide is very local at room temperature,

meaning that photovoltage is only non-zero when the laser is focused very close to the metal

contact of the device (fig 2.3). This is because the laser-injected charge carriers can only

diffuse in a short distance at room temperature before carrier recombination. The photocur-

rent is created when the photogenerated electrons and holes get separated under the strong
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electric field in the depletion region, which is generally tens of nanometers wide [98]. The spot

size is near the diffraction limit for our optics, which is nearly 3µm. Broadly speaking, our

room temperature UTP results display a nearly symmetric photocurrent suppression near

δt = t0. At δt = t0, this effect is maximized. For δt > t0 the excited pump carriers will

recombine and relax to the valence band with some characteristic relaxation time, which

eventually causes the photovoltage to recover to some baseline value. For δt < t0, the probe

pulse is absorbed before the pump pulse. The signal is nearly symmetric, which is reasonable

because the autocorrelation function that governs the intensity (g(2)) is symmetric. We fit

each branch of the response from t0 with a simple exponential fitting:

V (δt) = V0 +∆V exp

(
−||δt||

τ

)
, (2.13)

which allows us to extract the photovoltage at large time delay, V0; the change in photo-

voltage, ∆V ; and the characteristic time that it takes the photovoltage to recover, τ . There

are two important features: first, increasing the pump fluence will increase the magnitude

of the photovoltage suppression, with diminishing returns (fig. 2.4). The second feature is

that even though the magnitude of the signal changes, the recovery time has no sensible

fluence dependence (fig. 2.5). The recovery time τ was found from fitting to be about 20 to

30 ps (Fig. 2.5) A significant source of error in this measurement comes from beam shift–

because a very small region of the device is photoactive (the depletion region), even small

shifts in beam position (on the order of hundreds of nanometers) can dramatically change

the effective intensity for each scan.

The room temperature results are likely dominated by photo-thermoeletric (PTE) ef-

fects, where the local laser heating creates a temperature gradient in the device which drives a

current flow. The relatively weak photovoltage signal at room temperature is consistent with

the estimation using the temperature increase and the Seebeck coefficient of the material.

The photovoltage sign is also consistent with the n-type doping of our samples. In addi-
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tion, we observed that the photovoltage became much stronger at low temperatures which

indicated photovoltaic origin. The sign of the photovoltage at room temperature was also

opposite to those at low temperatures, indicating the photovoltage generation was dominated

by a different mechanism, likely PTE. The ultrafast photovoltage results are consistent with

our previous room temperature steady-state photocurrent measurements [52]. The relatively

uniform recovery time suggests that we are probing hot carriers at room temperature [95], but

the recovery time is longer than previously reported hot carrier lifetimes [94].

The magnitude of the photovoltage suppression increases from 15% to 50% as the

pump fluence increases (fig. 2.4). This suppression is much larger than that expected from

the optical absorption change and indicates the mechanism of the suppression is not caused by

absorption saturation. A similar suppression magnitude has been found in Cd3As2 nanowire

devices (manuscript in preperation), which may also attributed to PTE.

The curves are well-fit by a single exponential, which suggests that the relaxation

process is due to a single dominant mechanism; up to three exponentials can be fit to pump-

probe experiments that have distinguishable timescales between electron-electron, electron-

lattice, and lattice-lattice relaxation [99]. The fittings as a function of fluence (fig. 2.5) display

two salient features: a slight asymmetry between fittings to the left and to the right of t0

(corresponding to probe-before-pump and probe-after-pump absorption respectively), and a

near constant fitting value across all fluences: the probe-before-pump side has a recovery

time of τ = 21ps and the probe-after-pump side has a recovery time of τ = 27ps. The

magnitude of the photovoltage suppression does increase with pump fluence, but slows down

at higher fluences without appearing to saturate.

2.3.1.2 Ultrafast Time-Resolved Photovoltage at 79K.

We performed the same experiment (laser spot focused on close the contact and out-

of-channel) at 79K. This produced a much larger photovoltage (roughly 2 decades larger in

magnitude) for ||δt|| > t0, with a swapped polarity (from negative on the lock-in at 300K,
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Figure 2.4: Room temperature photovoltage measurements. Each trace is normalized by the
maximum photovoltage value. The probe fluence is 5µJ · cm−2.

Figure 2.5: Extracted V , ∆V , and τ for the room-temperature fluence-dependent results. Error
bars from fitting the recovery time fittings are calculated as a standard deviation from the fit
coefficient values, and are barely larger than the circles that represent them. The probe after pump
point for the 6.82µJ /cm2 is anomalous and not reproducible (cryostat drift is one such explanation
for this large difference).
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Figure 2.6: UTP measurements with the laser focused on the contact at 78K. Left: full delay
time spectrum, showing enormous range of suppression, as well as asymmetry on either side of t0.
Right: Inset of region around t0, showing that photovoltage flips sign.

to positive on the lock-in at 79K). This is consistent with the dramatically more efficient

transport that we generally expect at cryogenic temperatures. In addition to the larger pho-

tovoltage reading, we also see a pronounced asymmetry of recovery time, as well as a flipping

of photovoltage signal when ||δt|| ≈ t0. The photovoltage flipping has a simple interpretation

that can be agnostic about the specific mechanism that causes the photovoltage suppression:

while the room temperature photoresponse is dominated by the photothermal effect, it is

still present at any temperature. If the photovoltaic response can be suppressed, then we

should see the photothermal effect! The negative photovoltage for ||δt|| ≈ t0 is two decades

smaller and the opposite sign, which are the signature characteristics of the room temper-

ature (i.e. photothermal-dominated) response. Observing the crossover from photovoltaic

to photothermal-dominated signals does require a high fluence on the order of 100µJcm−2.

The asymmetry of the probe-before-pump and probe-after-pump fittings is more puzzling,

but we can get more clues about this feature (including if it is plausibly real, or an optical

artifact) by a full temperature-dependent set of data.
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Figure 2.8: Sampled temperatures for temperature-dependent photovoltaic-dominated measure-
ment. The dashed line indicates the baseline photovoltage, which is the probe induced photovoltage
with a blocked pump. As the sample cools, the photovoltage becomes large, and an enhancement
in the probe before pump side (negative delay time) emerges.

2.3.1.3 Temperature Dependence of the Photovoltaic signal

Figure 2.7: Pho-
tovoltaic measure-
ment configuration

Moving the laser out of the depletion region (to avoid contribu-

tions from the photothermal effect) and into the middle out-of-channel

region (fig. 2.7) allows us to study the photovoltaic signal on its own

terms. This restricts us to a range of temperatures because the photore-

sponse will become highly localized (and therefore unresponsive) near

room temperature. The photovoltaic UTP signal is clearly tempera-

ture dependent. Intervening temperatures between 79K and 300K show

that the probe-before-pump asymmetry is an emergent enhancement feature (fig. 2.8). A

full spectrum of temperatures (fig. 2.9) shows the photovoltage decrease over three decades

as the cryostat is tuned from T = 260K to T = 79K! The enhancement peak grows as

temperature decreases, and it quickly becomes clear that the effects of the pump persist

beyond the temporal resolution of our delay stage.

Fitting the full spectrum of temperature-dependent data from 300K to 78K shows

that the recovery time increases at lower temperatures, and that the magnitude of the photo-
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Figure 2.9: Full spectrum of temperatures that figure 2.8 is sourced from. The probe fluence is
F = 1.8µJ cm−2, the pump fluence is F = 110µJ cm−2 and laser location is same as figure 2.7
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Figure 2.10: Fittings from temperature-dependent UTP measurements, derived from the data
contained in figure 2.9.

voltage suppression (∆V/V ) increases monotonically. The temperature-dependent recovery

time is a function of both carrier recombination time τR, and carrier escape time τE such

that the overall recovery time can be stated through Matthiessen’s Rule:

1

τ
=

1

τR
+

1

τE
. (2.14)

Recombination times are likely to be longer at cryogenic temperatures from freezing out

phonon interactions, which is supported by previous ultrafast spectroscopy experiments on

bismuth selenide [94]. How exactly the characteristic escape time, τE, depends on temperature

is unclear. The escape time can be estimated from τE = l2/D where l is the distance and D is

the diffusion coefficient. The carriers directly generated within the absorption depth about 30

nm near the top surface can diffuse out of the illumination region either vertically downward

or laterally out of the laser spot size of 3 µm. The vertical diffusion is through the bulk,

while the lateral diffusion is through the surface which may have larger diffusion coefficient

given the topologically protected surface states or formation of exciton condensate. Hot

carriers immediately after pumping may also convolute the relaxation process. Further work

is needed to clarify on the exact mechanism for understanding the relaxation time, including
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both device modeling and experiments such as laser spot size and sample thickness-dependent

TRPC.

The asymmetry in the photovoltage is striking. In the negative δt regime (where

the probe pulse is absorbed before the pump pulse), the photovoltage increases above the

baseline photovoltage (the photovoltage with pump completely blocked). Figure 2.8 shows

this enhancement as an emergent feature that depends strongly on temperature. In the

positive δt regime (where the probe pulse is absorbed after the pump pulse), there is no

enhancement for all temperatures and the photovoltage always recovers towards the baseline

photovoltage. What’s happening here? Given the repetition rate of the Mai Tai (80MHz,

which corresponds to a 12.5ns delay between pulse trains), one can view the negative δt

regime as an addition time delay of several nanoseconds. Trap filling has been shown to

generically enhance photovoltage [100–102], and filled traps can also act as a local gate that

can modify the chemical potential [103,104] to an energy that is more favorable for exciton

transport [105]. Trap filling can be both temperature dependent [106] and very slow (tens of

nanoseconds) [107], suggesting that our observed photoenhancement can come from optical

manipulation of trap states.

2.3.2 Gate Dependence

As initially mentioned, UTP measurements can be difficult to fully interpret be-

cause they involve a convolution of absorption, transport, and charge separation behaviors.

However, the addition of source-drain electrodes does allow us to perform gate-dependent

experiments. One of the primary benefits of the platform is the ability to tune the chemical

potential via an applied gate voltage. Importantly for our experiment, our as-fabricated

s are only capable of applying a global gating effect through the use of a solid back gate.

Other configurations for UTP studies have exploited local top gate configurations to achieve

efficient charge separation [95]; we can simply rely on efficient transport from the injection site
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Figure 2.11: Open circuit gate dependent measurements at different time delay values. The
pulsed laser suppresses the gate hysteresis. The dark conductance scan (red) shows that the charge
neutrality point is near VG = −40V.

to the electrodes, where the band bending between the electrode and the crystal is enough

to separate excitons and produce a measurable signal.

Our DC measurements showed strongly gate-dependent behavior [52]: first, the peak

photocurrent increases as the chemical potential approaches the charge neutrality point while

the diffusion length remains constant; second, the peak photocurrent and the diffusion length

are greatly suppressed as the chemical potential is tuned beyond the charge neutrality point

to near the valence band.

2.3.2.1 Short Circuit Photocurrent Measurements

Short-circuit gate-dependent measurements (e.g. zero bias, fixed laser position out

of channel but away from the depletion region, with varying gate) at different delay times

show four interesting features (fig. 2.11):
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First, that there is photocurrent enhancement in this device when the pump is added

to beamline–the peak photovoltage increases between the pumpless and pumped photovolt-

age. This photovoltage enhancement is consistent with the emergent enhancement shoulder

that is present in the temperature-dependent data. The origin of this feature is attributed

to the charge trapping as discussed.

The second feature regards the solid gate efficiency: as δt −→ 0, we see that the gate

modulation becomes less effective for gate values that are above the charge neutrality point.

When δt > t0, we still have some change in the photovoltage for positive gate voltages.

However, when δt ≈ t0, the solid gate is almost completely incapable of modulating the

photovoltage. The electron mobility estimated from the gated dependent dark conductance

is

µ ≈
∆G
∆VG

ϵ0ϵw
hL

= 61 cm2V−1 s−1, (2.15)

where ϵ is the relative permittivity of the gate dielectric (silicon dioxide, ϵ = 3.9), w and

L are the channel width and length, and h is the gate dielectric thickness. The measured

FET mobility is remarkably lower than what has been shown in our best devices, which are

roughly an order of magnitude larger [52]. The change in conductance can be estimated from

the linear regime of the gate scan of figure 2.11. The carrier concentration is

n =
GL

tWeµ
= 8× 1018 cm−3, (2.16)

where t is the thickness of the nanoribbon. The FET mobility changes the conductance by

roughly 15%, where the pump injects carriers equal to [93]:

∆n =
F
h̄ωδ

= 4× 1019 cm−3, (2.17)

where F = 22 µJ/cm2 is the fluence per area, h̄ω = 1.8 eV is the photon energy of 690 nm

light and δ ≈ 20 nm [108] is the wavelength-dependent penetration depth. The gate voltage
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cannot effectively tune the carrier concentration because the laser injects an amount of

carriers that is significantly larger compared to the dark carrier concentration at δt = 0.

The third feature is that the photovoltage is rapidly suppressed as the gate voltage

tunes the chemical potential below the charge neutrality point for all values of δt. This

feature is consistent with our DC photocurrent measurements [52], where we attributed this

feature due to hybridization with bulk states.

Fourth, the hysteresis present in the gate scan is reduced when δt ≈ t0. Intrinsic

bismuth selenide devices are known to have trap states that can modify the electronic prop-

erties of behavior [105]. As δt approaches t0, the enlarged local carrier concentration should

fill these higher energy trap states that can cause gate hysteresis [109,110]. Even if these trap

states are localized to the surface in contact with the oxide gate dielectric, as can happen

with devices [111,112], these states can still be filled by the massive carrier modulation by the

laser.

2.3.2.2 Gate Dependent UTP Measurements

Our gate-dependent UTP measurements were completed with a different device than

discussed in the previous section. The complete spread of gate-dependent data (fig 2.12) is

busy, but generally shows that the recovery time is inversely proportional to the gate voltage.

When fit to a single exponential, a different story emerges. Figure 2.13 summarizes these

fittings, as well as a dark gate scan that identifies the charge neutrality point at VG ≈ −60V.

The recovery time has a clear dependence on gate voltage: it has a nearly linear inverse

proportionality to gate voltage, doubling over the course of 100V. The recovery time does

flatten out and begins to decrease past VG = −60V, but it does not crash out like the trends

with DC photocurrent studies show [52].

The maximum photovoltage shows a general decrease when the chemical potential

is tuned past the charge neutrality point, but it does not decrease as rapidly as the DC
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Figure 2.12: Gate dependence of photovoltage suppression. The peak photovoltage when δt >> t0
tends to grow larger as the chemical potential is tuned into the conduction band, which is consistent
with the steady-state SPCM results.

Figure 2.13: Experimental fittings of gate dependence. Left: recovery time fittings overlain with
FET mobility scan.
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photocurrent–the maximum photovoltage and the photovoltage suppression magnitude both

share this trend.

2.3.2.3 Discussion

In our MOSFET device architecture, the gate voltage has a very well-defined role in

tuning the chemical potential [113]. The gate scan in figure 2.13 show that the signal recovery

time is longest when the device is more intrinsic. This picture agrees with the results of

Gross et. al, which show that the signal recovery time (which, in the case of reflectance

measurements, is commonly accepted to be a measurement of excitation lifetime) is largest

when fluence is sufficiently low to avoid bimolecular recombination. The lower the fluence,

the more intrinsic the device. This device shows

µ = 250 cm2V−1 s−1 (2.18)

nintrinsic = 2× 1018 cm−3 (2.19)

∆n = 1× 1020 cm−3. (2.20)

The UTP measurement is performed with a much larger pump fluence (77µJ /cm2, which

corresponds to a carrier injection of ∆n ≈ 1020cm−3) than the open circuit measurement

(and therefore the injected carrier quantity is even larger), and yet the gate voltage can

still have a large influence on recovery time. The gate-dependent recovery time is consistent

with the intuition that longer lifetimes should be observed in more intrinsic devices, but it is

surprising that the gate can do anything at all considering that the pump dominates where

the chemical potential lies. On the other hand, given the relatively long recovery time of

hundreds of ps, the photogenerated carriers have sufficient time to recombine or escape out

of the photoexcitation area. A quick estimation of carrier escaping time out of the l = 1.5

µm laser spot radius is te = ql2/(µkBT ) = 300 ps, if using mobility of 1000 cm2/Vs at 78 K.
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In addition to changing carrier concentration, the gate voltage in MOSFET studies

can affect band bending [114] or trap state filling [115]. We can discard band-bending effects due

to the extremely local nature of the photovoltage suppression: this will be more thoroughly

discussed in context with our ultrafast SPCM results. Trap states can be filled by changing

the chemical potential, as can occur in systems with strong interfacial disorder like quantum

dot superlattices [116]–we see longer recovery time as the chemical potential is tuned away

from the conduction band towards charge neutral point, so this is not likely to be present in

our measurement. Even though it is unlikely that we are passivating traps directly through

the chemical potential, the short circuit photovoltage measurement (fig. 2.11) does show

that the scan hysteresis reduces significantly.

2.3.3 Fluence Dependence

The fluence dependence of our experiment produces our most interesting and con-

founding results. For all fluence-dependent measurements, the probe fluence is fixed while

the pump fluence is allowed to vary. Whereas Gross et al. observed a signal decay time

that decreased at larger fluence [43], we observed a signal decay time that increased at larger

fluences (fig. 2.14).

The fluence dependence of our signal contains a great deal of surprising information:

First, photovoltage suppression. The suppression of measured photocurrent near t0 is a com-

mon feature in all of our measurements. As the pump laser fluence increases, the suppression

of our measured photocurrent becomes larger. The ratio between our normal signal and are

signal at t0 is very dramatic: 95%!

∆V/V increases monotonically with fluence and saturates. Notably, the photovoltage

remains positive for all values of pump fluence–even for fluences ten times larger than shown

in figure 2.14.

Another important feature is the crossover from photovoltage suppression near t0 to a

pure enhancement across all values of δt. As the time delay δt flutters near t0, the measured
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Figure 2.14: Fluence-dependent results for our ultrafast transient photocurrent measurements on
intrinsic bismuth selenide. The dashed black line shows the baseline photovoltage (pump completely
blocked).

Figure 2.15: Fitting parameters from figure 2.14
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Figure 2.16: Diagram of ultrafast SPCM exper-
iment with spatially separated pump and probe.
The pump laser is focused and held stationary,
while the probe laser is raster across the device.

photocurrent signal shows some indication of enhancement for certain pump fluences. We

can estimate the amount of photo-injected carriers by [93]

∆n =
F
h̄ωδ

, (2.21)

where F is the beam fluence and δ is the penetration depth of the beam. Recall that

deeply intrinsic (e.g. optimally antimony-doped to minimize carrier concentration) Bi2Se3

samples generally have a carrier concentration in the ballpark of n ≈ 1017cm−3: this means

that pump fluences above ≈ 1µJ cm−2 will excite a number of carriers similar to the device

carrier concentration.

2.4 Ultrafast SPCM and Transit time

Ultrafast measurements can be generalized beyond single-spot reflectance and pho-

tocurrent studies. Measurements with spatially separated probe and pump have enabled

experimentalists to directly image carrier transport [117,118] and charge recombination [119,120].

We can also expand our expertise with to create spatial maps of our UTP measurements.
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Figure 2.17: Both figures show an SPCM measurement performed by scanning the probe laser
with a stationary pump laser; left shows a time delay of δt ≈ 100ps, right shows a time delay of
δt ≈ 0ps. The photovoltage suppression is clearly shown to be a local feature.

2.4.1 Spatially resolved Ultrafast Photovoltage

The simplest experiment is to spatially scan the probe while holding the pump sta-

tionary. The delay time between the two pulses is fixed during the scanning. These mea-

surements show that the photovoltage suppression is a local feature–as the probe moves

away from the pump about 10 µm, the baseline photovoltage is recovered (fig. 2.17). The

envelope of the signal suppression shows a Gaussian profile, but with a width that is larger

than the laser spot size (3µm). In order to develop a more quantitative picture of the spatial

dynamics of our UTP measurement, we can repeat the measurement used to generate figure

2.17 for many values of δt. Using a macro program, SPCM scans are sequentially captured

while the delay stage moves between each completed scan with a small change in time delay.

An automated Python script will take this data set–which generally consists of roughly 100

SPCM scans–and compile the magnitude of the photovoltage for every value of δt. These

values can be arranged into a map, which allows us to extract a spatial map for the values of

t0. When the pump and probe are focused at the same location, t0 has an obvious interpre-

tation of being the moment where δt = 0. Equivalently, t0 is the moment in time where the

pump interacts most strongly with the probe, resulting in the largest photovoltage suppres-
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sion. This is evidenced by the cross-over of the line scans at probe positions away from the

pump position (figure 2.18). By the principle of locality, the separation of pump and probe

requires the transit of information between injection sites–there cannot be spooky action at

a distance [121]. As t0 changes when the probe moves from the pump injection site, we can

extract the time carriers need to travel to the probe site, and thereby deduce the velocity

of the carriers. Figure 2.18 shows the various stages of the Python output to produce a t0

map: the many different δt scans are tabulated on a pixel-by-pixel basis to produce a map,

which can then be used to deduce a carrier velocity via [122]:

v =
∆r

∆t0
. (2.22)

From the plot in figure 2.18,

vright =
20µm− 12µm

464ps− 424ps
= 2× 105ms−1 = 0.4vF (2.23)

vleft =
||8µm− 12µm||
464ps− 424ps

= 1× 105ms−1 = 0.2vF . (2.24)

where the Fermi velocity in bismuth selenide is vF = 5×105ms−1 [123]. This analysis assumes

that the equivalence between equations 2.3 and 2.4 is still valid when the two pulses are

spatially separated.

The measurement took place ≈ 10µm away from the preamp electrode, out of the de-

vice channel (similar to the configuration in figure 2.6, but further away from the electrode).

The asymmetry between the two sides of the t0 map is repeatable.

2.5 Models for Ultrafast Photocurrent Studies

2.5.1 Analysis on the Ultrafast Results

The photocurrent suppression at zero delay time can be understood by the nonlin-

ear photocurrent dependence on fluence. Previously we have observed a rapid decrease in

44



Figure 2.18: Carrier velocity measurement via ultrafast SPCM at 78 K. Left: overlain line cuts of
an SPCM profile for different value of t0, illustrating change in photovoltage in the pump injection
site. Center: spatial map of t0, which is produced by finding t0 at every pixel. Right: line cut of
t0 map showing a shift in t0 as a function of position. The arrows show the range over positions
used to deduce the carrier velocity. The probe fluence is F = 0.64µJ/cm2 and the pump fluence is
F = 44µJ/cm2. The measurement is taken outside of the device channel to eliminate drift fields,
and is far away from the depletion region.

photocurrent decay length and magnitude as we increase the CW laser intensity [52]. The

ultrafast study here is consistent with this previous work. However, the time resolution

provides a deeper understanding of the mechanism accounting for the suppression.

To generate photocurrent, the locally excited carriers must travel to the metal contact.

Since the out-of-channel nanoribbon is free of electric field, the dominating mechanism of

carrier migration is by diffusion, rather than drift. The diffusion length of the photogenerated

carriers is given by LD =
√
Dτ , where D is the diffusion coefficient and τ is the carrier

lifetime. The shorter LD at high intensity can then be attributed to two possible factors: (1)

faster carrier recombination, and (2) reduced diffusion coefficient. The steady state SPCM

cannot determine which of these two factors play a major role, while the time-resolved

photocurrent study provides key insight in that the carrier recombination time is unlikely

reduced at higher fluence. As shown in fig. 2.14, the recovery time actually increases at higher

pump fluence. Though the recovery time is not a direct measure of carrier recombination

time because of the convolution of carrier escaping the photoexcitation area, it at least

provides a lower limit for the carrier recombination, i.e., τ < τR according to Eq. 2.14.

On the other hand, the transient reflectance measurements over a similar fluence range [43]
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showed an opposite trend in that the recombination lifetime is reduced at higher fluence.

The reason for such contradictory results is unclear and deserves further studies such as by

measuring time-resolved photocurrent and reflectance in the same device.

If the carrier recombination lifetime is confirmed not to be the reason for diffusion

length reduction, the diffusion coefficient must be the culprit. The diffusion coefficient is

related to the carrier mobility, D = µkBT/q. The carrier mobility may be influenced by

the high fluence. For example, the high fluence may increase the crystal temperature, which

cause stronger phonon scattering and mobility reduction. However, we do not think this

can account for the up to 95% photocurrent suppression at high fluence (fig. 2.14). This is

because the estimated temperature increase at the highest fluence is only 5 K, using

∆T =
Pt

κA
(2.25)

where P = 125 µW is the time-averaged laser power, κ= 1W/mK is the thermal conductivity

of the SiO2, t = 300 nm is the SiO2 thickness, and A = π(1.5µm)2 is the laser spot area.

Instead, the most likely mechanism for the mobility reduction is by the laser induced

dissociation of excitons at high fluence. As introduced in Chapter 1 and detailed in our early

work [52], the highly nonlocal photocurrent indicates superfluidic-like exciton condensate in

TIs. The dense electrons and holes injected by laser can effectively screen the electric field

and reduce the exciton binding energy, forbidding the exciton formation. If dissociated at

high fluence, the unbound carriers become fermions and suffer from scattering with greatly

reduced mobility. This explains the large observed photocurrent suppression. Below we

discuss possible Mott transition from excitons to electron-hole plasma at high carrier density.

2.5.2 Exciton Mott Transition

A candidate theory for these observations is the exciton Mott transition (named for

Neville Mott [124]), which is a special case of a metal-insulator transition. In this picture

the change in carrier density (which is approximately proportional to the fluence of the
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laser) induces screening that reduces the Coulomb energy of the system, thus inhibiting the

formation of excitons and restricting the carrier type to an electronic plasma [125]. In our UTP

experiment, we directly tune the carrier concentration via choice of pump fluence. This can

lead to exciton dissociation into an electronic plasma, which is expected to have much slower

transport properties [126].

The germinal concept for the Mott transition lies in the consideration of the conditions

for bound states in screened Coulomb potentials. The Thomas-Fermi screening picture gives

a Coulomb potential that is modified by the Thomas-Fermi screening length [127],

U(r) = −
(
e2

r

)
e−ksr. (2.26)

where ks
2 = 4(3πn)1/3/a0 and a0 is the Bohr radius. This function is known to have bound

states when ks < 1.19a0
[128]. This can be expressed in a famous form as the Mott criterion:

n− 1
3 = 2.27a0. (2.27)

If bound states do not exist, then the states under consideration will be delocalized and

therefore metallic; if bound states are present, then the states under consideration will

describe an insulator. Mott’s description of a metal-insulator transition is the result of

electron-electron correlations, and there exist other important metal-insulator transition

mechanisms: the Peierls transition, which is driven by electron-phonon interactions [129]; and

Anderson localization, in which sufficiently high levels of disorder in a lattice will localize

wavefunctions enough to suppress diffusion [130]. These metal-insulator transitions can be

described with some sense of universality with dynamical mean field theory [131].

This concept becomes interesting when we consider a reversible crossover between

insulating and metallic states by tuning the carrier concentration. The Mott transition can

be accomplished optically with a simple tuning of free carriers so that eq. 2.26 will have

generically unbound states [133–135]. The excitonic flavor of the Mott transition comes in when
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Figure 2.19: Schematic of excitonic Mott transition. (a) Semiconductor in equilibrium absorbs a
photon, exciting an electron into the conduction band. (b) Quasistatic formation of excitons in the
bandgap, with holes and electrons in the conduction and valence band respectively. This process
can occur on the Dirac cone [1]. (c) As the population of electrons and holes reaches a critical
density, the Coulomb energy decreases and the formation of excitonic bound states is prohibited.
Figure sourced from [132].

one considers the criterion for the formation of excitons: α = EC/EK
[1], which is the ratio be-

tween Coulomb and kinetic energy.

Figure 2.20: Relationship between
chemical potential and condensation
temperature, indicating an optimal car-
rier density regime. Figure sourced
from [73].

If this ratio is of unity or larger, then excitons may be

formed. If the system experiences an insulator-metal

transition then the Coulomb energy will become very

small as screening becomes very efficient (summarized

in fig. 2.19), which results in our aforementioned

excitonic Mott transition [136]. Exciton Mott transi-

tions have been observed in pure silicon [137], quantum

wells [138], and metal oxides [133]. Zinc oxide is particu-

larly well studied, and estimates for the critical carrier

density such that the Thomas-Fermi screening length

1/ks produces metallic states for this system range

from 1.5× 1018cm−3 to 6× 1018cm−3 [126,133,139].

Mott transitions in topological insulators have been a delightful source of discussion

for theorists [140–144], but have thus far failed to appear in a real experimental measurement.
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The exciton Mott picture is very immediately appealing: it provides a mechanism for a

local suppression of photocurrent that requires a finite fluence to activate and increases with

magnitude with fluence.

For our intrinsic bismuth selenide samples, the exciton Bohr radius at the surface is

estimated as a0 = 110nm [52]. Given the Mott criterion (2.27), this gives a critical density

that should be in the ballpark of n ≈ 1014cm−3.

2.5.3 Mahan Exciton Formation

Even when Bi2Se3 is at its most intrinsic, it’s still–formally speaking from the perspec-

tive of a 3D Mott transition–a bad metal [145]! If there’s a single saving grace for theoretical

physicists, it’s that they’re quite excellent at finding ways to circumvent the laws of nature.

In 1966, Gerald Mahan published a paper that describes how excitons can still form in semi-

conductors above the Mott criterion [146]. These metastable [147] excitons have an approximate

form for their binding energy (EB) that is small when the screening wavevector (ks) is large:

EB =

(
2pF

2

µm

)
exp (−1/∆) (2.28)

∆ =
1

2πpFaB
ln

(
1 +

4pF
2

ks
2

)
, (2.29)

where µm is the electron-hole reduced mass. A key feature of this model is that it relates the

binding energy of the exciton (which according to [1,52] should be larger at lower temperatures)

to screening length (which generally decreases as the density becomes larger, which is easy

to modulate via gate voltage or pump fluence).

2.6 Outlook for Future Work

The outlook for UTP experiments in intrinsic bismuth selenide is bright. We have

demonstrated a great degree of control over the photoresponsivity of intrinsic bismuth se-

lenide. Further work is necessary to better understand the exciting but puzzling results.
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1. Doping dependence: We want to measure bismuth selenide without Sb doping for

comparison. The sample without Sb is much more n-doped with fermi level in the

conduction band. The photocurrent is such examples tends to be much weaker and

local even at low temperatures. We expect the high doping will shorten the carrier

recombination lifetime and the stronger screening will forbids the exciton formation.

Comparison of time-resolved photocurrent results will help better understand the dop-

ing effect on the exciton formation and transport.

2. Lower temperatures: So far, most work is done with liquid nitrogen. Our group has

recently set up the helium recycling system, which allows more efficient usage of liquid

helium. The lower temperature about 7 K can be reached in the optical cryostat when

using liquid helium. At this temperature, we expect stronger photocurrent signal as a

result of more robust exciton formation, which can improve the signal to noise ratio

of our data. This is particularly helpful to our ultrafast SPCM measurements used to

determined the exciton velocity. We can carefully obtain the distance to transit time

relation, to understand whether it is diffusive or ballistic.

3. Transient reflectance: In addition to photocurrent, we plan to also measure the tran-

sient reflectance (TR) in the same device. Though TR has been measured previously

in our samples [43], obtaining both TRPC and TR in the same device can mitigate the

device-to-device variation issue and provide more concrete comparison between these

two methods. We have attempted to measure TR in our devices. One difficulty is

to block the pump beam in the normal incidence configuration. Cross-polarization

does not seem to completely filter out the pump beam. We plan to try double the

frequency of the pump beam and then use a long pass filter to only collect the probe

beam reflectance.

4. Photon energy dependence: We have performed TRPC with photon wavelength

in the range of 690-1040 nm. There seems to be no signficant behavior change in this
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range. We plan to use BBO to double the frequency of the ultrafast laser to the shorter

wavelength range. It has been reported the second Dirac cone about 1.6 eV above the

first Dirac cone may have high impacts on the carrier relaxation dynamics [148].

5. Device modeling: To better understand the temperature, gate, and fluence depen-

dent photocurrent response in TIs, we plan to carry out device modeling. Finite

element methods using COMSOL or home-made programs will be used to solve time-

dependent drift-diffusion equations. A few candidate mechanisms, including photo-

Dember effect, charge trapping, and exciton-plasma Mott transition, can be consid-

ered in the modeling. The simulation results will be compared to the experimental

observations to identify the key mechanism.

6. Helicity dependence: We also want to carry out the photon helicity dependent pho-

tocurrent in ultrafast setup. The spin-momentum locking of the topological surface

states dictates formation of spin-triplet excitons as predicted from theory [73]. As a

result, the travel direction of the excitons is coupled to the photon-helicity (see more

details in Chapter 4). Time resolution would be useful to measure the spin relax-

ation time. The spatiotemporal photocurrent technique is expected to generate rich

information of spin polarization and diffusion process.
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Chapter 3

Magnetic Field Dependent

Photocurrent in Intrinsic Bismuth

Selenide

The remarkable surface states in Bi2Se3 and other TIs are protected by time-reversal

symmetry. This statement immediately makes the breaking of time-reversal symmetry–

and therefore the topological protection of the surface states–immediately appealing. The

simplest way to remove time-reversal symmetry in a system is through the application of a

magnetic field, of which there are three major approaches:

1. Magnetic Doping: the inclusion of magnetic dopants like chromium [149], cobalt [150],

or iron [151] during the growth process s is an effective way of breaking time-reversal

symmetry. In addition to the permanence of these dopants, they generically require

significant modifications to the synthesis procedures. This route has enabled obser-

vations of the Kondo effect [151,152] and the quantum anomalous Hall effect [150] to be

observed in Bi2Se3.
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2. Magnetic Interface Engineering: arguably a subset of magnetic doping, magnetic

interface engineering is a more niche method of straining time-reversal symmetry. Mag-

netic materials that also superconduct like niobium can induce exotic pairing between

the superconductor and surface states in Bi2Se3
[153], and the selection of magnetic ma-

terials with Curie temperatures accessible by cryogenic systems (e.g. europium sulfide,

TC = 16K) can make magnetic tuning reversible [154]–although the nature of the cou-

pling between europium sulfide and Bi2Se3 has been controversial [155].

3. Application of External Magnetic Field: taking a chunk of some material, throw-

ing it in a cryostat, and applying a magnetic field is the most time-honored method of

studying s under magnetic duress. External magnetic fields also have the advantage of

being fully reversible and tunable. This is classic meat-and-potatoes condensed matter

physics.

Magnetic doping and magnetic interface engineering are powerful techniques, but

their biggest limitation is that they are not fully reversible. External magnetic fields are

appealing because they allow experimentalists to play with time-reversal symmetry in a

continuous and reversible manner.

3.1 Classical Magnetotransport

Magnetotransport-at-large can be identified from the Lorentz force:

F = q(E+ v ×B). (3.1)

Carriers moving at a constant velocity in a uniform external magnetic field will experience

a force perpendicular to their motion, which via Newton’s second law is equal to centripetal
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acceleration:

mv2

r
= qvB, (3.2)

which in turn defines the cyclotron frequency ω = v
r
= qB

m
. For a carrier in a solid, the mass

is renormalized by the effective mass of a carrier in a solid, m∗, but this picture is only valid

for very short time scales because the carrier will scatter off of the solid’s lattice after the

carrier’s mean free time τ .

For a macroscopic amount of carriers under an external voltage bias, we can define

the drift velocity, v, as the average velocity that the carriers achieve between scattering

events with the lattice. The drift velocity is proportional to the applied bias, which allows

us to define the mobility, µ, via the relationship v = µE. We can then express the Lorentz

force law in terms of the velocity of a carrier that interacts with a lattice as:

v =
µ

1 + (µB)2
(
E+ µE×B+ µ2(B · E)B

)
(3.3)

=
µ

1 + (µB)2
(E⊥ + µE×B) + µE∥. (3.4)

This shows that the velocity of a current will tend to decrease (i.e. resistance will increase)

by increasing the strength of the magnetic field.

3.2 Quantum Flavors of Magnetotransport

We’ve seen that the origin of the existence of magnetoresistance can be understood

classically and through the Drude model. However, many of the interesting experimental

signatures in Bi2Se3 are fundamentally quantum mechanical in nature: These studies in-

clude many flavors of magnetoresistance studies, including those that have demonstrated

weak antilocalization (that show both straightforward weak antilocalization [156], as well as

a regime crossover between weak antilocalization and Shubnikov-de Haas oscillations [157]),
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linear magnetoresistance [158–160], negative magnetoresistance [61,161]. Extensions of these ex-

periments have achieved the demonstration of the inverse spin hall effect through purely

transport measurements [162] by abusing the strong spin-orbit coupling of bulk and surface

states [163], as well as the Aharanov-Bohm effect [164] (fig. 3.3). In the author’s opinion, the

demonstration of the Aharanov-Bohm effect in Bi2Se3 is especially neat. Let’s describe two

quantum magnetotransport features that have been important for bismuth selenide: weak

antilocalization and the Aharanov-Bohm effect.

3.2.1 Weak (Anti)Localization

Weak localization (antilocalization) is the observation of a decrease (increase) in con-

ductivity at cryogenic temperatures in disordered systems. The origin of weak localization

comes from a special case of diffusive transport: quantum diffusive transport, where the

mean free path ℓ is much smaller than the device dimension L but smaller than the phase

coherence length ℓϕ so that carriers can scatter many times while still preserving their phase

information. In this regime, it is possible that carriers will scatter off impurity sites in such

a way that their trajectories overlap–ballistic and semiclassical diffusive transport cannot

exhibit weak localization [165] (fig. 3.1). If phase information is preserved through this pro-

cess then constructive interference will occur for every clockwise and anticlockwise loop, thus

localizing the carrier wavepacket, causing the net conductivity to decrease. Of course, this

effect relies on carriers forming loops so lower dimensional systems tend to show stronger

weak localization conductivity corrections. The weak antilocalization flavor occurs in sys-

tems with strong spin-orbit coupling (e.g. bismuth selenide). The carrier spin will precess as

it completes a quantum diffusive loop, and a carrier that travels through the opposite trajec-

tory will be guaranteed to have the opposite sign. This causes destructive interference, which

delocalizes the carrier wavepacket and therefore increases the net conductivity. Applying a

magnetic field to a system will kill time-reversal symmetry and cause the carriers to de-

phase over shorter distances, which will progressively eliminate the conductivity correction.
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Figure 3.1: Left: carriers will not interact with a lattice in purely ballistic transport. Cen-
ter: diffusive transport. Right: quantum diffusive transport, which serves as the origin of weak
(anti)localization. Simultaneous clockwise and anticlockwise transport through this loop is essen-
tial. Figure sourced from [165].

Thus, the most famous experimental signature of weak (anti)localization is a conductivity

(peak) dip at zero field. Because phase information is generically more durable at lower

temperatures, there is additionally a logarithmic correction to conductivity as temperature

decreases [166] (fig. 3.2).

Generically speaking, weak antilocalization measurements are powerful characteriza-

tion tools for bismuth selenide because the mean free path is short (ℓ ≈ 10nm), while the

phase coherence length can range from ℓϕ ≈ 100nm to ℓϕ ≈ 1000nm [167]. Weak antilocaliza-

tion behavoir dominates in bismuth selenide due to the strong spin-orbit coupling present in

the material, but there have been observations of a crossover between weak localization and

weak antilocalization by opening a gap in the Dirac cone: this has been accomplished by

magnetic doping [168,169] and magnetic interface engineering [170], but also by studying films

that are thin enough to open a gap [171,172] via TSS hybridization that occurs from a non-zero

overlap integral [45].

The simplest way to quantitatively describe weak localization behavior (assuming two

dimensional transport with strong spin-orbit coupling) is to use the Hikami-Larkin-Nagaoka

equation [173]:

σ(B)− σ(0) = α
e2

2π2h̄

[
ln

(
Bϕ

B

)
− ψ

(
1

2
+
Bϕ

B

)]
, (3.5)
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Figure 3.2: Left: conductivity correction from weak (anti)localization that manifests itself
as a suppression (enhancement) that disappears as an applied magnetic field causes destruc-
tive dephasing. Right: logarithmic correction that suppresses (enhances) conductivity for weak
(anti)localization. Figure sourced from [166].

where ψ is the digamma function and Bϕ is related to the phase coherence length, ℓϕ:

Bϕ = h̄/4eℓϕ
2.

The phase coherence length is a parameter that describes how far carriers can travel

in a magnetic field before they lose their phase information–a large phase coherence length

should only be present in samples that have very small amounts of scattering sites. The

strongest constraint on the coherence length magnitude in bismuth selenide are electron-

electron interactions [167] and coupling of surface states to electronic puddles in the bulk [174].

The α factor at the beginning of the HLN equation is a fitting parameter that is usually

interpreted as the number of available transport channels where each band contributes a

factor of 1/2 [175], and is positive (negative) for modeling weak (anti)localization. The HLN

equation is usually only fit over a very small field range, as even moderate fields will cause

carriers to sufficiently dephase to cause the weak antilocalization contribution to vanish.

3.2.2 Aharanov-Bohm Effect

The Aharanov-Bohm effect, which describes how the modulation of the phase in-

formation of a wavefunction can cause oscillation interference behavior, is one of the great

triumphs of modern physics: its existence transparently confirms that physical potentials

are real objects, and not just mathematical structures.
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Figure 3.3: Top: schematic of an
Aharanov-Bohm effect in Bi2Se3, show-
ing parallel magnetic field (B), trans-
verse current (I), and Dirac cones
on surface of device (blue cones),
and phase accumulating carriers (green
lines). Bottom: Conductivity data pro-
duced from Top, showing periodic os-
cillations indicative of Aharanov-Bohm
effect. Figure sourced from [164].

The magnetic flux through the center of the device provides an Aharonov-Bohm

phase:

∆ϕ = 2n (2π)
ϕ

ϕ0

, (3.6)

where n is the winding number [176–178] associated with the carrier loop. For topologically

trivial systems n = 0, so no interference patterns are observable. For n ̸= 0, interference

patterns will emerge with a ϕ0/2 dependence [33]. Intuitively, 3D systems with bulk states

will not garner a winding number as they cannot have a large number of loops that con-

tain a narrow range of magnetic flux, but the Aharonov-Bohm effect can be observed in

non-topological systems like carbon nanotubes [179], GaAs/AlGaAs quantum wells [180], metal

rings [181], and even charge density waves [182].

3.3 Viable Magnetotransport Experiments with Intrinsic Bismuth Selenide

As discussed in the introduction, we believe that our observations of extended pho-

tocurrent in Bi2Se3 are necessarily tied to the topological surface states of the material. It

should be immediately appealing to any researcher to attempt to modify this photoresponse
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by attacking the time-reversal symmetry via the application of an external magnetic field.

There is some historical context for studying excitonic transport under an applied mag-

netic field: namely in the probing of an excitonic insulator phase in TmSe0.45Te0.55
[183] or

a zero-gap InAs-GaSb bilayer quantum well [184]. There are three reasonable experiments to

study:

3.3.1 Suppression of nonlocal photocurrent by strong magnetic field (fig.

3.4).

Figure 3.4: Experiments for illuminated magnetotransport studies on intrinsic Bi2Se3. Left:
under zero applied magnetic field, the Dirac cone is intact on the surface of the Bi2Se3 device.
Upon global illumination via an optical fiber coupled to a laser, the total photoresponse (measure
photocurrent or photovoltage) integrated over an entire device with asymmetric contacts will yield
a non-zero value for photoresponse. Right: The application of a strong magnetic field destroys
time-reversal symmetry in the device and opens a large gap in the Dirac cone. Exciton formation
is disrupted, and the photoresponse becomes more localized to the contact. This causes the total
integrated photoresponse to become nearly zero (asymmetry in band bending will always make one
contact more efficient).

Exciton condensation occurs at a relatively high temperature, with a Tc of roughly

40 K [52]. The high Tc is related to the vanishing electronic effective mass of the TI surface

state [1]. It logically follows that Bi2Se3 has robust gapless transport properties as long as time
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reversal symmetry is respected. If time reversal symmetry is broken by an external magnetic

field, then a gap will open in the surface state spectrum, which is expected to suppress the

formation of exciton condensation (fig 3.4). Therefore, studying the photocurrent response as

a function of applied magnetic field can shed light on the precise mechanism for the formation

of excitons on the surface of these devices. Standard superconducting magnet systems top

out between 5T and 10T–if a stronger magnetic field is required to break the gapless state,

one can coat the TI surface with a thin layer of magnetic material to significantly increase the

local magnetic field at the surface. Candidates for this interface are EuS [185] and MnSe [186,187],

which–beyond their excellent magnetization properties and optimal Curie temperatures (18K

for EuS [188] and 42.3K for MnSe [189])–they both have reasonable lattice matching to insure

that minimal interfacial strain is applied to the TI surface [187,190].

3.3.2 Suppression of magnetoresistance under weak to medium magnetic

field (fig. 3.5).

Figure 3.5: Left: highly delocalized excitons cannot form interfering loops, resulting in a vanish-
ingly small contribution to weak antilocalization (WAL). Right: free carriers at the surface of a TI
readily form intersecting loops that contribute to WAL.
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Figure 3.6: Dark magnetoresistance data on an intrinsic bismuth selenide MOSFET, showing
sharper weak antilocalization peak at lower temperature.

Under relatively low magnetic fields up to a few Tesla, photo-modulated MR can be

used to provide key evidence of exciton formation and delocalization. Bi2Se3 has long been

observed to display weak (anti)localization signatures (fig 3.5(right)) in magnetotransport,

namely a dip in resistance values for small magnetic fields. Under illumination, exciton-

dominated magnetotransport should not show this dip, as the wavefunctions will be com-

pletely delocalized across the surface of the device (fig 3.5(left)). As the Fermi level is tuned

into the valance band via gate voltage, we expect to impede exciton formation and recover

the weak localization signature. Similar behaviors of vanishing MR have been demonstrated

for InAs/GaSb bilayer by Dr. Pan [184].

3.3.3 Exciton induced phase shift in Aharanov-Bohm oscillations. (fig. 3.7).

Because the charge transport occurs at the TI surface, a magnetic flux parallel to the

length of the nanoribbon can cause periodic resistance oscillations through the Aharanov-

Bohm effect.This concept is supported by work with our international collaborators, who

have measured quantum oscillations in a device channel with a length up to 70m, thanks

to the superior sample quality [191]. The nature of our carriers, excitonic or free, will have

profound impacts on the interference effects that we will observe. Because of their non-zero

61



Figure 3.7: Aharanov-Bohm effects should have a π phase shift between excitons and free carriers
in a TI (left) from a topologically trivial loop (right) because the formation of excitons opens a
many-body gap in the Dirac state.

Berry curvature, the AB effect in topological materials shows a π offset [192] in interference

patterns. However, if excitons are formed, such a phase difference should vanish because

exciton formation should open a gap in the topological surface states (fig 3.7). Despite

being chargeless, there are still mechanisms for excitons to accumulate a wavefunction phase

difference in a magnetic field [193].

Aharanov-Bohm experiments in bismuth selenide depend sensitively on the orienta-

tion of the magnetic field [194]–in-plane components will progressively dephase carriers and

rapidly suppress oscillatory behavior.

3.4 Results and Discussion For Weak Antilocalization Studies

Collaborating with Dr. Wei Pan, a distinguished member of the technical staff at

Sandia National Laboratory at their Livermore site, we devised an experiment to test the

hypothesis of fig. 3.5. Using a Helium-3 cryostat (with a minimum temperature of T = 0.3K

achievable with a sorption pump) with superconducting magnets (maximum field B = 5T),

we first performed measurements to compare the coherence length and FET mobility of a
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Figure 3.8: Plot of coherence length
as a function of both temperature and
gate voltage extracted from figure 3.6.
The coherence length at T = 0.3K
follows the FET mobility data very
closely.

prototypical device (fig. 3.8). In the device presented in figure 3.8, we see that the gate

scan shows the usual signatures of an n-type device with a charge neutrality point near

VG = −60V. What is slightly more surprising is that the fit coherence length follows the

gate scan data very closely (the T = 0.3K data fits much more closely than the T = 1.4K

data, which has a likely bad data point).

We used a simple mechanical structure to couple an optical fiber to our bismuth se-

lenide MOSFET. A laser was launched via pigtail fiber coupler to produce an illumination

intensity of roughly 1mW with a 1cm spot size with a wavelength of 450 nm. Though the

large spot size does not allow spatially resolved photocurrent measurements, we can still

obtain information on nonlocal photocurrent under uniform illumination using asymmet-

ric devices. The device measured was intentionally fabricated with a long segment of the

nanoribbon on one side of the device channel as shown in fig. 3.4. Since most optical ab-

sorption will occur in the out-of-channel long segment, photoexcitation in this long segment

will dominate the photocurrent generation if the photocurrent is nonlocal. A shorter pho-

tocurrent decay length, induced by gate or magnetic field, will then result a reduction of the

overall photocurrent significantly.

We performed magnetotransport measurements with and without illumination in such

an asymmetric device (fig. 3.9) and performed the same fitting to the HLN equation. The

data are relatively noisy mainly due to the low light intensity of about 1 mW/cm2. Better
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Figure 3.9: Illuminated weak localization data. Both sides show wide field scan magnetotransport
data on top, with an inset of the HLN fitting of the data to a small field region on bottom. The
left side is illuminated data, while the right side is dark data.
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fiber alignment and laser focusing on the device should greatly improve the signal-to-noise

ratio in the future. Conductance is reduced under a magnetic field both in the dark and

under illumination, indicating WAL. The overall conductance experiences an offset when

illuminated, but the HLN fittings are indistinguishable between illuminated and dark. Both

give a coherence length about 330 nm at 4 K.

3.4.1 Discussion

The magnitude of the measured coherence length is comparable to previous reports in

other bismuth selenide samples with values between 100nm and 500nm [195]. Interestingly, the

comparison between gate scan and coherence length immediately shows that the coherence

length is small when the chemical potential is near the charge neutrality point–i.e. that co-

herence length scales inversely with carrier concentration. This does go against conventional

wisdom, in which shorter coherence lengths are associated with larger carrier concentra-

tion [196]. This unusual behavior may be caused by gate-induced switching from WAL to WL

as we observed previously [61]. When the negative gate voltage tunes the Fermi level towards

the charge neutrality point, we have observed that the MR changes sign from positive to

negative in certain samples. As discussed earlier, WL (WAL) results in negative (positive)

MR. In the n-type regime, the device shows WAL behavior under small B, which switches

to WL at higher B, because the magnetic phase coherence time becomes shorter than the

phase coherence time. In the intrinsic regime, the device stays WAL because the condition

for switching cannot be met. The convolution of the WAL to WL switching in the n-type

regime may cause a broadened magneto-conductance peak at zero magnetic field, leading to

an apparent coherence length increase when extracting from the HLN fitting. Further work

is necessary to clarify this interesting behavior.

Under the fiber optic illumination, the overall conductance shifts up by an offset

as seen in figure 3.9. By subtracting the dark conductance, we obtained magnetic field-

dependent photoconductance, i.e., ∆G(B) = G(B)–G0(B), where G(B) is the conductance
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under light and G0(B) is conductance in the dark. As seen in Fig. 3.9left, interestingly, the

photoconductance follows the same B dependence as the dark conductance, with a similar

coherence length. Photogenerated carriers in the long segment move to the contact and create

an electromotive force (EMF) because of charge separation by the contact band bending.

The photoconductance is determined by the photogenerated EMF and the resistance of the

channel,

∆G(B) =
E(B)

R(B)VSD
(3.7)

where ε(B) is the EMF created by photoexcitation, R(B) is the channel resistance, and VSD

is the source-drain bias. As the channel resistance follows the WAL behavior, the photogen-

erated EMF appears to be independent of B. If the photogenerated carriers also follow WAL

behavior, the EMF would increase under a magnetic field since carriers are more delocalized

under B and can more easily reach contact and contribute to the EMF. However, if the photo-

generated carriers form superfluid-like excitons, their dissipationless transport do not follow

WAL. Some degree of delocalization is necessary to observe weak antilocalization in bismuth

selenide, but ballistic transport cannot show conductivity corrections via weak antilocaliza-

tion [165]. Therefore, this result supports the exciton condensate mechanism. However, we

caution that the data is relatively noisy and cleaner results are needed to provide stronger

evidence for B-independent EMF.

The conductance offset provided by the fiber optic illumination is a measurement of

the electromotive force (EMF) generated by the light absorption. The device measured here

has a long out-of-channel segment which dominates the photocurrent generation because of

the highly nonlocal photocurrent (fig. 3.4). Photogenerated carriers in the long segment

move to the contact and create an EMF because of charge separation by the contact field.

Critically, illumination does not change the weak antilocalization fitting parameter for each

peak, which suggests that this EMF is independent of magnetic field. Some degree of de-

localization is necessary to observe weak antilocalization in bismuth selenide, but ballistic

transport cannot show conductivity corrections via weak antilocalization [165].
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3.5 Outlook for Future Work

We have obtained magnetoresistance results clearly indicating WAL and the coherence

length is gate tunable. Under illumination the conductance is shifted by an offset independent

of the magnetic field, suggesting the EMF generated by photogenerated carriers in the long

nanoribbon segments is not influenced by WAL. These results are encouraging, but more

work is needed to confirm this result.

First, we want to improve the laser intensity by better optical alignment of the fiber

and better focusing of the laser onto the device. This should lead to less noisy data to better

support the B-independent EMF. In addition, instead of measuring photoconductance which

is convoluted by the change of the channel resistance by the magnetic field, we plan to directly

measure the open circuit voltage which is equivalent to EMF. A magnetic cryostat may allow

us to study more subtle spatial variations in our signal.

Second, we want to apply a stronger magnetic field to open the gap at the TI surface

(section 3.3.1) and study the potential phase shift of the Aharanov-Bohm effect (section

3.3.5).
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Chapter 4

Spin Physics, Photon Polarization,

and Bismuth Selenide

Spin-dependent physics–marketed as spintronics in the industrial world [197]–provides

a potentially achievable platform to enhance semiconductor device performance through the

magnetic moment of the electron. Spintronics is appealing due to the addition of increased

degrees of freedom (spin and charge) compared to standard electronics (charge), and have

been proposed as platforms for quantum [198] and neuromorphic computing [199]. Bismuth

selenide provides an interesting playground for spin physics on the basis of two facts: first,

spin-orbit coupling provides a relatively efficient way of converting charge to spin current [200];

second, the spin texture (where the spin polarization is specified by the wavevector k of a car-

rier [201]) of the Dirac cone provide in optical selection rules that can directly probe spin-orbit

degrees of freedom [202]. These features open a door to a broad class of helicity-dependent op-

tical measurements to study spin physics in bismuth selenide, which is special because these

measurements on standard MOSFET architectures [203] are understood as direct evidence

that the surface states carry photocurrent [204,205].

In this chapter we will first discuss some basic features of spintronics and the methods

used to probe them, then we’ll discuss some simulation work on a particular spin-based effect
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that may be observable in bismuth selenide, and then we’ll conclude the chapter with a

discussion of optical probes as used to study the extended photocurrent profiles of bismuth

selenide.

4.1 Spin Physics

The physics of spin is extremely rich. We’ll take a focused tour of spin-orbit coupling,

the (inverse) spin Hall effect, and the vast menagerie of different spin-based photogalvanic

effects.

4.1.1 The Central Concept: Spin-Orbit Coupling

The origin of spin-orbit coupling is manifestly relativistic in nature. When a carrier

with momentum p moves in a magnetic field B, it experiences the Lorentz force:

F = q (E+ v ×B) , (4.1)

and possesses a Zeeman energy

Ĥ = µBσ ·B, (4.2)

where µB is the Bohr magnetron and σ are the Pauli matrices. If a carrier moves in an

electric field, it will experience an effective magnetic field in its rest frame

Beff ≈ 1

mc2
E× p. (4.3)

where p is the momentum of the electron and m is the effective mass of the electron. This

field is the origin of the spin-orbit coupling, as it has an associated Zeeman energy that

depends on momentum:

ĤSO ≈ µB

mc2
σ · (E× p) . (4.4)
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In crystals, the electric field is formed by a potential gradient (E = −∇V ), so the expression

for the spin-orbit field is written as

w(p) = − µB

mc2
(∇V × p). (4.5)

Because spin-orbit coupling respects time-reversal symmetry, it follows that 4.5 must be

antisymmetric in p. This is only possible in systems without inversion symmetry, which

is the first example of spin physics being a probe of crystal symmetry. The most famous

example of this field is given by the Rashba Hamiltonian [206], which is generated by an

interfacial electric field E = Ezẑ:

ĤR =
αR

h̄
(ẑ× p) · σ, (4.6)

which has the feature of locking spin perpendicular to momentum–an emblematic feature

of topological insulators! Though the Rashba term is only a small correction in normal

semiconductors, the TI surface state Hamiltonian is a Dirac term with αR

h̄
being replaced by

the fermi velocity vF , indicating much stronger spin-orbit coupling [207].

4.1.2 Consequences of Spin-Orbit Coupling

Spin-orbit coupling (and the corresponding Rashba field) are what allow for the rich

interplay between spin and charge current [208].

4.1.2.1 Spin Precession and Spin Relaxation

If a spin is not parallel to the Rashba field, then the spin will precess. In the diffu-

sive limit, this precession is responsible for one type of spin relaxation: the Dyakonov-Pearl

effect [209] (the other major spin relaxation mechanism, the Elliott-Yafet mechanism [210,211],

is caused by interactions with phonons and impurities in the presence of spin-orbit induced

band mixing). The precession rate can be tuned by a gate voltage, since a gate voltage affects
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the interfacial potential [212]. The control of precession (and therefore the information stored

in the spin) via a gate voltage is a fundamental plausibility argument for the development of

spintronics as a field. The Dyakonov-Perel mechanism will generally have a spin relaxation

time that is inversely proportional to the momentum relaxation time (τs ∝ τ−1
p ) [213], while

the Eliot-Yafet mechanism–being analogous to scattering in the Drude model–has a nearly

proportionality between spin and momentum scattering time [214]. The unwanted relaxation

of spin information in carriers is a fundamental obstacle. It has been predicted [215] and ex-

perimentally confirmed [216] that under certain artificial conditions, where the Rashba field is

offset by another spin-orbit effect, the spin relaxation mechanisms are suppressed to produce

persistent spin currents.

4.1.2.2 Spin Hall and Inverse Spin Hall Effects

The spin Hall effect is a relatively recent [217] riff on the anomalous Hall effect (where

a magnetized material will produce a Hall voltage with zero applied magnetic field [218]), and

describes the conversion of an electrical current into a pure spin current (or vice-versa, for

the inverse spin Hall effect), and can be achieved through two mechanisms. The extrinsic

spin Hall effect comes from spin-orbit coupled impurities [219] and the intrinsic spin Hall effect

arises from the interaction of spin-orbit coupling and the carriers [220,221]: the Rashba field

adjusts the group velocity by a quantity known as the anomalous velocity [222]:

va =
∂ĤR

∂p
= −αR

h̄
z× σ. (4.7)

This quantity is antisymmetric with the spin polarization, so carriers with opposite spins

will be deflected in opposite directions. This is the spin Hall effect! Of course, there also

exists an inverse Hall effect, where a spin current produces an electrical current [223].

This is also where there exists a deep connection between the physics of the Rashba

field and the physics of the Dirac cone: the anomalous velocity correction (eq. 4.7) is
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produced by the Berry curvature, which is a quantity that solely depends on the material’s

band structure [224]:

Ω(p) = αR∇× (σ × p). (4.8)

Although the origin of the anomalous velocity in spin Hall insulators (Rashba field) is sep-

arate from the mechanism in topological insulators (Chern number), both systems can give

identical experimental observations. Because of this connection, it follows that spin Hall

effects do not necessarily require a Rashba field and therefore do not necessarily require

broken inversion symmetry.

The spin Hall effect was first observed in semiconducting wells in 2004 [225] via Kerr

rotation measurements. The inverse spin Hall effect was observed much earlier: it was

predicted to be measurable via optical spin orientation (to be discussed later in this chapter)

by Averkiev and Dyakonov in 1983 [226], and then experimentally verified a year later [227].

Most recent studies have focused on searching for materials with a large spin Hall angle,

which is a dimensionless parameter used to quantify the efficiency of the charge-spin current

conversion [228]:

θSH =
||Js||
||Je||

. (4.9)

Measurements of spin Hall angles are far from standard: platinum, a prototypical simple

material with a relatively large spin Hall angle, has had measured values that range from

θSH = 0.37◦ [223] to θSH = 37.8◦ [229].

Along with other topological materials, bismuth selenide has proven to be a fruitful

medium for spin Hall experiments through both transport [162,163,230,231] and optical meth-

ods [232–236].

4.2 Optical Methods for Probing Spin Physics in Intrinsic Bismuth Selenide

Optical methods are a convenient way of preparing a population of polarized spins

for studying the inverse spin Hall effect, but optical methods in general can be very ambigu-

72



ous. While DC photocurrent measurements can have their issues with providing ambiguous

information (discerning between thermoelectric effect versus photovoltaic effect generated

photocurrent is notoriously tricky [237]), attributing helicity-dependent results to a single

mechanism is far more difficult and relies on symmetry analysis.

4.2.1 The Optical Zoo

The most general microscopic description of photocurrent density takes the form of

a sum of contributions [238]:

j =
∑
n

jn (4.10)

= − e

h̄

∑
n

∫ kBZ

0

[ρn(+k)− ρn(−k)]
∂En
∂k

dk, (4.11)

where the electron density (ρ(±k)) is integrated over the entire Brillouin zone. Material de-

pendent selection rules will forbid certain transitions, which allows for an enormous variety of

named photoresponses. These named photoresponses are probes of symmetry and symmetry

breaking: group theory is extremely successful at describing and categorizing them [239], and

a wide variety of orthogonal control measurements are required to differentiate them [240].

Different flavors of photoresponse in topological materials include:

1. The thermoelectric effect and photovoltaic effect are both present in our intrinsic

bismuth selenide samples at room and cryogenic temperatures respectively [52]

2. Linear photogalvanic effect (LPGE): second-order nonlinear process in which

charge transport from excitation of valence to conduction band from linearly polar-

ized light [241]

3. Circular photogalvanic effect (CPGE): second-order nonlinear process in which

asymmetric distribution of charge carriers in momentum-space from circularly polar-

ized light; can be spatially dispersive [242], or even quantized [243]
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4. Photon drag effect: linear process in which momentum transfer from incident pho-

tons to electrons near surface [244]

5. Photodember effect: linear process in which difference in electron and hole mobil-

ities cause charge separation and lead to Dember field that generates drift-diffusion

photocurrent [245]

6. Ballistic current: bulk photovoltaic (third order) process in which an asymmetry

in band populations, fn,k ̸= fn,−k (where fn is the momentum distribution in the nth

band) causes a net photocurrent from off-diagonal elements in the electron distribution

matrix [246,247].

7. Shift current: bulk photovoltaic (third order) process that is related to off-diagonal

elements in the electron distribution matrix, but has the added complication that

optical transitions have a momentum shift in the unit cell based on the Berry connection

of the crystal (and therefore requires inversion symmetry) [239,247]

8. Jerk current: bulk photovoltaic (third order) process which is related to both hydro-

dynamic carrier acceleration and intensity-modified injection rates. It may be surpris-

ing to learn that jerk current was only first predicted in 2018 [248], and does not have a

consensus of the microscopic origin [249].

Fundamental research in identifying photocurrent-generating mechanisms is still a

vibrant research field, and the above list is only a subset of these photocurrent contribu-

tors [240]! We’ll restrict our discussion to helicity-dependent measurements for the rest of the

chapter.

4.2.2 The Case for Helicity Dependence and Spin Physics

Some materials may exhibit a helicity dependence on their photocurrent response.

This is usually referred to as a circular photogalvanic effect, which we can separate a priori
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from photogalvanic effects due to linearly or randomly polarized light: following Hosur’s

approach [250], the photocurrent response to an applied electric field, E⃗, is given by

jα = ηαβγEβE
∗
γ . (4.12)

which says that the measured current density is given by the square of the incident electric

field, up to a third rank tensor that only has nonzero entries for non-centrosymmetric systems.

The tensor can be factored into a symmetric tensor and antisymmetric psuedotensor, Sαβγ

and Aαµ, to rewrite the current density as

jα =

(
Eβ(ω)E

∗
γ(ω) + E∗

β(ω)Eγ(ω)

2

)
+ iAαµ

(
E⃗ × E⃗∗

)
µ
, (4.13)

Because circularly polarized light is antisymmetric under mirror reflections, the term at-

tached to S vanishes and so we observe a current density that only depends on A. Therefore,

circularly polarized light probes the circular photogalvanic response in a material. It is im-

portant to recognize that this only applies in systems with broken reflection symmetry–these

can be normal incidence measurements with an external magnetic field or applied uniaxial

strain, or for simply oblique angle systems.

The antisymmetric tensor abstractly parameterizes helicity dependant photocurrent

responses, which generally come from three contributions in Bi2Se3: the inverse spin Hall

effect (ISHE), which is generated via bulk state excitations; Rashba splitting in the trivial 2-

dimensional electron gas (2-DEG); and spin-momentum locked topological surface states [251]–

thus drawing a deep connection between helical radiation and spin physics.

4.2.3 Experimental Probes of Helicity Dependence in Intrinsic Bismuth Se-

lenide

Theoretical work supports the concept that excitons formed at the Dirac cone should

be spin-polarized triplet states [73]. We can extend the SPCM set-up (schematically depicted
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in fig) to include controls for polarization dependence, by the inclusion of quarter waveplate

(QWP) or photoelastic modulator (PEM); and angle dependence, by tilting the cryostat

within the beam path. Since circularly polarized photons carry angular momenta, it is

possible to generate a spin-polarized population of charge carriers via optical excitation.

4.2.4 Spin Generation and Diffusion

Topological materials present both an immense challenge and special opportunity in

applications for spintronic devices since they are gapped and spin degenerate in the bulk,

but gapless and spin-polarized on the TSSs [252]. Unlike graphene, which has a similar Hamil-

tonian, TIs have very large spin-orbit coupling. This means that while spin diffusion lengths

are usually short in topological materials, they are fantastic spin generators and detec-

tors [207]. Optical methods are convenient for studying spin physics because they do not rely

on complex magnetic contacts for spin injection, which are difficult to implement [253,254].

Previous optical orientation experiments on stoichiometric Bismuth Selenide have

produced results consistent with spin-momentum locking at low temperatures [205], but our

efforts to study spin-polarized excitonic transport are novel may confirm the spontaneous

in-plane magnetization predicted by Wang et al. [73].

4.2.5 Optical Orientation and Photocurrent Response Phenomenology

In our experiment, we use a combination of a linear polarizer and either a QWP or

PEM to dynamically regulate the polarization of light incident on the MOSFET device (fig.

2b). As the QWP rotates, it modulates the polarization of light between p, s, and left and

right circular polarizations of light; this depends on the angle α between the linear polarizer

and the fast axis of the QWP. Since circular polarizations of light carry angular momenta,

we can generate spin-polarized carriers in our device via optical orientation [213]. This mea-

surement schematic is shown in figure 4.1. Due to spin-momentum locking in the TSSs, we

see a change in the photocurrent as a function of polarization. There are other mechanisms

76



Figure 4.1: Schematic showing set up for pro-
duction of helical radiation and study of helicity-
dependent photoresponse. The linear polarizer
ensures a well-defined reference angle with regard
to the fast axis of the QWP. The rotation of the
QWP determines the polarization of the radia-
tion, and is rotated with a servo motor.

at play, and the helicity-dependant photocurrent in an oblique angle measurement can be

phenomenologically described by

j(α) = C sin 2α + L1 sin 4α + L2 cos 4α +D, (4.14)

where the C term describes contributions from the circular photogalvanic effect, L1 from the

linear photogalvanic effect, L2 from the trivial absorption modulation arising from the Fresnel

equations, andD from polarization independent photocurrent effects (which be thermoeletric

or photovoltaic in nature). It’s worth discussing each of these terms, and how they fit into

our studies:

The L2 is the result of absorption modulation that is predicted by the Fresnel equa-

tions. As we rotate the QWP, we modulate the polarization of the laser between both

linear polarizations–this corresponds to switching between s and p polarizations of the laser.

The modulation of the magnitude of photocurrent in the s and p polarizations is in good

agreement with the Fresnel equations, which makes this modulation trivial.

The D term corresponds to a constant background photocurrent. Canonically, pre-

vious studies on stoichiometric bismuth selenide did not observe appreciable photocurrents
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when the laser is focused in the middle of the channel [205], and so they only attribute ther-

moelectric effects to contributions to D. Intrinsic bismuth selenide produces a large pho-

tocurrent, which means that our background is considerably larger than previous studies.

The L1 term is ascribed to the linear photogalvanic response. While this photocurrent

mechanism is expected to be topological in nature [53], in which states can be excited from

the unoccupied to occupied parts of the Dirac cone. The photon drag effect, which describes

a current generated by momentum transfer from photons to free carriers, may sometimes

contribute to this term. Neither the linear photogalvanic effect nor photon drag require spin

orientation [255].

The C describes the circular photogalvanic response term, which follows from the

principle of spin momentum locking present in the Hamiltonian that governs the TSSs. Our

nonlocal circular photogalvanic response is generally smaller than the other terms in our

experiments, following other experiments on local photocurrents [256].

The lack of a polarization dependence at normal incidence in our previous studies is

consistent with both the Fresnel equations (which predict vanishing photocurrent modulation

at normal incidence) and principals of optical orientation in the TSSs (which require an in

plane component of angular momentum).

4.2.5.1 Oblique Angle Photocurrent Results

A major accomplishment of our research group is our ability to extract the helicity-

dependent photo response of a material from a series of DC photocurrent scans. A normal

DC photocurrent scan results in a 200x200 pixel image, where each pixel contains informa-

tion about the magnitude of the photocurrent (fig. 1.d shows a typical DC photocurrent

response). By collecting a sequence of scans where we rotate a QWP relative to a linear po-

larizer, we can extract a line graph that shows how the total photocurrent response changes

as a function of QWP angle at every single point. We can then politely ask our computer

to fit our truncated Fourier series to this plot, extract the value of the C term, and then
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plot this C term in a 2D plot to obtain a map of the CPGE response in any device. This

computer-aided fitting is robust and can be applied to a wide range of materials.

The results for Bi2Se3 are discouraging for all experimentally available wavelengths

(which range from 500 nm to 1700 nm). The fitting for C is 0.003% of the steady-state

photocurrent, and the uncertainty in fitting is ten times larger than the value itself. The

optical transitions that produce this signal are dominated by bulk-to-bulk transitions that

eventually relax to the Dirac cone. The spin lifetimes are dramatically shorter in the bulk

(1 ps [162]) compared to the Dirac cone (1 ns [236]): the overwhelming majority of carriers that

are collected at an electrode have random spin information and thus are not constrained by

modulation via spin-momentum locking.

4.2.6 Challenges with Helicity Dependent Measurements

Helicity-dependent measurements are very challenging. Some of these challenges are

present in all helicity-dependent experiments, but some are endemic to intrinsic Bi2Se3.

4.2.6.1 Generic Challenges

Helicity-dependent measurements on a nano-scale device are generically made difficult

by beam precession. QWPs are, obviously, real experimental objects. Achromatic and super

achromatic quarter waveplates (which are convenient because they allow for wavelength-

dependent studies) are manufactured by gluing together two half waveplates with air space

in between [257], and thus will generally feature a small wedge angle–ThorLabs generally cites

a beam deviation of fewer than 10 arcseconds to be acceptable for sale. As the QWP rotates,

the beam will then precess with a radius equal to the beam deviation. A beam path of 20

mm (for an unrealistically compact set-up) will deviate the beam by nearly 1µm, which is

a huge problem in devices that are several microns wide. This can be mitigated somewhat

by defocusing the beam, which reduces the power fluctuation. Using single-wavelength zero-

order QWPs can reduce the precession as well, because this element is comprised of a single
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Figure 4.2: Experimental algorithm for producing a helicity-dependent photocurrent map. (A)
a standard SPCM map is produced for many different values QWP rotation angle. (B) After
correcting for cryostat drift, the magnitude of the photoresponse is tabulated at every point and
plotted as a function of QWP angle. (C) Each helicity plot is then fit with equation 4.14, which
extracts the helical and steady-state components of the signal. The fitting information at each
pixel can then be used to produce a map of C, or any other parameter. (D) Cross-sections of C
can be taken to determine spin diffusion length.
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optical element and thus tends to have smaller wedge angles. Optical alignment is also

critical to suppress the beam precession.

4.2.6.2 Large Helicity-independent Photocurrent Background

As briefly discussed, another challenges comes from the large helicity-independent

photocurrent background (D) originated from the nonlocal photocurrent in our intrinsic

devices. Large D means large L2 (Fresnel modulation of the photocurrent). If C is much

smaller than L2, it is practically difficult to clearly extract C. One way to mitigate is to

reduce L2 by choosing wavelength and incident angle, which we discuss below.

The Fresnel equations, whose contribution is present in equation 4.14, capture the

steady-state’s contribution. Assuming the photocurrent is linear with the transmitted light,

the ratio of L2 and D can be found to be,

L2

D
=

t2s − t2p
3ts + tp

,

where

ts =
2 cos θi

cos θi + ns cos θt
(4.15)

tp =
2 cos θi

ns cos θi + cos θt
. (4.16)

Here, ns is the (wavelength-dependent) index of refraction of the material, and θi (θt) is

the angle of incidence (transmission or refraction) of the radiation. This relationship mono-

tonically increases when θi increases and ns decreases. Larger incident angles will provide

a larger in-plane momentum component, so this relationship has a very intuitive geometric

picture. The relationship with the index of refraction is less obvious and bears caution, since

this result is purely classical and ignores potential band corrections.

Another possible way to mitigate the effect is to focus the laser in the middle of

the channel where the D is close to zero. Such a method has been used before in ref. [205].
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However, this method limits the HDPC study of the nonlocal photocurrent, as we would

like to study other locations, especially outside the channel. One can also play with the

gate and laser intensity to reduce the nonlocal photocurrent background. Mid-IR laser may

help reduce the background and increase the HDPC signal because it suppresses the optical

transition between bulk states.

4.3 Modeling the Inverse Spin Hall Effect

The modeling work presented in this section was mainly carried out by Kuen Wai

(Edward) Tang reported in ref [258], which I co-authored. I made contributions by providing

experimental comparisons and participating in discussions.

To help understand the helicity-dependent photocurrent mapping results, we per-

formed finite element simulations with COMSOL [259] to study the photoinduced spin Hall

effect (PISHE) at normal incidence in a MOSFET. This simulation is based on the continuity

equation for electrons and holes:

dnλ

dt
= Gλ − b

(
nλp−

n2
i

2

)
− nλ − n−λ

2τs
−∇ · Jnλ

, (4.17)

where λ parameterizes spin polarization (λ = 1 for spin up, λ = −1 for spin down), τs is

spin relaxation time, b is the parameter for Shockley-Reade-Hall recombination, G is the

photogeneration rate, and ni is the intrinsic carrier concentration. It is assumed that hole

recombination is sufficiently fast to be ignorable. Left circularly polarized light will generate

spin-up carriers, and right circularly polarized light will generate spin-down carriers. In the

steady state, which is the condition under which most PISHE experiments are performed,

all quantities will be time-independent, and the left-hand side of eq. 4.17 will vanish. The

number current density is comprised of the usual drift-diffusion terms, as well as an inverse

spin Hall term:

Jnλ
= −µnnλE−Dn∇nnλ + JISHE

nλ
, (4.18)
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where the mobility µn and diffusion constant Dn are assumed to be spin independent. The

number current density is related to the charge current density by Jλ = qJnλ
. The explicit

form for the inverse spin Hall current contribution is

JISHE
nλ

= λγ (µnnλE+Dn∇nλ)× ẑ, (4.19)

wher γ is a number that parameterizes the spin-orbit strength and ẑ is the unit vector

normal to the surface of the material. The simulation results (summarized in fig. 4.3) show

a 2D device with metal contacts where recombination and spin relaxation are assumed to

be instantaneous. Additionally, the temperature is fixed at T = 300K, a barrier potential

(which gives band bending) at the contacts is set to ΦB, and the applied bias is set to V = 0

for all simulations.

Figure 4.3: The first row shows different configurations for a : (a) and (b) are performed at the
edge of the device, and (c) is performed at the middle of the channel. (a) and (c) are LCP, and
(b) is RCP. S and D are source and drain electrodes. Red arrows show vector directions. Dashed
boxes show spin accumulation. The rows below show simulated electric field, charge density, spin
density, electric potential, and ISHE current respectively.
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4.3.1 Features of Electric Field, Charge, and Spin Distributions

If a circularly polarized laser is focused near the edge, an electric field with curl

develops (red arrows on fig. 4.3). Charges of opposite sign will form on either side of this

curl, which generate an in-channel emf and thus will drive a current. This current switches

direction when circular polarization is switched, so this is helicity-dependent photocurrent

(HDPC)! This current is much weaker when γ = 0, highlighting the essential nature of spin-

orbit coupling for PISHE. If the light is moved inside the channel, then there exists no edge to

break the symmetry of the induced electric field and so no dipole will form. Without a dipole

(e.g. the laser is focused away from an edge), there can be no induced local electromagnetic

force and no current will flow: this has been previously observed [260]. The boxes in figure

4.3 show long-range accumulation of spin–this is PISHE independent, since spin up (down)

carriers accumulate at the top (bottom) of the device, regardless of photon polarization; it

is consistent with spin accumulation from a transverse spin current via the spin Hall effect.

This spin quantity is much smaller than the spin population injected by the laser, and is

probably an ignorable contribution in a real experiment.

4.3.2 Impact on Photocurrent Mapping

We define IHDPC = I↑ − I↓ and Isum = I↑ + I↓. Generating photocurrent maps with

this simulation package shows that Isum decreases when the laser approaches the edge of

the sample, as the laser spot size incrementally moves off the sample (fig. 4.4a). However,

this is where IHDPC is largest since it relies on the dipole formation that only occurs at the

material edge, and flips sign when moved from one edge to another (fig. 4.4b). If the laser

is moved away from a contact (fig. 4.4c), Isum decreases (on a length scale consistent with

its minority carrier diffusion length), while IHDPC is constant (because in-channel emf is

position independent).
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Figure 4.4: Photocurrent profiles. (a) Isum as function of vertical position, showing rapid decay
near edges; (b) IHDPC as a function of vertical position, showing maximum magnitude near edge
and sign flip; (c) Isum as a function of horizontal position, showing decay profile; (d) IHDPC as a
function of horizontal position, showing relatively constant magnitude.
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Figure 4.5: Doping effects on HDPC. Doping effects remain uniform for n or p type devices. (a)
increasing the doping concentration causes the magnitude of HDPC to increase up to a saturation
value. (b) increasing the doping concentration causes the emf driven by PISHE to increase nearly
linearly.

4.3.3 Doping Effects

To study doping dependence, the barrier height is changed so that band bending

is flat at the contact and τs is held constant. Varying the doping concentration by three

decades (fig. 4.5) shows that the helicity-dependent photocurrent only changes by roughly

a factor of 3 and is ignorant of carrier type. This current can be modeled as an emf that

drives a current through the channel with resistance Rtotal = R1 + R2 (fig. 4.5 inset) where

VPISHE = IPISHERtotal: VPISHE is inversely proportional to doping, also ignorant of carrier

type. Previous studies have observed weaker PISHE at higher doping which was attributed

to a decreased τs.

4.3.4 Band Bending Effects

Band bending will occur at metal-semiconductor junctions, which is especially a chal-

lenge with magnetic contacts [261]. If ΦB is increased, the total measured current will increase

because of more efficient charge separation (fig. 4.6a); the magnitude of IHDPC will decrease

from the increased contact resistance (fig. 4.6b and c), which can be estimated as the low
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Figure 4.6: Band bending effects on PISHE. (a) and (b) show Isum and IHDPC respectively for
various energy barriers. (d) larger band bending causes more efficient charge separation and reduces
charge buildup near the contact.

bias limit for a diode [262]:

Rcontact = 2
kBT

qWA2DT 3/2
exp

qΦB

kBT
, (4.20)

where A2D is the 2D Richardson constant for thermionic emission [263], and the prefactor of

2 accounts for the fact that there are two contacts contributing to contact resistance.

4.3.5 Spin Relaxation Effects

The spin lifetime was varied between τs = 0.1ns to τs = 100ns. The magnitude of

IHDPC increases and saturates around 10ns (fig. 4.7b): the increased spin density enhances

the dipole charge accumulation, but when τs approaches the Shockley-Read-Hall recombi-

nation lifetime, the carrier recombination will being to bottleneck the spin density. The

magnitude of IHDPC quickly decreases near the contact when τs is large–because spin relax-

ation is assumed to be instantaneous inside the contact, the contact will act like a spin sink

that falls off like the spin diffusion length. The astute committee member will notice that
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Figure 4.7: Spin relaxation effects on PISHE. (a) IHDPC as a function of position and spin
lifetime, (b) spin lifetime, and (c) position and band bending. (d) Spin density as a function of
position and band bending, with diagram (e) showing spin accumulation due to electron blocking
of higher barrier–conceptually different from figure 4.6e.

IHDPC increases near the contact in figure 4.7a, but decreases near the contact in figure 4.6b!

This paradox is resolved by considering the dueling mechanisms that are important near the

contact: increased carrier recombination (which reduces carrier density and increases HDPC)

and increased spin relaxation (which reduces spin density and reduces HDPC).

4.4 Outlook for Future Work

The Yu lab has mastered helicity-dependent photocurrent studies, producing interest-

ing results for cadmium arsenide [264]. The primary issue at hand is that the DC photocurrent

response is enormous for intrinsic Bi2Se3. The experimental fact that made the steady-state

measurement so successful, is a terrible pain for helicity-dependent signals. Mid-IR excita-

tion sources could potentially alleviate this steady-state saturation and also shed light on

the surface states.
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Chapter 5

Concluding Remarks and Hints for

the Future

The work in this dissertation is compiled from a body of work that includes several

publications:

1. Wang, Bob Minyu, Yuqing Zhu, Henry Clark Travaglini, Renzhi Sun, Sergey Y.

Savrasov, William Hahn, Klaus van Benthem, and Dong Yu. ”Spatially dispersive

helicity-dependent photocurrent in Dirac semimetal Cd 3 As 2 nanobelts.” Physical

Review B 108, no. 16 (2023): 165405.

2. McClintock, Luke, Ziyi Song, H. Clark Travaglini, R. Tugrul Senger, Vigneshwaran

Chandrasekaran, Han Htoon, Dmitry Yarotski, and Dong Yu. ”Highly mobile exci-

tons in single crystal methylammonium lead tribromide perovskite microribbons.” The

Journal of Physical Chemistry Letters 13, no. 16 (2022): 3698-3705.

3. Tang, Kuen Wai, Bob Minyu Wang, Henry Clark Travaglini, and Dong Yu. ”Modeling

of the photocurrent induced by inverse spin Hall effect under local circularly polarized

photoexcitation.” Physical Review B 104, no. 20 (2021): 205413.
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4. McClintock, Luke, Rui Xiao, Yasen Hou, Clinton Gibson, Henry Clark Travaglini,

David Abramovitch, Liang Z. Tan et al. ”Temperature and gate dependence of carrier

diffusion in single crystal methylammonium lead iodide perovskite microstructures.”

The Journal of Physical Chemistry Letters 11, no. 3 (2020): 1000-1006.

5. Hou, Yasen, Rui Wang, Rui Xiao, Luke McClintock, Henry Clark Travaglini, John

Paulus Francia, Harry Fetsch et al. ”Millimetre-long transport of photogenerated car-

riers in topological insulators.” Nature communications 10, no. 1 (2019): 5723.

6. Cadden-Zimansky, Paul, M. Shinn, G. T. Myers, Y. Chu, M. J. Dalrymple, and H.

C. Travaglini. ”Formation of the n= 0 Landau level in hybrid graphene.” Journal of

Physics Communications 2, no. 5 (2018): 051001.

7. Peng, Xingyue, Yiming Yang, Yasen Hou, Henry C. Travaglini, Luke Hellwig, Sahar

Hihath, Klaus van Benthem, Kathleen Lee, Weifeng Liu, and Dong Yu. ”Efficient

and hysteresis-free field effect modulation of ambipolarly doped vanadium dioxide

nanowires.” Physical Review Applied 5, no. 5 (2016): 054008.

Which demonstrates a broad range of experience in semiconductor characterization tech-

niques. In addition to the focus on TIs, I am also proud of my contributions to fabrication

technology and device architecture that has been important for other aspects of the Yu lab

research program. I have also done interesting work on other materials such as WTe2 (which,

in a twist of fate, was scooped by another group [265]) and colloidal quantum dot superlattice

MOSFETs (which, in a not-entirely-different-feeling twist of fate, belongs to the field that

was awarded the 2023 Nobel prize in chemistry [266]).

Intrinsic bismuth selenide is a material that, under certain mercurial conditions, can

show transport qualities that are both obviously dramatic and intellectually interesting.

We have presented novel studies of intrinsic bismuth selenide through methods beyond the
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steady-state photocurrent measurement. Ultrafast optical measurements have shown that

the extremely efficient transport can be locally suppressed via carrier injection with a pulsed

laser and that the associated recovery time is longer for larger fluences. Magnetotransport

measurements have suggested that injected carriers do not contribute to weak antilocalization

properties. Helicity-dependent photocurrent measurements are likely to only be feasible with

a mid-infrared laser, although simulation work suggests that the strong spin-orbit coupling

should produce an observable signal. In addition to the helicity-dependent experiment, a

mid-infrared laser could provide great insights into the steady state and ultrafast regimes.

Technological development, from the flint axe to the Josephson junction, is an im-

portant part of human progress. But it is also volatile. Many challenges remain before

intrinsic bismuth selenide can be fully understood, which fall under both practical and the-

oretical considerations: why are VLSCVD methods more successful than MBE for growing

antimony-compensated bismuth selenide crystals? Why haven’t other research groups al-

ready reported this behavior? Can these delocalized carriers be directly dissociated with a

split gate MOSFET geometry? If so, then why doesn’t the depletion region on a floating

electrode destroy them?

Bismuth selenide is a small leaf on the branch of quantum materials, which is in turn a

small component of the tree of nature. If this dissertation should contain useful information

for future travelers, it is because it was built on the shoulders of giants and mortals alike.
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U Höfer. Ultrafast energy-and momentum-resolved surface dirac photocurrents in the
topological insulator sb 2 te 3. Physical Review B, 95(8):081103, 2017.

[257] Shivaramakrishnan Pancharatnam. Achromatic combinations of birefringent plates:
part i. an achromatic circular polarizer. In Proceedings of the Indian Academy of
Sciences-Section A, volume 41, pages 130–136. Springer, 1955.

[258] Kuen Wai Tang, Bob Minyu Wang, Henry Clark Travaglini, and Dong Yu. Modeling
of the photocurrent induced by inverse spin hall effect under local circularly polarized
photoexcitation. Physical Review B, 104(20):205413, 2021.

[259] COMSOL Multiphysics. Introduction to comsol multiphysics®. COMSOL Multi-
physics, Burlington, MA, accessed Feb, 9(2018):32, 1998.

[260] Di Fan, Rei Hobara, Ryota Akiyama, and Shuji Hasegawa. Inverse spin hall effect
induced by asymmetric illumination of light in topological insulator b i 2 s e 3. Physical
Review Research, 2(2):023055, 2020.

[261] C Ojeda-Aristizabal, MS Fuhrer, Nicholas P Butch, Johnpierre Paglione, and I Appel-
baum. Towards spin injection from silicon into topological insulators: Schottky barrier
between si and bi2se3. Applied Physics Letters, 101(2), 2012.

[262] Dieter K Schroder. Semiconductor material and device characterization. John Wiley
& Sons, 2015.

[263] Amro Anwar, Bahram Nabet, James Culp, and Fransisco Castro. Effects of electron
confinement on thermionic emission current in a modulation doped heterostructure.
Journal of applied physics, 85(5):2663–2666, 1999.

[264] Bob Minyu Wang, Yuqing Zhu, Henry Clark Travaglini, Renzhi Sun, Sergey Y
Savrasov, William Hahn, Klaus van Benthem, and Dong Yu. Spatially dispersive

113



helicity-dependent photocurrent in dirac semimetal cd 3 as 2 nanobelts. Physical Re-
view B, 108(16):165405, 2023.

[265] Qinsheng Wang, Jingchuan Zheng, Yuan He, Jin Cao, Xin Liu, Maoyuan Wang, Jun-
chao Ma, Jiawei Lai, Hong Lu, Shuang Jia, et al. Robust edge photocurrent response
on layered type ii weyl semimetal wte2. Nature communications, 10(1):5736, 2019.

[266] Kui Yu and Kirk S Schanze. Commemorating the nobel prize in chemistry 2023 for
the discovery and synthesis of quantum dots, 2023.

114



Appendix A: CleanroomLore

Lithography SOP

1. Bake wafer at 200C for 2 minutes to dehydrate surface

2. Spincoat wafer with LOR: 5000 RPM (no ramp) for 60 seconds, ensure that wafer is

evenly coated with no air bubbles

3. Bake at 185 C for 5 minutes

4. Spincoat with S1813: 3000 RPM (5 seconds at 500 RPM) for 30 seconds with 500 rpm

ramp rate

5. Bake wafer at 100C for 3 minutes

6. Expose with stepper or contact aligner

7. Develop in CD-26: 50 seconds

8. Rinse in DI water–DI water should be exchanged semi-frequently to prevent scumming

of patterns

9. Bake at 100C to dehydrate surface

10. Deposit metals

11. Strip in 1165 indefinitely until liftoff is complete

12. Rinse in a fresh solution of 1165

115



13. Rinse in DI water and blow dry

After development, the patterns have residual photoresist: proper rinsing of the

wafers following development is critical to avoid scumming. This can also be the result of

dirty photomasks or improper wedge compensation and thus tends to be a biger issue with

contact alignment.

The patterns have poor liftoff and/or significant fencing: this is caused by sidewall

adhesion, which can be uniformly blamed on poor undercut formation. The proper choice

of a copolymer (LOR 3A works very well) will eliminate this issue, but this can also be

addressed by tuning the post-exposure bake (time and temperature) and development time

if a monolayer photoresist is needed to minimize a pattern’s critical feature size.
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