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Abstract

Hydrogenases are a family of enzymes that catalyze the reversible redox reaction

of molecule hydrogen (H2). There are several kinds of hydrogenases, including [Fe]

hydrogenases, [NiFe] hydrogenases, and [FeFe] hydrogenases, found in a variety of

organisms. Hydrogenases have attracted much attention from chemists, physicists,

and biologists due to their special roles in energy metabolism, as they can produce

the cleanest carbon-neutral fuel, H2. Among these hydrogenases, [FeFe] hydrogenases

are characterized by their special di-iron ([FeFe]) cluster called the “H-cluster”. The

maturation process of the [FeFe] hydrogenases is the biosynthesis of the H-cluster by

the enzymes HydE, HydF, and HydG, and the delivery of the H-cluster into HydA. In

this thesis we describe hybrid quantum mechanics (QM)/ molecular mechanics (MM)

simulations of the maturation process, including the catalytic processes in HydG and

HydE. The results were published in Biochemistry journal as an article titled ”Quan-

tum chemical study of a radical relay mechanism for the HydG-catalyzed synthesis

of a Fe(II)(CO)2(CN)cysteine precursor to the H-cluster of [FeFe] hydrogenase”. We

proposed a radical-relay mechanism for how HydG catalyzes the decomposition of the

tyrosine substrate into COO•− and HCN. These species are converted into CO and

CN at the [5Fe-5S] auxiliary cluster in HydG, which bind to the fifth “dangler” Fe and

result in the [Fe(II)(CO)2(CN)cysteine] “synthon” product. HydE, as the downstream

protein of HydG, modifies this Fe(II) complex into a 5-coordinate Fe(I) cluster via a

radical mechanism. Using QM/MM simulations we proposed a feasible radical mech-

anism for this conversion, as well as a dimerization pathway from the 5-coordinated

Fe(I) cluster to a diamagnetic di-iron cluster that is proposed to be the product of

HydE.
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In addition, studies have been done to understand the behavior of a circadian

clock protein, KaiB. KaiB is a key component of the KaiABC circadian clock system

in cyanobacteria. KaiB changes its folding to bind to KaiA and KaiC respectively

to adjust the expression of different kinase proteins. The folding change in KaiB,

also named fold-switching, is classified as metamorphic behavior because it involves

changes between the secondary structures and three-dimensional structures in con-

trast to conventional protein conformational changes. Classical, all-atom molecular

dynamics simulations exceeding (>100 µs) in length were carried out to study the

fold-switching process of the KaiB in explicit solvent. We also developed a new feature,

named diversity index (DI), that can distinguish the metamorphic protein sequences

from other monomorphic sequences (i.e. one native fold sequences), and this work

was published in Biophysical Journal in 2021 titled ”Sequence-based Prediction of

Metamorphic Behavior in Proteins”.
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1 Introduction

1.1 Computations in Chemistry1

Computational chemistry or theoretical chemistry is a relatively ’young’ field in chem-

istry that applies the fundamental principles in physics and mathematics to study

chemistry problems. The first theoretical computation in chemistry was done in 1927

by Walter Heitler and Fritz London. The development of computational chemistry has

revolutionized the study of chemistry by providing tools for researchers to explore the

behavior of molecules in a virtual environment and predicting many molecular prop-

erties without conducting expensive and time-consuming ‘wet’ experiments. In recent

decades, the advancement of computing power and algorithms has enabled the appli-

cation of modeling and simulations to study complicated systems accurately. In addi-

tion, experimental techniques such as nuclear magnetic resonance, X-ray crystallog-

raphy, and cryogenic electron microscopy not only provide the molecular simulations

with often-needed initial conditions but also validate the results of simulations. Nowa-

days, many complex systems and research questions can be studied by simulations,

including optimizing catalysts, designing drugs to bind a given protein, predicting

the properties of given materials, and investigating complicated protein structures,

functions, and catalysis. Among all the methods in molecular simulations, the hy-

brid quantum mechanics/molecular mechanics (QM/MM) method and the molecular

dynamics (MD) method are two widely-used tools for bio-molecular studies.

1.1.1 QM/MM Simulations2

As the name says, the QM/MM method combines accurate quantum mechanics (QM)

calculations with efficient classical molecular mechanics (MM) calculations. This fea-

ture enables the QM/MM method to describe the behavior of the electrons in the
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central region of a protein while considering the behavior of the whole protein simul-

taneously. The QM/MM method was first introduced in the 1970s by Arieh Warshel

and Michael Levitt, and they were awarded the 2013 Nobel Prize in Chemistry with

Martin Karplus for ”the development of multiscale models for complex chemical sys-

tems”.3 In their publications, the behavior of the atoms of the carbonium ion in-

termediate in the lysozyme was described in the MM method while the behavior of

the electrons of the intermediate was described using a semi-empirical QM approach

(QCFF/ALL). In recent years, QM/MM simulations have been used to study a wide

range of chemical and biological systems, including enzyme catalytic mechanisms4,

photochemistry5, photophysics6, and others.

A general QM/MM simulation requires dividing the system into QM and MM

parts and the energy of each part is calculated by the corresponding methods. As for

the QM parts, the Hamiltonian can be written in the following way, assuming fixed

nuclei and setting physical constants to one:

HQM = −
N∑
i=1

1

2
∇2

i −
M∑
A,i

ZA

|ri −RA|
+
∑
i<j

1

|ri − rj|
(1)

where ZA is atomic number of nucleus A, |ri −RA| is the distance between electron i

and nucleus A, and |ri−rj| is the distance between electrons i and j. Various ab initio

QMmethods attempt to solve for the eigenstates of the Hamiltonian with approximate

wavefunctions; for example, Hartree-Fock (HF) uses a Slater determinant ansatz of

the wavefunction. By contrast, the commonly used Kohn-Sham density functional

theory (KS-DFT) replaces parts of the ab initio Hamiltonian with a functional of

the density that captures higher order post-Hartree-Fock effects in an approximate

way. Considering the interaction between the QM part and the MM part, there are

two schemes, namely subtractive schemes and additive schemes. Subtractive schemes

2



require the QM calculation on the QM part (QM) and two MM calculations, one for

the QM part and the other for the whole system (S). The QM/MM energy of the

whole system is obtained as the following equation.

Esub
QM/MM(S) = EQM(QM) + EMM(S)− EMM(QM)

The subtractive schemes are simple since there are no explicit QM-MM coupling

terms. The coupling between QM and MM is handled at the MM level, which can

introduce inaccuracies for the electrostatic interaction, and the MM parameters for

the QM part sometimes are difficult to obtain.

Instead of implicitly describing the QM-MM coupling terms, the additive schemes

have an explicit QM-MM coupling term (EQM-MM(QM,MM))for the QM and MM

interaction. Following is the equation of the additive schemes.

Eadd
QM/MM(S) = EQM(QM) + EMM(MM) + EQM-MM(QM,MM)

This QM-MM coupling term EQM-MM includes bonded and non-bonded interactions

between the QM and MM regions.

EQM-MM(QM,MM) = Ebonded
QM-MM + EvdW

QM-MM + Eelec
QM-MM

Among the three terms in EQM-MM, the electrostatic coupling term is generally the

most difficult term to calculate. There are several schemes to describe the electrostatic

QM-MM interaction, and here only the electrostatic embedding is discussed. The

electrostatic embedding scheme incorporates the MM point charges as one-electron

3



terms in the QM Hamiltonian as follows:

Ĥelec
QM-MM = −

N∑
i

L∑
j∈MM

qj
|ri −Rj|

+
M∑

a∈QM

L∑
j∈MM

qjQa

|Ra −Rj|

where the qj are the MM point partial charges at Rj; Qa are the nuclear charges of the

QM atoms at Ra; ri are the electron positions. The subscripts, i, j, and a represent

the indices of the electrons, MM point charges, and QM nuclei respectively.

The van der Waals (vdW) interactions between QM and MM regions are treated

at the MM level, and generally described by the Lennard-Jones potential as following:

EvdW =
∑

pairs of atoms AB

4ϵAB

[(
σAB

rAB

)12

−
(
σAB

rAB

)6
]

Generally speaking, all atoms in the QM region are involved in the vdW interac-

tions with all atoms in MM regions. However, only the atoms close to the QM-MM

boundary contribute significantly.

Regarding the bonded term in the QM-MM interactions, mainly three kinds

of schemes have been proposed: link-atom schemes, boundary-atom schemes, and

localized-orbital schemes. Among these three schemes, boundary-atom schemes re-

place the MM boundary atom with a special atom that contributes electrons and

basis functions to saturate the free valency of the connected QM atom. Most of the

protocols in boundary-atom schemes are parameterized to reproduce certain proper-

ties, such as bond length and bond energy, by incorporating a boundary atom-centered

pseudopotential. Here, the pseudoatom and pseudobond approach for ab initio DFT

methods is the method of choice for fitting the parameters.7,8 In the pseudoatom and

pseudobond approach, the Cα atoms in proteins are generally chosen as the boundary

atoms, which are defined to have seven valence electrons and nuclear charges. These

4



boundary carbon atoms are described by an angular-momentum-independent effec-

tive core potential (ECP) and an STO-2G basis set. The parameters of the ECP and

basis set of the boundary carbon atoms are fitted to mimic the Cα-Cβ bond length,

Cα-Hα bond length, and the Cα-Cβ-Hβ angle. In addition, these boundary carbon

atoms still act as regular Cα atoms in the MM interactions.

1.1.2 Molecular Dynamics (MD)9,10

Molecular dynamics simulation is another pervasive computer simulation method for

studying physical motions and interactions of atoms and molecules in a system over a

period of time. In classical MD, the accelerations are computed by applying Newton’s

Second Law to each atom in a molecular system, Fi = miai, where Fi is the force

on atom i and is equal to the nuclear gradient of the potential energy times −1, i.e.

Fi = −∇riE(r1, r2, . . . rN). MD simulations can be run under either MM methods,

or QM methods, or even QM/MM methods, depending on the choice of how to com-

pute the potential energy. The first development and application of MD was reported

in the 1960s by Alder and Wainwright, who simulated the motion of argon atoms

in a box. Over the years, the performance of MD has improved significantly due to

advancements in both the software algorithms and the computer hardware. In par-

ticular, graphical processing units (GPUs) are a recent technology that significantly

speeds up MD simulations.

MD simulations use numerical integration, such as the Verlet algorithm, to propa-

gate the system in time. During the simulations, the equations of motion are solved at

discrete time steps, which are normally in femtoseconds due to the limitation imposed

by the short periods of the bond vibrations. The positions and velocities of particles

are updated according to the forces acting on them, which can be done by either QM,

MM, or QM/MM methods as mentioned above. General speaking, when studying the

5



protein motions, pure MM MD simulations will be carried out due to the long-time

scale of the protein motions. While studying the catalysis of the enzymes, QM/MM

MD simulations or pure QM MD simulations can be used to describe the reactions.

Here we focus on introducing the MM methods. The classical potential energy

function (or force field) contains bonded terms and nonbonded terms. The bonded

terms typically include bond stretching, angle bending, proper torsion, and improper

torsion while the nonbonded terms are described using the van der Waals terms and

Coulomb interaction terms. As mentioned above, the van der Waals interaction is

generally described by the Lennard-Jones equation. Therefore, the energy function

can be written as follows.

EMM =
∑
bonds

1

2
kd(d− d0)

2 +
∑
angles

1

2
kθ(θ − θ0)

2 +
∑

dihedrals

kϕ[1 + cos(nϕ+ δ)]

+
∑

vdW AB

4ϵAB

[(
σAB

rAB

)12

−
(
σAB

rAB

)6
]
+

∑
elec AB

1

4πϵ0

qAqB
rAB

where d, θ, and ϕ represent bond lengths, angles, and torsions correspondingly; d0

and θ0 are the bond and angle equilibrium values, respectively; n and δ are torsional

multiplicity and phase; rAB is the nonbonded distance between atoms A and B, and

ϵAB and σAB are the Lennard-Jones parameters; qA, qB are atomic partial charges for

atoms A and B, and ϵ0 is the permittivity of free space.

Although the MD simulations nowadays can propagate for multi-microsecond of

a moderately sized system in an explicit solvent model (≈ 105 atoms), it is still

shorter than many of the processes in biomolecular systems including the majority

of protein folding processes. Besides, sometimes it is not efficient to carry out a long-

time MD simulation to capture a simple process. Therefore, enhanced sampling is

necessary. Enhanced sampling is a range of techniques in MD simulations to overcome
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the limitations of conventional MD and help to sample the rare events that cannot be

easily captured. There are several methods of enhanced sampling11 in MD simulations,

including replica exchange MD (REMD)12, umbrella sampling13, metadynamics14, and

accelerated MD (aMD).15 Here I briefly introduce umbrella sampling since it has been

used a lot in my research.

Umbrella sampling has been used to study a wide range of applications, includ-

ing protein folding, chemical reactions, ligand binding and transfer, and others in

biomolecules or material systems. It has been proven to be powerful and efficient for

investigating complicated situations at the atomic level that are hardly studied by

experiments. These simulations are carried out by applying a biasing harmonic po-

tential along the defined reaction coordinate (RC). Multiple simulations are run with

different biasing potentials spaced out along the reaction coordinate. The unbiased

free energy profile along the RC can then be calculated from the sampled distribution

of the system along the defined RC. Several methods can combine the sample data

from different windows and calculate the free energy difference along the RC, such

as weighted histogram analysis method (WHAM)16 or multistate Bennett acceptance

ratio (MBAR).17 WHAM is one of frequently used methods to analyze the umbrella

sampling data, and calculates the relative probability of observing the states from the

histogram with discrete sampling windows and further converts the probability to a

potential of mean force (PMF), also called the free energy profile.

7



1.2 Brief Introduction of Hydrogenases and Circadian Pro-

tein KaiB.

1.2.1 Hydrogenases

Hydrogenases are enzymes catalyzing the interconversion between hydrogen gas (H2)

and protons (H+).18 They are found in many organisms, including bacteria, and some

eukaryotes. Hydrogenases are attractive since they require a relatively low over poten-

tial to reduce proton to hydrogen gas. According to the structures, hydrogenases can

be classified into three classes, namely [Fe]-hydrogenases, [NiFe] hydrogenases, and

[FeFe] hydrogenases.19 [Fe]-hydrogenases contain only one Fe at the catalytic centers

(in Figure 1.1) and no iron-sulfur clusters. Due to this special structure, the [Fe]-

hydrogenases have been found to catalyze the reversible heterolytic cleavage of H2

by H2 ⇌ H+ + H− instead of a true redox reaction. [NiFe] and [FeFe] hydrogenases

both have a di-ionic cluster and iron-sulfur cluster in the active site and catalyze a

true redox reaction to generate H2 as H2 ⇌ 2H+ + 2e−. Among these three kinds

of hydrogenases, [FeFe] hydrogenases are generally the most active in the production

of hydrogen gas. The turnover frequency of [FeFe]-hydrogenases have been reported

in the order of 10,000 s−1. This has led to intense studies on [FeFe]-hydrogenases for

sustainable production of hydrogen gas.20

As shown in Figure 1.1, the catalytic center of [FeFe] hydrogenases, called the

H-cluster, is constructed with a traditional [Fe4S4] cluster connected to a di-iron clus-

ter with a bridging dithiolate cofactor. The maturation of [FeFe] hydrogenases is the

process to build the H-cluster and deliver it to the Hydrogenases A (HydA).21 Ex-

periments have been done to show the essential roles of HydE, HydF, and HydG in

H-cluster biosynthesis. Isotopic labels in the terminal CN− ligands of HydA have been

found when labeling the tyrosine as [15N]-Tyr or [13C]-Tyr. Besides, 57Fe and 57Fe-

8



CO/CN vibrational modes have been detected in HydA when only the HydG lysate

is 57Fe-enriched. These results led to the hypothesis that HydG generates its prod-

uct by decomposing tyrosine. Recent experiments proposed that the HydG product,

[Fe(II)(CO)2(CN)Cys] synthon (Fe-synthon), acts as the substrate of HydE, which

converts it into an Fe(I) intermediate. Furthermore, the di-iron cluster [Fe(II)(CO)2(CN)Cys]

combined with HydF and lysate, has been proven to be able to maturate HydA, which

led to the hypothesis that the bridging dithiolate cofactor is assembled in HydF and

later the whole cluster is delivered to HydA to build up the H-cluster.

Figure 1.2 shows the current hypothetical mechanism of [FeFe] hydrogenase matu-

ration. In the beginning, HydG uses tyrosine and cysteine as the substrates to synthe-

size the Fe-synthon ([Fe(II)(CO)2(CN)Cys]) where the diatomic ligands CN and CO

are sourced from the tyrosine substrate. According to the stochiometric number of the

CO ligand in the Fe-synthon, it takes two tyrosines in HydG to complete the synthe-

sis.22 Later, the Fe-synthon is delivered to HydE and turns into a 5-coordinated Fe(I)

cluster. It is proposed that the 5-coordinated Fe(I) cluster would further dimerize in

HydE into a diamagnetic [Fe(I)2(SH)2(CO)4(CN)2] cluster.
23 The di-iron cluster is

finally decorated by HydF with the dithiolate cofactor and transferred to apo HydA

to finish the maturation process. The possible catalytic mechanism of the H-cluster in

HydA is also displayed in Figure 2. The distal Fe (Fed) has 5 connected ligands most

of the time, which enables the Fed to accommodate another small ligand. The tradi-

tional [Fe4S4] cluster acts as an electron reservoir by providing electrons to reduce the

Fed, while bridging dithiomethylamine (DTMA) plays a role as a proton repository

by transferring protons from the environment to the Fed.

Although many experiments have been done to study the functions of HydG and

HydE, many mechanistic questions remain to be answered, such as: (1) How does

the tyrosine in HydG become two diatomic ligands? (2) What is the function of the

9



auxiliary cluster in HydG? (3) How does HydE cleave the cysteine and deoxyadeno-

sine from the Fe(I) intermediate? (4) Where does the Fe(I) cluster dimerize? These

questions are highly difficult to answer using experiments alone, and computations

can play a key role in understanding these mechanisms in detail.

Figure 1.1: The catalytic centers of three kinds of hydrogenases.

Figure 1.2: The hypothetical mechanism of [FeFe]-hydrogenase maturation (A) and
the possible catalytic cycle of the H-cluster (B).

1.2.2 Circadian Protein KaiB

Circadian clocks are biochemical systems with predictable oscillations that track the

rotation of the Earth, and are ubiquitous in living organisms. In the past decade,

scientists, including Dr. Andy LiWang at UC Merced, found that cyanobacteria have a

robust circadian clock that can continue working when reconstituted in vitro.24–26 The

10



circadian oscillator of cyanobacteria comprises three proteins, namely KaiA, KaiB,

and KaiC.25,27 Among these three circadian proteins, the phosphorylation of KaiC at

residues Ser431 and Thr432 oscillates on a 24-hour time scale, and the autokinase and

autophosphatase functions of KaiC are essential to keep the stable 24-hour period.28–30

As shown in Figure 1.3, KaiC is the ring-shaped, bi-lobal homo-hexameric protein

whose N and C terminals form CI and CII rings respectively. The peptide in the

C terminal is called the A-loop which can be bound by KaiA.31 KaiA is a dimer

in nature that can bind to the A-loop of KaiC to stimulate the KaiC auto-kinase

activity.32 In contrast to KaiA, KaiB can promote the KaiC intrinsic autophosphatase

activity by sequestering the alternative structure of KaiA.33 As illustrated in Figure

1, KaiC starts from an unphosphorylated state at dawn. As the morning progresses,

KaiA binds to the A-loop of KaiC, stimulating the phosphorylation of KaiC.34,35 The

phosphorylation happens in a highly ordered manner involving Thr432 first, followed

by Ser431.35 At dusk, both Thr432 and Ser431 are phosphorylated, and KaiC changes

the structure to make CI and CII rings in a stacking structure.33,35 At the same time,

the A-loop recedes inside the CII ring while CI is exposed to bind to the KaiB.36

KaiB undergoes a metamorphic change from a ground state (GS) dimer to a fold-

switched (FS) monomer.37–39 Due to the release of KaiA and KaiC, and the binding

of KaiB and KaiC, KaiC begins to dephosphorylate starting with Thr432 followed

by Ser431.40,41 Finally, at dawn, both Ser431 and Thr432 are dephosphorylated, and

CI and CII return to their unstacked structure, completing the cycle. According to

cyanobacterial circadian processes, KaiB plays a key role in regulating the KaiC

phosphorylation oscillation by a rare change in structure from dimer GS to monomer

FS.

Understanding the fold-switching mechanism of KaiB can help people adjust the

circadian rhythm of cyanobacteria. Long-time MD simulations can provide a sight
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of the fold-switching pathway and predict possible intermediates. Besides, the fold-

switching property of KaiB protein also provides a good example to explore the other

possible metamorphic proteins. By extracting comment features on these metamor-

phic proteins, one can have a model to predict the metamorphic behavior of the

existing proteins and their structures as well.

Figure 1.3: Mechanism for the cyanobacterial circadian oscillator. The red letters “S”
and “T” represent the phosphorylation of serine 431 and threonine 432 on KaiC re-
spectively, while the black letters represent their unphosphorylated state. KaiB is a
metamorphic protein that undergoes a dramatic structural change from the ground
state (GS, orange circle) to the fold-switched state (FS, orange diamond). The FS
KaiB binds to KaiC, activating the KaiC autophosphatase activities and dephospho-
rylating S431 and T432. Finally, KaiC returns to its original unphosphorylated state.

1.3 Research in my Ph.D. Period

In my Ph.D. period, a lot of my attention was paid to the maturation of [FeFe]-

hydrogenases. I first conducted theoretical studies on the catalytic process of HydG.

The HydG crystal structures were reported by Dinis et al. in 2015, providing a good
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initial structure for theoretical studies. The structure reveals that, unlike the tradi-

tional SAM enzyme, HydG has two iron-sulfur clusters. One is the traditional [Fe4S4]

cluster, named canonical iron-sulfur cluster, coordinated with the SAM molecule, and

the other is a [Fe5S5], named auxiliary iron-sulfur cluster, constructed by a [Fe4S4]

cluster and a dangler iron with a cysteine. By carrying out a series of QM/MM sim-

ulations, I proposed a radical-relay mechanism for HydG to decompose the tyrosine

substrate into COO•− and CN−. Furthermore, the auxiliary iron-sulfur cluster is pos-

tulated to help reduce the COO•− after excluding all the other possibilities around

the canonical iron-sulfur cluster.

After solving the HydG catalytic mechanism, I start to study the HydE catalytic

mechanism. As mentioned above, HydE is the downstream protein of HydG in [FeFe]-

hydrogenase maturation. Similar to the HydG simulation process, the QM/MM sim-

ulations were set up based on the HydE crystal structure (PDB ID: 7O1P).42 Unlike

the traditional radical SAM enzyme that operates by hydrogen atom transfer, HydG

carries out a C-S radical addition and transfers the radical to the Fe(II) in the Fe-

synthon, reducing it to Fe(I). This first Fe(I) is named the 10s intermediate (IM) due

to its generation time. This intermediate then transforms into a new 5-coordinate

Fe(I) cluster within 10 minutes while releasing pyruvate as the side-product. The

existence of this 5-coordinated Fe(I) intermediate has been confirmed by electronic

paramagnetic resonance (EPR) experiments, and is named the 10-min IM. Finally,

the dimerization of the 10-min IM has been discussed, and a possible pathway has

been proposed to show the feasibility of the dimerization.

Besides the [FeFe]-hydrogenases mechanism, I also spent my Ph.D. period studying

the fold-switching pathway of the KaiB protein, and the possible feature for meta-

morphic proteins. Since the KaiB fold-switching is a structural change at the time

scale of 24 hours, which is unaffordable for traditional MD simulations, the enhanced
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sampling technique combined with the Markov state model (MSM) has been utilized.

In addition, I also searched for the common features of metamorphic proteins by col-

lecting a dataset of other existing metamorphic proteins from the literature. In my

publication, a called the diversity index (DI) was proposed and I proved that it is

capable of distinguishing the metamorphic proteins from the others. The DI is cal-

culated based on the secondary structure prediction results. By checking how much

the protein sequence “confuses” the secondary structure prediction programs, we can

have a probability that whether the given sequence is a metamorphic protein sequence

or not.
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2 Quantum chemical study of a radical relay mech-

anism for the HydG-catalyzed synthesis of

a Fe(II)(CO)2(CN)cysteine precursor to the H-

cluster of [FeFe] hydrogenase1

2.1 Introduction

Hydrogenases are fascinating metalloenzymes that catalyze the reversible intercon-

version of H2 and H+/e– . They are categorized into [FeFe], [NiFe], and [Fe] subtypes

according to the metal composition of their active site cofactors.1,2 The [FeFe] hydro-

genase is highly active in H2 production, with rates up to 104/s, making it of great

interest to the renewable energy community.3 This high activity is rendered by the

unique catalytic center of [FeFe] hydrogenases, a six-Fe “H-cluster” consisting of a

[4 Fe–4 S]H cluster linked through a cysteine S to a [2 Fe]H cluster in which the two

iron centers are coordinated by diatomic CO and CN– ligands, as well as an unusual

azadithiolate (adt, NH(CH2S
– )2) bridging ligand (Scheme 1). The unique structure

and activity of the H-cluster thus raise the intriguing question as to its biosynthesis;

a multi-component, step-by-step assembly made challenging by toxic ligands, oxygen

sensitivity, and the inherent chemical instability of the adt moiety.
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Scheme 1: The H-cluster in the active site of [FeFe] hydrogenases.

Genetic and biochemical studies have shown that three Fe-S cluster proteins,

HydE, HydF and HydG, are essential to the biosynthesis of the H-cluster.4,5 In par-

ticular, it is demonstrated that the radical S-adenosyl-L-methionine (rSAM) enzyme

HydG is responsible for the biogenesis of the toxic CO and CN− ligands and their pas-

sivation by the formation of a [Fe(CO)2(CN)(cysteinate)] organometallic synthon.6–9

Recent work shows that this HydG product synthon serves as the substrate for an-

other rSAM enzyme, HydE, which in turn generates [FeI(CO)2(CN)S]-containing in-

termediates that are proposed to undergo dimerization to form the core of the [2 Fe]H

subcluster.10 It was also recently shown that the NH(CH2)2 component of the adt

ligand is sourced from serine.11 Once assembled, presumably on the HydF protein,12

the [2Fe]H cluster is delivered to an apo-hydrogenase that harbors only the [4Fe-4S]H

subcluster, allowing the completion of the fully active H-cluster.13

Despite these recent advances, questions remain regarding the detailed steps of

the bio-assembly pathway, even those involving the best understood maturase, HydG.

Specifically, the molecular mechanism of CO and CN− formation is only partially

defined by experiments. HydG contains two Fe-S clusters at either end of a 24 Å

hydrophobic TIM barrel. These two clusters fulfill two distinct functions.14 As shown

in Figure 2.1, the N-terminal cluster, a rSAM 4Fe–4 S cluster such as found in all
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radical SAM enzymes, initiates the rSAM chemistry to generate the 5′-dAdo• radical

which abstracts an amino hydrogen atom from tyrosine and induces Cα-Cβ homolysis

to form a 4-hydroxylbenzyl radical (4-OB•) as detected by EPR spectroscopy, along

with a proposed dehydroglycine (DHG) molecule.15 It is thought that the DHG is then

converted into a CO and CN− pair inside HydG; these diatomic ligands are deliv-

ered to the C-terminal [4Fe-4S]-[Fe(cysteinate)] auxiliary cluster, where they bind to

the unique fifth “dangler Fe” to form a [4Fe-4S]-[Fe(CO)(CN)(cysteinate)] intermedi-

ate revealed by stop-flow FTIR and EPR spectroscopy.16–18 A second pair of CO/CN−

generated from Tyr further convert this intermediate to the [Fe(CO)2(CN)(cysteinate)]

synthon product and a [4Fe-4S]-CN cluster that is subsequently reconverted to the

resting state configuration with a fresh cysteine ligand replacing the CN− and then

binding a new Fe2+.16

It remains elusive how DHG undergoes C-C bond cleavage to form CO and CN−;

the simple hydrolysis reaction would yield ammonium and glyoxylate instead. It is

also unclear whether and how the auxiliary cluster is involved in the decomposition

of DHG, although this relevance is inferred from the observation that the auxiliary

cluster knock-out mutant of HydG generates only CN− at a much slower rate without

any detectable CO,9 and that the H265N mutant, which abolishes the dangler Fe in

the auxiliary cluster, generates cyanide and formate only, again without CO.19 These

results seem to imply, as alleged in the latter study, that the formation of CN− may

occur at the rSAM site, whereas the formation of CO requires the dangler Fe site in

the auxiliary cluster. This proposal is yet incomplete however, in that the detailed

reaction mechanism for both CO and CN− formation needs to be clarified, and also

given that the ligand environment and the electronic structure of the dangler Fe are

dramatically altered upon binding of the first CO/CN− pair (high-spin, S = 2 to

low-spin, S = 0),18 so the chemistry leading to the second CO ligand must differ from
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that of the first CO and CN– addition. Despite these previous efforts, it is challenging

to address these remaining issues with purely experimental approaches. Tracking the

fate of DHG in the active site pocket and the protein channel is difficult to achieve

since relevant spectroscopic markers are currently lacking.

Here we investigate the reactions in HydG using computational quantum chem-

istry in order to gain insights into the experimentally inaccessible portions of the

catalytic mechanism and guide further experimental design. The study involves two

main parts: the first part is a series of hybrid QM/MM molecular dynamics cal-

culations of the reactions at the canonical Fe-S cluster. Here, the 5’-deoxyadenosyl

radical (5’dAdo•) initiator cleaves the tyrosine substrate, the products of which pro-

ceed through a relay of radical intermediates ending in HCN and a COO•− radical

anion. The second part is a broken symmetry DFT study of the reactions at the

auxiliary Fe-S cluster where two equivalents of CN− and COOH• coordinate to the

dangler Fe in a series of substitution and redox reactions that yield the synthon as the

final product. The presented mechanistic hypothesis is supported by computational

data and consistent with experimental results, and reveals important and previously

hidden features of the catalytic mechanism of HydG.
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Figure 2.1: Summary of reactivity at the HydG rSAM Fe-S cluster (left) and auxiliary
cluster (right) leading to the production of the Fe(CO)2CN synthon. The cycles on the
left and right represent the reactions that occur at the canonical and auxiliary iron-
sulfur clusters, respectively. Herein, the red arrows indicate the controversial steps in
HydG that we focus on in the study.

2.2 Computational Methods

Herein, the crystal structure of HydG (pdb ID: 4WCX) was used as a starting point to

study the catalytic mechanism.14,16,20 The reactions that occur around the canonical

[4Fe-4S] cluster were simulated using a hybrid density functional theory QM/MM

umbrella sampling approach with the help of the Q-Chem/AMBER interface.21–23 The

reactions occurring at the auxiliary [4Fe-4S] cluster were studied using a cluster model

of the active site due to elevated computational cost, with calculations performed

by the TeraChem software package.24–26 EPR properties for selected structures were

computed using the ORCA software package.27,28 Further details of the calculations

including structural modeling, the level of QM theory,29,30 basis set,31–34 and the choice

of QM region and force fields35–38 used in the QM/MM calculations are provided in

the Supporting Information.
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2.3 Results and Discussions

2.3.1 Tyrosine Radical Formation.

It has been reported by Britt, et al. that the HydG catalytic reaction is initiated

by electron transfer from the reduced rSAM Fe-S cluster to its bound SAM cofac-

tor, leading to the formation of a 5’-deoxyadenosyl radical (5’dAdo•) that initiates

tyrosine homolytic cleavage.39,40 Because the Fe-S cluster induced decomposition of

SAM is a well-known and well-studied radical reaction in biological systems, it is not

a focal point of this study, and here we only aim to demonstrate consistency with

experiments. By driving the defined reaction coordinate RC1 = d(C. . .S) – d(Fe. . .S)

(defined in Figure S4), we found that the activation energy of this reaction is approx-

imately 26.3 kcal/mol (Figure S4) which is comparable with the HydG experimental

kinetics studies (about 23 kcal/mol).41 Following this step, Dinis et al. proposed that

the 5’-dAdo• radical abstracts a hydrogen atom from the tyrosine amino group14, by

analogy to the tryptophan lyase NosL, where X-ray structural analysis and compu-

tations indicated that H-atom abstraction occurs at a tryptophan amino group.42 As

shown in Figure 2.2, the key structures of tyrosine radical generation (Figure 2(A))

and the corresponding diagrams (Figure 2(B) and 2(C)) were depicted. The activa-

tion free energy of H• abstraction from the tyrosine amino group was calculated as

15 kcal/mol, demonstrating that this H-atom abstraction is feasible at room temper-

ature and is exothermic, releasing more than 6 kcal/mol of energy. This exothermic

nature of the reaction is attributed to the increased electronegativity of the tyrosyl N

relative to the 5’-dAdo• C1 atom and by the rapid delocalization of the radical over

the aromatic tyrosyl side chain, which we observed by monitoring the spin density

along the reaction coordinate. We also considered an alternative pathway involving

H-atom abstraction from the tyrosine α carbon in Figure S5, and ruled it out due to
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the activation barrier being higher by ≈5 kcal/mol.

Figure 2.2: Radical transfer from 5-Ado radical to tyrosine substrate. (A): Structures
of reactant, transition state, and product. (B): QM/MM free energy profile calcu-
lated using different QM/MM trajectory segments with the defined reaction coordi-
nate (RC). (C): Mulliken spin populations along the reaction coordinate with error
bars taken from the standard deviations of the QM/MM MD simulations. Bottom:
Reaction scheme.

2.3.2 Tyrosine Decomposition.

As mentioned above, HydG and NosL share many similarities both in terms of protein

sequence and functionality.14,20 However, there is one significant difference in the
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catalytic mechanism between NosL and HydG: it is reported that NosL catalyzes

the cleavage of the tryptophan Cα—C(=O) bond which generates a COO•− radical

instead of a radical localized on the indole side chain.42 In HydG, it is believed that the

DHG is a key intermediate, which indicates that the cleavage of Cα—Cβ is required

instead. We calculated the activation energies starting from different protonation

states of the Tyr carboxyl group and found that it plays an important role in directing

which Cα—C bond undergoes homogenous cleavage. As shown in Figure S6, the

relative activation energies of the two different C—C cleavage mechanisms depends

strongly on the protonation state of the model, and the zwitterionic TYH model tends

to undergo Cα—Cβ cleavage while the neutral TYY model tends to undergo Cα—

C(=O) cleavage. The analysis of frontier orbitals in Figure S6 supports this result; the

β LUMO, which is singly occupied, possesses σ-bonding character between Cα—Cβ

in TYH that is absent in TYY, and this is consistent with TYH favoring Cα—

Cβ cleavage. All of these results suggest that TYH is the appropriate protonation

state in HydG, and differences in protonation state may contribute to the distinct

mechanisms of NosL and HydG, along with the intrinsic difference between Tyr and

Trp side chains.
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Figure 2.3: The calculated mechanism of tyrosine radical decomposition and DHG
formation. The structures of three key states are shown on top (A), and the free
energy map and spin density of different atoms are shown at the bottom left (B)
and right (C) respectively. The color bar in (B) indicates the scale of the energy
in kcal/mol. The spin population in (C) is plotted along the one-dimensional path
indicated using the black dot-dash in the free energy map (B). The 2D scheme of the
reaction is shown at the top right.

The results of tyrosine decomposition to DHG and 4-OB• are shown in Figure 2.3.

The mechanism involves the transfer of a proton from the tyrosyl radical H2N• moiety

to Glu133, thus a two-dimensional umbrella sampling calculation was carried out to

calculate the reaction free energy along the Cα—Cβ bond length and the proton

transfer coordinate. According to the free energy map and the key structures in

Figure 2.3, the highest point on the barrier mainly involves C—C bond dissociation

and the proton is transferred afterward. After the reaction, the intermediates DHG

and 4-OB• are formed, and the radical on the latter is stabilized by the aromatic
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system.

Figure 2.4: The calculated mechanism of DHG radical formation and decomposition,
starting with H• abstraction from the DHG nitrogen, followed by decomposition of
DHG radical to COO•− and HCN. Top: Free energy profile (A) and spin populations
profiles (B) along the umbrella sampling reaction coordinates. The reaction coordinate
of the DHG radical formation (top left) is defined as r5 − d4 where distances are
indicated in the bottom left panel, and for the DHG radical decomposition it is
defined as r6 shown in the bottom panel. The energy curves are both colored in black
with the y-axis on the left, while the spin density profiles shown for selected atoms in
color with the y-axis are shown on the right. Bottom (C): Key structures during these
two reactions with hydrogen bonds are shown in blue dotted lines and the distances of
the reaction coordinates are shown in black dotted lines. As the structures shown in
the bottom, the radical transfers from the 4-OB• to the nitrogen in the DHG, which
helps the decomposition of the DHG into COO• and HCN. The barriers of these two
steps are about 18 and 15.5 kcal/mol respectively. The radical transfer is exothermic
while the DHG decomposition is endothermic and makes these two reactions overall
barely absorb energy.

2.3.3 DHG Decomposition and CN and COOH Generation.

Isotope labeling studies have confirmed that the CO and CN ligands originate from

the atoms of tyrosine that belong to the DHG homolysis product. However, our cal-
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culations show that directly breaking the C-C bond in DHG to form HCN and CO2

is not feasible at room temperature (Ea > 35 kcal/mol). In addition, CO2 would then

need to be reduced to CO, and the highly negative reduction potential of CO2 makes

this process even less feasible. Herein, we propose a “radical relay” mechanism where

the 4-hydroxybenzyl radical (4-OB•) produced by tyrosine lysis now abstracts an H

atom from the DHG nitrogen (Figure 2.4 left). We calculate that the radical transfer

process from the 4-OB• to the DHG is exothermic with ∆G = –4 kcal/mol and ∆G‡

= 18 kcal/mol, and more favorable than an alternative pathway involving H-atom

abstraction from carbon (Figure S5). Next, the homolytic cleavage of the C—C bond

in this newly formed DHG radical occurs with ∆G = +4 kcal/mol and ∆G‡ = 15

kcal/mol (Figure 2.4 right), making the sum of these two DHG-centered radical reac-

tion steps thermodynamically neutral. The products of this new fission are HCN and

another radical, COO•−. The well-studied radical anion of carbon dioxide has most

of the unpaired spin localized on carbon.43 Importantly, this proposed mechanism

provides a crucial role for the 4-OB•; rather than being simply quenched to form

p-cresol, it plays an active role in fragmenting the co-formed DHG along the proper

reaction pathway to produce CO and CN− rather than ammonia and glyoxylate.

The HCN and COO•− species are structurally similar but not identical to the

CN− and CO that ultimately binds to the dangler iron located near the auxiliary

cluster. Reduction of COO•− to CO requires a hydrogen atom donor, which we could

not find in the vicinity of the rSAM Fe-S cluster; attempts to transfer an H atom from

cresol or nearby ionizable residues all resulted in activation energies of 30 kcal/mol

or higher (Figure S7). Although it has been reported that COO•− can react with

tryptophan side chains42 and disulfide bonds44, the TIM barrel does not contain

any of these structures.14 Due to the lack of other plausible reaction pathways for

COO•−, we propose that these species diffuse through the TIM barrel to the dangler
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iron of the auxiliary cluster. Changes in the protonation state of COO•− and HCN

to COOH• and CN− are also thermodynamically accessible, as HCN is weakly acidic,

and COO•− is able to accept a proton from Glh133 (which was itself protonated

during the prior Tyr decomposition step) with a slightly positive ∆E of 5.0 kcal/mol.

Following the diffusion and changes in the protonation state, the remaining reaction

steps are proposed to take place at the auxiliary cluster, summarized in Figure 2.5.
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Figure 2.5: Catalytic cycle for the formation of Fe(II) synthon at the auxiliary cluster.
The total spin is indicated for each species; additional properties are listed in Table
S1. The resting state of the catalyst is shown at the top (1). The catalytic cycle
involves three ligand substitutions in the coordination sphere of the dangler Fe and
the reduction of two COOH• species to CO. The 5-methylimidazole (5-MIm) species
models the histidine residue in the protein.

2.3.4 Spin crossover and first CN− substitution.

The assembly of the synthon at the dangler Fe is proposed to begin with the coordina-

tion of cyanide by displacement of a labile aqua ligand on the ferrous center (1 + CN–

→ 2 + H2O in Figure 2.5). Prior to the reaction, the Fe4S4 cluster is in the reduced
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state with a total charge of +1 and 1 unpaired electron (α), the dangler Fe(II) is

high-spin, having 4 unpaired electrons (α) and the COOH• has one unpaired electron

(β). The coordination of CN− stabilizes the low spin electronic state, a ubiquitous

feature of octahedral ferrous cyanides.45,46 To support the result that the coordina-

tion of a single CN− ligand is sufficient to stabilize the low-spin state, we carried out

multireference density matrix renormalization group (DMRG) calculations performed

on Fe(cys)(5-MIm) in the gas phase, with the results summarized in Table S2 and

Figure S8. Consistent with our DFT results, these calculations predict the ground

state is high-spin with two H2O ligands, and changes to low spin when one of the

ligands is replaced by CO or CN– .

Prior to any ligand substitution, the structure of 1 was optimized in both high-spin

and low-spin electronic states as well as the minimum energy crossing point (MECP)

between the two. All three optimized structures are highly similar with the largest

differences coming from the Fe—S bond lengths, which are 0.16 Å shorter in the LS

state. The MECP is energetically slightly uphill from the HS minimum by ∆E = 8.2

kcal/mol, and the LS minimum is only 0.4 kcal/mol lower than the MECP. With the

addition of free energy corrections, we computed ∆G(LS-HS) = 11.9 kcal/mol for

spin crossover prior to ligand substitution. Starting from the LS energy minimum of

1, the substitution reaction of the H2O ligand by CN– is found to proceed with a

modest energy barrier, involving a number of structural intermediates as described in

Figure S9. The overall energy parameters of the 1(HS) → 2(LS) reaction are given

as ∆E = −7.2;Ea = 17.2;∆G = −3.9,∆G‡ = 20.1 (all values in kcal/mol).
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Figure 2.6: Energy diagram of the catalytic cycle expressed in Fig. 2.5 for formation
of Fe(II) synthon at auxiliary cluster. Bolded numbers correspond to labeled species
in Figure 2.5. Horizontal lines connected by dotted lines represent relative electronic
energies that are connected via a minimum energy path. Circles represent relative
Gibbs free energies computed using the harmonic oscillator/rigid rotor approximation.
In the blue paths, proton-coupled reduction occurs first followed by decomposition. In
the red paths, protonation is followed by deprotonation, then followed by reduction.

2.3.5 First COOH• substitution, decomposition, and reduction.

Starting from the low-spin Fe(II)-CN complex 2, the substitution reaction of the

second H2O ligand by COOH• (2 + COOH• → 3 + H2O) was also found to be

easily accessible and exothermic, with the energy parameters computed as ∆E =

–29.1;Ea = 10.2;∆G = −25.4;∆G‡ = 11.4 (all values in kcal/mol). The spin densities

on COOH and Fe, respectively, change from (–0.92, –0.02) → (0.04, –1.09) during this

reaction step, clearly indicating that the spin density on COOH• moves to Fe, and

resulting in an electronic state that we interpret as (+, III). We also found that a

second ET step from the auxiliary cluster to the dangler Fe is energetically favorable

with ∆E = −8.9 kcal/mol, resulting in a ground state of (2+, II). Based on this

finding, we think one possible role for the auxiliary cluster is to act as an electron
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source for the addition of COOH•, which would otherwise oxidize the dangler Fe.

In order for the COOH ligand to decompose into CO + H2O, an electron, and

proton must be transferred to the OH group. The electrochemical reduction of M-

COOH to CO is well-known in the broad literature on CO2 reduction electrocataly-

sis.47–52 We investigated two possible pathways of this reaction step, summarized as

3+H++e− → 5a+H2O overall. In the first possible pathway, protonation occurs first,

followed by ligand decomposition, then reduction. We modeled this step by adding a

proton to one of the displaced H2O molecules and placing both molecules close to the

OH group in a hydrogen bonding conformation. After optimization of the minimum

energy path, the reactant structure was protonated at the cysteine carboxyl oxygen

coordinating to the dangler Fe(II). The free energy of protonation is found to be

positive, as ∆G(3 + H+ → 4) = 12.9 kcal/mol. The proton is transferred via a H2O

relay to the OH group on COOH with a very small energy barrier of < 1.0 kcal/mol,

and the resulting H2O dissociates leaving a CO coordinated to Fe. The free energy

diagram of the steps 3 → 4 → 5 are shown as the first red pathway in Figure 2.6,

and the free energy parameters are calculated as ∆G = −22.1;∆G‡ = 12.9 kcal/-

mol relative to 3 (electronic energy differences are not reported in steps involving

electron and proton transfer). Finally, an electron is added to the system to reduce

the cluster from (2+) to (+), represented as 5 → 5a in Figure 2.6, and the redox

potential is computed as −0.95 V, which corresponds to ∆E = 6.7 kcal/mol when

using dithionite as the reducing agent, (−0.66 V), or ≈ 12.7 kcal/mol using ferredoxin

(≈ −0.40 ± 0.03V) under physiological conditions.53 The g-tensor eigenvalues of 5a

are computed as [2.030, 1.916, 1.862] and found to be in reasonable agreement with

the experimental measurement of g =[2.058, 1.922, 1.882] (RMS error = 0.020).18

The hyperfine couplings are computed as A(dangler Fe)=[-1.18, -3.04, -1.58] MHz

and A(cysteine Cβ)=[-6.32, -0.80, 0.82] MHz. While these values differ significantly
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from the experimental measurements of A(dangler Fe)=[0.45, 0.30, 0.50] MHz and

A(cysteine Cβ)=[1.00, 0.20, 1.00] MHz, they are consistent in their order of magni-

tude, indicating only small amounts of spin density on the dangler Fe and cysteine

Cβ centers.

In the second possible pathway shown as the first blue pathway of Figure 2.6,

reduction of the auxiliary cluster and protonation of the cysteine carbonyl oxygen

occur simultaneously and can be summarized as 3 + H+ + e− → 4a. The redox

potential is computed as -1.46 V, which corresponds to ∆G = 18.4 kcal/mol if the

reducing agent is dithionite. The proton transfer to the OH group of COOH and the

resulting dissociation of H2O (4a → 5a) proceeds in a similar fashion to the first

pathway, but due to the higher relative free energy of the reduced state, the overall

activation free energy is found to be slightly higher (∆G‡ = 18.4 kcal/mol relative to

3) compared to the first pathway.

2.3.6 Reduction and decomposition of a second COOH•.

In order to produce the Fe(II) synthon, the 5-methylimidazole ligand must be re-

placed by CO sourced from a second COOH• ligand produced as a result of a second

tyrosine lysis, which we presume follows the same mechanism as the first tyrosine lysis

described above. The main question for the second CO formation is how the mecha-

nism is affected by the altered state of the auxiliary cluster, given that the first CO and

CN are already bound and the Fe(II) shifted from high spin to low spin. Our attempt

to compute this substitution step led to an unexpected result: a transition state for

5-MIm substitution by COOH• was found, but the energy minimization started from

the TS led to a reactant structure where COOH• forms a covalent C-C bond with

the first CO coordinated to the dangler Fe (6, lower middle structure in Figure. 2.6).

We found that this new intermediate, a glyoxylyl (OC-COOH) ligand to Fe, forms
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easily from 5 in a pathway where COOH• directly forms a C-C bond with the CO

ligand and the energy parameters are ∆E = −14.7, Ea = 5.8,∆G = −4.0,∆G‡ = 6.4

kcal/mol; this unusual C—C coupling is reminiscent of CO2 electrolysis experiments

at inert electrodes where oxalate is one of the products formed.54 The glyoxylyl in-

termediate is characterized by a (+, III) oxidation state because the spin density

is transferred to the dangler Fe, analogous to the coordination of the first COOH•.

The alternate (2+, II) electronic state, in which an electron is transferred from the

cluster, is found to be slightly higher in energy ∆G = 1.5 kcal/mol, indicating that

the calculations do not significantly favor one state over the other. From this new

intermediate, we investigated whether this ligand could be decomposed to CO by an

additional reduction step.

We modeled the decomposition of the glyoxylyl ligand by placing a H3O
+ cation

close to the OH group and searching for a TS involving proton transfer and dissocia-

tion of the C-C bond to form H2O and CO, similar to before. In the optimized path,

we again found that the reactant structure was protonated at the cysteine carboxyl

oxygen coordinating to the Fe atom (7a in figure 2.6), with ∆G = 10.4 kcal/mol rela-

tive to 6. The ground state of the protonated form has nearly zero spin on the dangler

Fe indicating a (2+, II) electronic state. Proton transfer results in the decomposition

of the glyoxylyl ligand to yield CO + H2O + 8, shown as the second red pathway in

Figure 2.6. The free energy barrier of the overall reaction 6 → 8 including the pro-

tonation step the highest in the overall cycle (∆G = −17.0,∆G‡ = 21.8 kcal/mol),

but are somewhat smaller compared to the highest barrier of 26.3 kcal/mol found

for the reactions at the canonical cluster. The Fe4S4 cluster is reduced back to the

(+) electronic state (i.e. 8 → 8a with a potential of -0.85 V or ∆G = 4.4 kcal/mol

when dithionite is used as the reducing agent, corresponding to ∆G = −12.6 kcal/mol

relative to 6.
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A second possible pathway was considered in which simultaneous protonation and

reduction of 6 occurs first, followed by PT and decomposition of the COOH group.

The proton-coupled redox potential was computed as -1.36 V at pH 7, corresponding

to an overpotential of 0.70 V, or ∆G = 16.1 kcal/mol. The decomposition reaction

then proceeds in an analogous fashion, in which the proton is transferred to the

glyoxylyl OH group, followed by ligand decomposition to yield CO + H2O + 8a. In

the reduced electronic state, the free energy parameters of the reaction 6+H++e− →

7a → 8a were computed as ∆G = −12.6,∆G‡ = 26.0 kcal/mol, shown as the second

blue pathway in Figure 2.6.

Because the overall free energy barrier is 4.2 kcal/mol higher when proceeding

from the reduced state 7a, we think the most likely sequence of reaction steps is

protonation of 6 coupled to cluster → dangler electron transfer, decomposition, then

reduction; however, the alternate ordering of proton-coupled reduction followed by

decomposition is a close alternative possibility. The product includes a free CO ligand

which is able to displace the 5-MIm ligand, leading to 9, with energy parameters

∆E = −12.3, Ea = 18.6,∆G = −12.5,∆G‡ = 14.9 kcal/mol.

2.3.7 Completion of the catalytic cycle.

At this point in the cycle, the coordination sphere of the Fe(II) synthon is completed,

and this Fe(II)(CO)2(CN)cysteine complex needs to be released from HydG so it can

serve as the substrate for the other rSAM enzyme, HydE.55 We placed the second

CN− species close to the auxiliary cluster (about 6Å away from the Fe4S4 cluster)

and found that it spontaneously coordinates to the Fe4S4 iron closest to the dangler

Fe without a barrier. This coordination mode is highly similar to how the first CN–

species coordinates to 1, also seen in titration experiments.18 We note that although

we computed the CN– association step after the completion of the coordination sphere
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of the Fe(II) synthon, it is possible that this coordination may take place at an earlier

point in the catalytic cycle, perhaps as early as the delivery of the second COOH•

equivalent (6).

The dissociation of the synthon is energetically slightly uphill by ∆E = 9.9 kcal/-

mol, and the overall reaction of replacing the synthon by CN– has energy parameters

given by ∆E,∆G(9 → 10) = 4.11,−0.85 kcal/mol. The g-tensor eigenvalues of 10

are computed as [2.023, 1.961, 1.931], which can be compared with g =[2.09, 1.94,

1.93] from the experiment (RMS error = 0.041).16 The hyperfine tensor on the CN

carbon is computed as A =[5.11, 27.39, 27.54] MHz, which is much larger than the

experimental measurement of A =[-5.0, -4.0, 0.9] MHz; the overestimation is likely

due to the tendency to over-delocalize spin density in DFT.56 To close the cycle,

the final substitution of this CN– by CH3SH, the side chain analogue of cysteine, is

found to be nearly isoenergetic with a moderate barrier (∆E = +0.4, Ea = 15.7,

∆G = +1.0, ∆G‡ = 16.0, all values in kcal/mol); a proton is transferred from the

thiol group to CN− during this step. We computed g =[2.016, 1.967, 1.938], which

when compared to the experimental measurement of g =[2.06, 1.90, 1.87], has a rel-

atively large RMS error of 0.061 compared to the other species; this could be due to

the use of the Cys side chain analogue in place of the complete amino acid in our cal-

culations. The hyperfine tensor on the CH3SH carbon is computed as A =[5.08, 9.05,

9.64] MHz, which is significantly larger than the experimental A =[0.83, 0.83, 1.09]

MHz, a consistent trend with all of the EPR property calculations. The ultimate fate

of the HCN species is still experimentally undetermined. Subsequent coordination of

Fe(II) to cysteine and 5-MIm completes the catalytic cycle and returns the system to

its resting state (∆E = −40.9,∆G = −14.8, all values in kcal/mol).

This computed mechanism produces an isomer of the synthon where the CN ligand

is opposite to the cysteinyl carboxylate oxygen, whereas a recent experimental study
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on the crystal structure of HydE with the synthon as its substrate57 assigned the

CN ligand as opposite to sulfur based on the proximity of hydrogen bond donating

residues. We computed the relative electronic energies of the synthon isomers and

found them to be very close in energy (∆E (opposite S) = 0.00; ∆E (opp. N) = 0.65;

∆E (opp. O) = 1.65, values in kcal/mol). Therefore, we think it is thermodynamically

possible for the synthon to undergo isomerization prior to binding to HydE though

the isomerization mechanism has yet to be determined.

2.4 Conclusions

In this theoretical study, we have been able to elucidate additional mechanistic details

concerning the HydG catalytic cycle, building on previous experimental results. We

propose that after the initial HydG tyrosine lysis produces a 4-hydroxybenzyl radical

(4-OB•) and dehydroglycine (DHG), the nascent 4-OB• radical in turn abstracts an

H-atom from the nitrogen of DHG, resulting in a DHG radical. This DHG radical in

turn undergoes a spontaneous C-C bond cleavage to form HCN and a new COOH•−

anion radical. In the overall formation of the HydG Fe(II)(CO)2(CN)cysteine product

this radical cascade occurs twice. However, the specific reactions at the five-Fe aux-

iliary Fe-S cluster differs between the first and second subcycles. Following the first

HydG induced tyrosine lysis and subsequent radical cascade, the fifth “dangler Fe” of

the auxiliary cluster is high spin Fe(II) with two aqua ligands. The CN− and COOH•−

anion radical can bind in these two positions, substituting for the aqua ligands, and

causing a spin crossover of the dangler Fe(II) from high spin to low spin. The COOH

is further protonated and decomposes to the CO ligand and an H2O. The auxiliary

cluster reaction must differ on the second subcycle since the dangler Fe(II) is now low

spin with CO and CN ligands. We model the second cycle with the second COOH•
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forming a covalent C-C bond at the existing CO Fe ligand, forming a transient gly-

oxylyl ligand that decomposes upon further reduction. The second CO resulting from

this decomposition displaces the histidine ligand to the dangler Fe, while the second

CN− attacks the Fe4S4 cluster, releasing the entire HydG Fe(II)(CO)2(CN)cysteine

product.

This Fe(II) “synthon” is transferred to HydE where it serves as a substrate for

another set of reactions that lead to a highly reactive Fe(I)(CO)2CNS species poised

to form the Fe2S2 core of the [2Fe]H subcluster.55,58 The HydG cycle is completed by

another cysteine replacing the CN− bound to the Fe4S4 cluster, with this new cysteine

and the HydG histidine binding a new Fe(II) to regenerate the HydG resting state.

According to the energy barriers of all the reactions above, the rate-limiting step of the

HydG catalytic process is either the SAM decomposition, whose energy barrier is 26.3

kcal/mol, or the redox-coupled decomposition of the second COOH• equivalent with

a free energy barrier of 21.8 kcal/mol. Both numbers are comparable to experimental

kinetics studies (23 kcal/mol). All of the other computed barrier heights for all the

steps in this complex reaction are found to be thermodynamically accessible and

consistent with the observed (rather slow) timescale of the HydG reaction chemistry,

and thus we consider this a plausible overall model for the HydG chemistry, consistent

with experimental observables. Looking forward, we think that theoretical studies can

also provide insights into the catalytic mechanism of HydE and HydF to complement

the experimental data and furnish a complete mechanism for the biosynthesis of the

unique [2Fe]H subcluster of the [FeFe] hydrogenase active site.
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3 How does HydE work? A Comparison Between

A Radical Mechanism and A Proton-Transfer

Mechanism

3.1 Introduction

Hydrogenases are enzymes catalyzing the reversible redox conversion of H+ into

molecular H2. This fascinating reaction also has important practical applications since

H2 is a clean and renewable fuel that can be utilized in many industries. The cat-

alytic center of the hydrogenase contains a canonical [Fe4S4] subcluster bonded via a

cysteine residue to an organometallic subcluster known as the “H-cluster”, a diiron

complex with CO and CN− ligands and an azadithiolate (NH(CH2S)2, adt) bridge.

The biosynthesis of this key structure involves three enzymes called HydG, HydE,

and HydF, the first two of which are radical S-adenosyl-L-methionine (rSAM). The

function and reaction mechanism of these maturases is a highly interesting biochemi-

cal question that has been under active study for nearly two decades. Some of the key

questions about the mechanism include how the CO and CN− ligands are managed,

given that they are highly toxic as free species, and how the adt moiety is incorporated

given its instability in the free state.

In our model of H-cluster assembly, the radical SAM enzyme HydG performs the

initial reaction, lysing tyrosine and forming an [Fe(cysteine)(CO)2(CN)] organometal-

lic product starting from a resting state auxiliary [Fe4S4] cluster that is linked to a

Fe(II)-cysteine complex via a cysteine S bridge.1–8 The use of a synthetic [Fe(cysteine)(CO)2(CN)]

analog (SynB) of this proposed HydG product showed that HydG itself can then be

eliminated in the enzymatic synthesis of active H-cluster.9 Our recent computational

study7 shows that HydG decomposes the tyrosine (Tyr) residue into a diatomic lig-
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and CN− and a COOH• radical via a radical relay process initialized by the [Fe4S4]

cluster and the rSAM. These two ligands are delivered to another Fe-S cluster in

HydG, namely the auxiliary cluster, and are transformed into two diatomic ligands,

CO and CN− on the dangler Fe. The presence of 4-hydroxybenzyl radical, an in-

termediate along the computed reaction pathway, was detected in HydG mutants

that had the dangler Fe knocked out.10 With another tyrosine decomposition, the

[FeII(Cys)(CO)2(CN)] synthon (syn-B) is generated and released as the final product

of HydG.

EXAFS comparing the structure of the H-cluster formed with the maturation

using the selenocysteine version of SynB compared to the normal cysteine version

showed that the bridging S/Se of the binuclear cluster are sourced from this cysteine

S/Se. Also, HYSCORE reveals no 13C/15N coupling using 13C3,15N-cysteine in the

maturation, although 13C3 pyruvate accumulates in the maturation media, demon-

strating that the S-Cβ bond of cysteine must be cleaved in the maturation reaction.

Rao et al.11 showed that the CH2NHCH2 fragment of the ADT bridge is actually

sourced from serine.

Tao et al. (2020)12 showed that this S-Cβ bond cleavage of cysteine is catalyzed

by the second radical SAM maturase, HydE. The rSAM generated 5′-dAdo• attacks

the cysteine sulfur to form a crosslinked Fe(I) adenosyl complex, giving an S =

1

2
EPR signal that peaks at about 10 s in the reaction. The S-Cβ bond cleavage

follows the formation of this species, resulting in a different Fe(I) EPR signal arising

from a different complex, which we now believe is a 5-coordinate Fe(I)S(CO)2(CN)

species (Tao et al. indicate an interaction with the ribose O, but we do not favor

this assignment now). This new EPR signal peaks at about 10 min and then decays.

We discussed this in light of the tendency for such 5 coordinate Fe(I) organometallic

species to dimerize, which would give rise to an antiferromagnetically coupled, EPR
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silent reaction product Fe2S2(CO)4(CN)2.

In 2021, Rohac et al. published a crystal structure showing the binding conforma-

tion of syn-B within HydE bound to the methionine residue M224.13 By triggering the

radical chemistry of HydE using a chemical reducing agent prior to crystallization, it

was found that HydE converts syn-B into a new 5-coordinate Fe(I)S(CO)2(CN) inter-

mediate. This intermediate is further hypothesized to undergo dimerization in HydE,

in which residue M291 transiently binds one Fe(I) complex while a second complex is

produced. Recently, Zhang et al. showed that the hypothesized dimerization product

[Fe2(µ-SH)2(CN)2(CO)4]
−2 allows the maturation of HydA with only HydF,14 which

is consistent with the hypothesis that the dimer is the product of HydE.
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Figure 3.1: Proposed reaction scheme of HydE catalysis in the published literature.
This work provides a detailed computational description of the following mechanis-
tic steps: the conversion of the 10-s intermediate to the 10-min intermediate, the
decomposition of the intermediate to form the 5-coordinate Fe(I) species, and the
dimerization of two Fe(I) complexes to form a Fe2(SH)2(CO)4(CN)2 product.

Herein, the current catalytic mechanism of HydE is summarized in Figure 3.1. As

a regular SAM enzyme, HydE initializes the reaction by decomposing the SAM and

generating the 5′-dAdo•. A 10-second intermediate (10-s IM) with dangler Fe(I) has

been detected in experiments after the SAM decomposition. Later, the basic residue
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is purposed to deprotonate the Hα from the 10-s IM yielding dehydroalanine. After

a hydrolysis reaction, the pyruvate is formed and released as a side-product, and the

dangler Fe cluster becomes a 5-coordinate structure named the 10-minute interme-

diate (10-min IM). In addition, the dimerization of the 10-min IM is also proposed

to occur in HydE. Although experiments have provided much evidence (mentioned

above) about the catalytic mechanism of HydE, many of the key mechanistic steps are

still hypothetical, such as the mechanism for cleaving the S-Cβ bond. Herein, we em-

ploy quantum mechanics/molecular mechanics (QM/MM) molecular dynamics (MD)

simulation to study the catalytic mechanism in HydE. We first show the feasibility

of the C-S bond radical addition to generate the 10-s intermediate. In addition, al-

though one possible basic residue, deprotonated Lys 309, has been discovered around

the catalytic pocket, an alternative radical mechanism is shown to be more energet-

ically feasible than the Hα deprotonation pathway. Finally, a possible dimerization

mechanism in HydE has been proposed and computationally verified.

3.2 Methods

A structure of a HydE mutant (PDB ID: 7O1O) from Rohac et al.13 with bound syn-

B and S-adenosyl-L-homocysteine (SAH) ligands was chosen as the base structure

for modeling as it closely matched our system of interest. The mutation is missing a

[Fe2S2] cluster in the C-terminal region of HydE but it is not expected to affect the

catalysis. The inactive SAH was substituted by the active SAM, which is the exact

substrate in HydE. The protonation states of all residues were decided according to

their standard side chain pKa values and the experimental pH value (7.0). The Lys

309 was deprotonated to study its potential to be a proton acceptor. The force field

parameters of the [Fe4S4] cluster from ref15 are chosen to describe the behavior of
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the cluster in the MD simulations. Meanwhile, the parameters of the syn-B from

our previous HydG simulations7 are adopted in this system. As for the protein and

solvent, the AMBER-FB15 protein force field and the TIP3P-FB water model were

used to describe their behaviors respectively.16 The GAFF small molecule force field

was used to parameterize the SAM substrate.17 The structure preparations were all

done with the help of tleap in Amber16.18

The simulation process started with the classical MD simulations followed by the

QM/MM simulations. The following preparatory steps were used in equilibrating the

classical MD simulations to relax any close contacts and other structural defects in the

initial structure: First, energy minimization was carried out with the protein atoms

frozen, followed by minimization of the whole system. Next, a sequence 200 ps heating

simulations followed by a 200 ps equilibrium simulation was taken to heat up the

system to 300 K and equilibrate the density under 1 atm pressure. Finally, a 50 ns MD

simulation was carried out in the NVT ensemble, and the last frame of the simulation

was chosen as the starting point in the QM/MM simulations. During the simulations,

a Langevin thermostat algorithm with a collision frequency of 1.0 ps−1 was set to

control the temperature. The cutoff values for both short-range electrostatics and

van der Waals interactions were set to 12 Å, while the particle-mesh Ewald method

was chosen to describe the long-range summation of the electrostatic interactions.

The QM/MM simulations were carried out using the Qchem 4.019 / AMBER1218

software packages for the QM and MM regions respectively and joined together using a

pseudobond Q-Chem/AMBER interface.20 Different QM regions were used during the

catalytic process depending on which region of the protein was involved in reactivity

for each elementary step. Based on the other QM/MM simulations on iron-sulfur pro-

teins,21 the QM regions were described by the unrestricted B3LYP density functional

approximation, and the basis set used was def2-SVP for most atoms and def2-SV(P)
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for Fe. In instances where the QM and MM regions are covalently bonded, we adopted

a pseudo-bond approach in which the boundary atom on the MM side of the covalent

bond is modeled using seven electrons, a spherically symmetric pseudopotential and

an STO-2G basis set.22 The QM atoms directly bonded to the boundary atom used

the 6-31G* basis set.

The catalytic reactions were studied by the following procedure: The initial struc-

ture was obtained by energy minimization of the entire QM/MM system, followed by

a reaction coordinate (RC) driving procedure consisting of a series of energy mini-

mizations in which the chosen RC consisting of linear combinations of one or more

interatomic distances was constrained to a range of values. After verifying that scan-

ning along the RC leads to the expected reactivity, the MM region of each constrained

optimized structure was relaxed by carrying out a 500 ps MM/MD simulation with

the QM region frozen. Following this, QM/MM MD simulations in the NVT ensem-

ble with umbrella sampling along the defined RC were carried out using a 1.0 fs time

step, totaling about 15 ps for each window. The energies and structures for the last

10 ps of simulation data were retained for structural analysis and generating the free

energy profile with the weighted histogram analysis method (WHAM).23,24

3.3 Results and Discussions

3.3.1 Formation of the 10-s intermediate.

Similar to other SAM enzymes, the HydE catalytic process is initialized by the de-

composition of SAM and the generation of 5′-dAdo•, which will trigger downstream

radical reactions. Since the SAM decomposition is a well-known and well-studied bio-

chemical reaction not only in experiments but also in computations, herein, we only

use reaction coordinate driving without further free energy simulations (Figure S1)
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to compute the reaction pathway resulting in 5′-dAdo•. Following this, we studied

the radical addition of SAM to the cysteinyl sulfur, one of the key reactions in the

HydE catalytic process (Figure 3.2). Although SAM enzymes generally follow a re-

activity pattern of using the uses the 5′-dAdo• to abstract a hydrogen atom from the

substrate, HydE instead uses the 5′-dAdo• to carry out radical addition. According

to the free energy profile in Figure 3.2(A), this C-S radical addition is a very feasi-

ble reaction with a 5 kcal/mol barrier and releasing more than 11 kcal/mol energy.

As shown in Figure 3.2(B), Figure 3.2(C), and Figure S2, the spin density in the

5′-dAdo• is directed toward the sulfur atom of syn-B, providing a good orientation

for the C-S addition. During the addition process, the spin density was observed to

transfer from the C1 in 5′-dAdo• to the dangler Fe as shown in Figure 3.2(C), cor-

responding to a change in the formal oxidation state from Fe(II) to Fe(I). This Fe(I)

structure has been previously detected in EPR experiments and named the 10-second

intermediate.12 According to the geometries, the Fe—S distance increases from 2.4 Å

to 3.2 Å during the C-S addition, which weakens the Fe-S coordination bond, and the

resulting ligand is referred to as an S-adenosyl cysteine (SAC) molecule, equivalent

to a demethylated SAM.
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Figure 3.2: Formation of the 10-s intermediate by radical addition of 5′-dAdo• to the
cysteinyl sulfur of syn-B. The free energy profile of the reaction is displayed in the
top panel (A) with the spin density changes of the 5′-dAdo• C5 and dangler Fe. The
transition state structure of this addition reaction is shown in ball and stick repre-
sentation in the middle panel (B) highlighting the key distances along the reaction.
The spin densities of key states are drawn in the bottom panel (C) to show the radi-
cal transfer during the reaction. The spin density isosurfaces are colored in magenta.
Energies and key distances are given in kcal/mol and Å respectively.
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3.3.2 Conversion of the 10-s intermediate

Figure 3.3: The hypothetical mechanism of cysteine decomposition via the Cβ-S bond
cleavage with an unconventional proton transfer to a lysine side chain followed by
ligand exchange. The 2-D free energy map of two reaction coordinates is displayed in
the top panel (A). The key structures are shown in 2D in panel (B) along with the
RC definitions, and panel (C) shows the 3D structures with key distances labeled.
The free energies of the corresponding structures relative to the starting species are
written in given in kcal/mol and distances are given in Å.
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3.3.2.1 Hypothesis A: Cleavage of the cysteinyl Cβ-S bond via a un-

conventional β-elimination. Experiments show that the 10-second intermediate,

formed in the previous step, is converted to a second intermediate on a 10-minute

timescale that is coupled to the release of pyruvate. According to the current exper-

imental data, this is a rate-limiting step taking roughly 10 minutes to accomplish in

the HydE catalytic reaction. The cysteine (or SAC) decomposition was proposed as a

β-elimination involving a proton transfer from the Hα of cysteine to a basic residue,

which further triggers the cleavage of the Cβ-S bond, forming a 5′-S-dAdo species

and dehydroalanine (dHA) coordinated to Fe(I).12 Possible candidates for the proton

acceptor include the side chains of E58 and K309, which form a salt bridge in the

crystal structure.13 We computed a free energy profile for a concerted proton transfer

(PT) and C-S bond cleavage step in Figure 3.3, in which the proton is transferred

from Cα to the neutral K309 side chain. The activation free energy of this step is as

high as ≈ 40 kcal/mol relative to the 10-s intermediate; the size of the barrier could

explain why this intermediate persists for 10 minutes in the experiment. The proton

transfer is endothermic relative to the 10-s intermediate with ∆G ≈ 22.3 kcal/mol

and forms a temporary intermediate, labeled IM1.1, that easily can interconvert with

another structure labeled IM1.2. These two structures differ in whether the 5′-S-dAdo

or the dHA amine group is coordinated to the Fe(I). According to the 2D free energy

map and Figure S3(a), this mechanism occurs in a stepwise manner with Hα proton

transferring first to the neutral K309, followed by the C-S bond cleavage, then the

coordination change. In a separate calculation, we showed that leading with the co-

ordination change increased the free energy by ¿25 kcal/mol with no local minimum

found (in Figure S3(b)). The hybridization of the nitrogen atom in dHA changes dur-

ing the conversion of IM1.1 to IM1.2. In IM1.1, the nitrogen is sp3 hybridized and

making four bonds to two hydrogens, carbon, and Fe, and a double bond is formed
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between Cα and Cβ, whereas in IM1.2 the N atom is sp2 hybridized and forms a

conjugated π-system with Cα and Cβ.

Dehydroalanine is very easy to convert to 2-iminopropanoate (IM2) with the K309

and E58 side chains playing an important role as proton repositories. Figure S4 shows

how this conversion occurs with the existence of a hydrogen bond network. According

to the mechanism of this reaction, the dHA and a water molecule play a role as a

proton shuttle to transfer the hydrogen from K309 to E58 and alkylate the dHA. The

reaction is quite feasible with a barrier lower than 16 kcal/mol and releases about

10 kcal/mol of free energy. Among the reactions, one carbocation metastable state

is generated, labeled MS1. The MS1 state is essential for the following hydrolytic

reaction to further generate the pyruvate.

3.3.2.2 Hypothesis B: Cysteine decomposition pathway via radical-relay

mechanism Although the generation of the 10-min intermediate is slow, the free

energy barrier from the unconventional proton transfer (Cα-H to N) is still much

higher than what is traditionally considered to be kinetically feasible in enzymes. Here

we propose an alternative pathway with a lower barrier via a radical-relay mechanism.

The first step in this pathway is the homogeneous cleavage of Cβ-S resulting in the

radical transfer from the dangler iron to the Cβ, oxidizing the dangler iron to Fe(II)

and leaving a primary radical at Cβ. Next, the K309 side chain transfers one hydrogen

to the Cβ and then accepts the Hα from the Cα, converting the primary radical to

a more stable secondary radical. The radical transfers back to the dangler Fe via a

Fe-N coordination bond cleavage, reducing the dangler iron to Fe(I) again.

The energy profiles and the key structures with their spin densities are displayed

in Figure 3.4 and Figures S5, S6, and S7. The cysteine decomposition via C—S bond

homogeneous cleavage is the rate-limiting step of this mechanism, consistent with the
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experimental observation that no other radical intermediate was detected in between

the 10-second intermediate and 10-min intermediate. This Cβ-S bond homogeneous

cleavage is endothermic with a barrier as high as 26 kcal/mol and absorbing 11 kcal/-

mol of free energy, yielding the RIM1.1 state. The primary radical on Cβ (RIM1.1) is

less stable, and the hydrogen atom transfer from the K309 side chain (RIM1.2 state)

occurs with a barrier of 16.3 kcal/mol and is energetically neutral. Next, the hydro-

gen atom transfer from Cα radical transfer occurs with a similar energy barrier (17.8

kcal/mol) and releases 9.2 kcal/mol of free energy, which is consistent with the spin

density plots of the RIM1.2 and RIM1.3 states in Figure 3.4(B). We also considered

an alternative pathway in which the H atom was transferred directly from the Cα

to Cβ, and the barrier was found to be as high as 38 kcal/mol (Figure S8), indicat-

ing that invoking K309 as a radical intermediate can significantly lower the barrier;

similarly, we investigated whether the tyrosyl side chain of Y306 could substitute

for K309 as a radical repository but found that the barrier was ≈ 42 kcal/mol from

reaction coordinate driving, and did not pursue it further (Figure S8). The radical

mechanism ends with the dissociation between the dangler Fe and the coordinating

amine group, leading to the radical transfer from Cα back to the dangler Fe and

the generation of the RIM2 state, which is chemically equivalent to the IM2 state

in the proton-transfer pathway; the two structures can be made identical by reori-

enting the 2-iminopropanoate ligand and further elongating the Fe—N distance. As

the energy diagram in Figure 3.5 shows, the alternative radical mechanism yields the

2-iminopropanoate cation with a barrier of about 27 kcal/mol, which is much lower

than the 40 kcal/mol of the closed shell mechanism (Hypothesis A). These advantages

reveal that the radical pathway is more favorable than the proton-transfer pathway

for cysteine decomposition.
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Figure 3.4: The radical mechanism of cysteine decomposition in HydE. The free en-
ergy profile (black curve) and the key spin densities (cyan, blue, orange, and magenta
curves) are shown in panel (A). The spin densities of the stable states are drawn in
panel (B) with the same color scheme as Figure 2. The 2D structures of the pathway
are highlighted in panel (C) with unpaired electron density shown as magenta isosur-
faces.
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Figure 3.5: The comparison between the unconventional proton transfer pathway and
the radical transfer pathway. Here, the proton transfer pathway is colored in blue
while the radical transfer pathway is colored in red. Besides, the structures of the
IM1 state, the IM1.1 state, the RIM1.2 state, and the RIM2 state are highlighted.

3.3.2.3 Conversion of 2-iminopropanoate cation into pyruvate. Accord-

ing to the experiments, the cysteine in Syn-B is converted into pyruvate on a 10-

minute time scale and is released as a side product in the HydE catalytic reaction.

We found that pyruvate generation is energetically accessible and involves hydroly-

sis of the Cα—N bond and several proton transfer steps that take advantage of the

side chains of E58 and K309 as proton repositories. The energy diagram with several

critical structures is depicted in Figure 3.6. The 2-iminopropanoate cation contains

an electrophilic carbocation which is suitable for the nucleophilic attack of a water

molecule, while the neutral K309 side chain accepts a proton from the water, leaving

a hydroxyl group bonded to Cα. This step is energetically facile and the temporary

product 2-amino-2-hydroxypropanoate, labeled as PIM1.1, is energy favorable com-

pared to the RIM2 state (∆G‡ = 8.2,∆G = −1.8 kcal/mol). A hydrogen bonding

network between the 2-amino-2-hydroxypropanoate E58, and K309, allows protons to
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be easily transferred back and forth between the amino group of the former and the

side chains of the latter. The amino group can be protonated as shown in PIM1.3,

which makes it into a good leaving group; the dissociation of NH3 has the highest bar-

rier of the pyruvate forming sequence with ∆G‡ = 14.2,∆G = 8.7 kcal/mol leading

to PIM1.4 Following this, the protonated lysine K309 is able to protonate the ammo-

nia with ∆G = −9.3 kcal/mol. The entire reaction is exergonic with respect to the

RIM2 starting structure with the 2-iminopropanoate ligand. The pyruvate has been

detected in experiments as a side-product of the catalytic reaction and is presumably

displaced by a water molecule, leading to the “10-min intermediate” observed in EPR

experiments (Fig. 3.1).

Figure 3.6: The energy diagram with key structures of the conversion of 2-
iminopropanoate cation into pyruvate, consisting mainly of nucleophilic attack and
proton transfer (PIM 1.1 and PIM 1.2), the protonation of the amine group (PIM
1.3), and the release and protonation of ammonia (PIM 1.4 and IM3). The bottom
panel displays five key stable structures during the pyruvate generation process. The
color scheme is identical to the previous figure.

67



3.3.3 Dimerization in HydE

3.3.3.1 Decomposition of the 10-min intermediate In Ref [13], a 5-coordinate

Fe(I)(CO)2(CN)(Cl)(M–224) complex was observed in the HydE crystal structure by

providing a syn-B substrate and triggering the radical reaction prior to crystallization.

Considering the possibility of a diamagnetic Fe2S2 dimer product of HydE, the chlo-

ride ligand observed in the crystal structure is thought to be substituted by the cys-

teinyl sulfur in the HydE catalytic reaction. Therefore, we searched for a pathway in

which the S-5′-dAdois cleaved from the 10-min intermediate. The mechanism with the

lowest barrier was found to involve the homolytic dissociation of the C5—S bond cou-

pled to temporary oxidation of Fe(I) to Fe(II), resulting in Fe(II)(CO)2(CN)(SH)(OH)

and a 5′-dAdo• radical, labeled as RIM4.1. The reaction proceeds by radical addition

between 5’-dAdo• and the coordinating OH group, resulting in the radical transfer

back to the dangler Fe and yielding Fe(I)(CO)2(CN)(SH) weakly coordinated to an

adenosine molecule (IM5 state). As shown in Figure 3.7(A), the overall barrier of

this 2-step reaction is about 28.6 kcal/mol, which is comparable to the Cβ—S bond

dissociation in the 10-s intermediate discussed above, and the analysis of spin density

clearly shows the transfer of unpaired electron density from Fe to the C5′ of 5′-dAdo•,

then back to Fe. The adenosine has been detected by experiment, which indirectly

supports our mechanism. (*ref) Moreover, this mechanism is chemically analogous to

our radical mechanism for the decomposition of the 10-s intermediate, as well as the

initial radical addition of 5′-dAdo• to syn-B in reverse. In all three cases, the Fe(I)

atom acts as a repository for the unpaired electron and is oxidized to Fe(II) when

radical intermediates are present.

68



Figure 3.7: The decomposition mechanism of S-5′-dAdoin the 10-min intermediate.
Starting with IM4, homolytic cleavage of the C—S bond occurs concomitantly with
the oxidation of Fe(I) to Fe(II) and results in a 5′-dAdo• radical. The transfer of OH•

from the Fe(II) complex quenches the radical and generates a Fe(I)(CO)2(CN) species
weakly coordinated to an adenosine molecule; the release of adenosine was detected
in experiments (IM5). The side chain of M291 is shown to be nearby to the Fe(I)
complex in IM5.

Thus far, the decomposition of the 10-min intermediate has led to IM5, which

contains Fe(I) weakly coordinated to adenosine, a good leaving group. The exper-

imental structure has Fe(I) coordinated to the M224 side chain, suggesting that it

displaces adenosine, but it is more than 8 Åaway from the generated Fe(I) cluster in

our calculations. On the other hand, the M291 residue is much closer to the Fe-cluster

in our structure of IM5 as shown in Fig. 3.7 Herein, we hypothesize that M291 will be

the residue to harbor the Fe-cluster first instead of M224, and later the cluster can be

transferred to the M224. The replacement of adenosine by the M291 was calculated

and shown in Figure S9, and is found to be energetically very feasible with an energy

barrier of ≈ 1.0 kcal/mol and releasing about 0.6 kcal/mol of energy. The formation

69



of Fe(I)(CO)2(CN)(SH)(M–291) shortens the distance between the Met224 and Fe(I)

to 6 Å, making Fe-cluster transfer more possible from the Met291 to Met224.

Figure 3.8: The dimerization mechanism of two Fe(I)(CO)2(CN)(SH) complexes re-
sulting in Fe(I)2(SH)2(CO)4(CN)2. The free energy profile and Mulliken spin popu-
lation are shown as a function of the reaction coordinate in the top left panel (A),
showing that the product is an antiferromagnetically coupled species. The progression
of key interatomic distances is plotted in (B) showing the dissociation from the Met
side chains as the complexes are brought together. The initial, transition state and
final structures are rendered in (C) with the same color scheme as previous figures.
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3.3.3.2 Dimerization mechanism of Fe(I) complexes within HydE A short

channel exists in the HydE structure between the Met291 and the Met224, providing

enough space for the Fe(I)(CO)2(CN)(SH) species to be transferred from Met291

to Met224 and accommodating two Fe(I) clusters simultaneously. This indicates that

HydE may be capable of carrying out the dimerization of the two clusters, yielding an

antiferromagnetically coupled product with a Fe(I)2S2 core. Herein, the possible dimer

initial structure is generated and displayed in Figure S10. To drive the dimerization

process, the reaction coordinate was defined as the formation of two new Fe—S bonds

while dissociating from the Met side chains as: d(Fea—Sb) + d(Feb—Sa) - d(Feb—

SMet224), where the subscripts “a” and “b” refer to the complexes initially coordinated

to M291 and M224 respectively. This reaction coordinate has a large range due to

the large distance changes and over 80 umbrella sampling windows were required.

According to the energy profile in Figure 3.8, the dimerization process in HydE is

kinetically and thermodynamically favorable with an energy barrier of less than 9

kcal/mol and releasing about 3 kcal/mol of free energy. As shown in Figure 3.8, the

spin population of the two Fe atoms stays around -1.3 and +1.2 respectively across the

entire reaction coordinate, showing that there is no qualitative change in the unpaired

electron density and the final product contains two antiferromagnetically coupled

Fe(I) atoms. Therefore, we can assert that our results are consistent with the EPR

experimental results, in which there is no signal that would indicate a paramagnetic

dimer product. The key structures and the key distances during the reactions are

drawn in Figure 3.8(C). With the help of the distance changes in Figure 3.8(B), it

is clear that the Fea-Sb and Feb-Sa distances decrease simultaneously at first, whereas

the dissociation of Feb and Met224 occurs later. Along the reaction, the Met291 is

one of the key residues that can coordinate with the Fea cluster around the transition

state and stabilize the TS structure. After the TS, the Fea-Sb bond is formed followed
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by the generation of the Feb-Sa bond. Finally, the reaction ends by elongating the

Feb-SM224 distance. The dimerization product is located in the channel between M291

and M224. The small channel is relatively hydrophobic, preventing water molecules

from entering the channel and binding to the unsaturated Fe clusters. The isobutyl

side chains of the Leu157 and the dimethyl sulfide side chain of Met291 make a big

contribution to constructing this hydrophobic channel, and the diatomic ligands on

the Fe(I) cluster occupy much of the remaining space in the channel. Both of these

reasons greatly reduce the number of water molecules in-between two Fe(I) clusters,

and the water molecules in the pocket are mostly concentrated around the remaining

5′-dAdo. Moreover, our calculations showed that if the five-coordinate Fe(I) cluster

were exposed to solvent, water forms a strong coordination bond that is difficult to

release. This computational evidence supports the dimerization of the Fe(I) clusters

in HydE before delivery to HydF.

3.4 Conclusions

In this article, we have proposed a complete mechanism for the catalytic cycle of

HydE, in which two equivalents of a Fe(II)(cysteine)(CO)2(CN) substrate is con-

verted to a diamagnetic Fe(I)2(SH)2(CO)4(CN)2 complex. The reaction is initialized

with typical SAM decomposition, but immediately followed by an unconventional C-S

radical addition to form a 10-s intermediate containing Fe(I)(CO)2(CN)(SAC). The

decomposition of the 10-s intermediate likely occurs through a radical-relay path-

way involving homolytic cleavage of the Cβ—S bond on the SAC ligand, rather than

a closed-shell proton transfer pathway, as the former has a much lower free energy

barrier and preserves consistency with experiments. We further found that the de-

composition involves the release of pyruvate, matching the experimental observation.
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We have also proposed an energetically feasible mechanism for the dimerization of

two Fe(I) complexes catalyzed by HydE. With the help of two methionines, namely

Met224 and Met291, HydE is able to accommodate two single-Fe clusters simulta-

neously, and the dimerization was shown to be thermodynamically and kinetically

favorable. We have also discussed other advantages of dimerization in HydE, such

as the relative hydrophobic environment and the favorable relative positioning and

orientation of the two within the protein. The species [Fe2(µ-SH)2(CN)2(CO)4]
−2 is

proposed to be the final product of HydE, and already contains several key elements

of the final product of the HydG-HydE-HydF assembly line, that is, the H-cluster

that forms the active site of [FeFe] hydrogenase.
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4 Sequence-based Prediction of Metamorphic Be-

havior in Proteins2

4.1 Introduction

Christian Anfinsen was awarded a Nobel Prize in Chemistry in 1972 for his work on

the apparent one-to-one relationship between the amino acid sequence of a protein

and its three-dimensional fold,1,2 giving rise to the classic paradigm: “one sequence,

one fold”. However, serendipitous discoveries in the past few decades have led to

the identification of “metamorphic proteins”3 that have the ability to jump reversibly

between two distinctly different folds under native conditions. These proteins are fun-

damentally different4 from intrinsically disordered proteins (IDPs)5, morpheeins,6 and

moonlight proteins7,8 which have been studied for a long time. Typical conformational

changes in proteins often involve “shearing” or “hinge” behavior where entire protein

subunits or secondary structure elements undergo relative motions without signifi-

cantly altering the fold of the protein.9,10 In contrast, the different folds/structures

of a metamorphic protein are dissimilar on a more fundamental level, often involving

changes such as the transformation of a whole α-helix into a β-strand (Figure 4.1).

In this paper, we use significant changes in secondary structure as the key defining

characteristic of metamorphic proteins.

Although the number of known examples of metamorphic proteins such as IscU11,

RfaH12,13, Selecase14, Mad215,16, Lymphotactin17, CLIC118, KaiB19,20 is relatively small,

it is anticipated to increase steadily and populate the “Metamorphome”. In all these

metamorphs, the transition from one-fold to another takes place in response to envi-

ronmental triggers like pH, temperature, salt concentrations, binding partners, redox

state, or oligomerization. Uncovering the metamorphome is crucial as it is expected to
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have a transformative effect on long-held concepts of protein structure and function.

It could also lead to the engineering of metamorphic proteins, which are molecular

switches, to act as sensors for small molecules or local environmental changes.

Traditional X-ray crystallography techniques, which account for solving 90% of

the protein structures in the Protein Databank (PDB), are limited in their ability to

identify metamorphism in proteins. These methods trap the protein in a minimum free

energy structure in a specific crystallographic environment, thus they do not reveal the

existence of alternate folds if the protein is metamorphic. A powerful method to detect

protein metamorphism is solution-state NMR. However, high-throughput screening

protein sequences for potential metamorphic behavior by NMR is not feasible. A

realistic approach would be to identify metamorphic candidates using computational

approaches, which would allow experimental verification to focus on a smaller set of

candidate proteins.

Figure 4.1: Representative examples of metamorphic proteins with 3-dimensional
structures of both folds. The protein backbone is colored from N-terminal (red) to
C-terminal (blue). Secondary structure diagrams corresponding to the 3D structures
are shown at the bottom of each panel.

A recent computational study from Porter and Looger21 identified 96 fold-switching
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candidates in the Protein Data Bank. The study stated that two characteristics of

metamorphic proteins include discrepancies between experimentally derived and com-

putationally predicted secondary structures, and the occurrence of multiple indepen-

dent subdomains that each fold cooperatively. Using these two metrics, they estimated

that up to 4% of the proteins in the PDB may be metamorphic, which suggests that

this class of proteins appears to be more common than those identified so far.

In this work, we propose a novel binary classifier for predicting protein meta-

morphism based on the diversity index, which takes advantage of the uncertainty

in secondary structure prediction methods. This method has a unique advantage

that it can predict metamorphic behavior in a protein of interest purely based on

the amino acid sequence, without requiring a priori experimental knowledge of the

three-dimensional structure. The classification method is trained using two reference

datasets consisting of 200 manually annotated monomorphic and metamorphic se-

quences respectively. We found the robust performance of the diversity index-based

classifier with a Matthews correlation coefficient of 0.4 (corresponding to 70% ac-

curacy) that is largely insensitive to changes in the parameterization and training

dataset.

The rest of this paper is organized as follows. We first give a brief overview of

secondary structure prediction (SSP) methods, as they provide the essential inputs

into our classifier. Next, we introduce the diversity index (DI) which measures the

uncertainty of predicted secondary structure, and we outline how the DI is used to

classify a protein sequence as metamorphic or monomorphic. This is followed by a de-

scription of the reference datasets containing known metamorphic and monomorphic

sequences used to train our classifier. The performance of the classifier is discussed in

detail using metrics such as the Matthews correlation coefficient, true positive rates,

and true negative rates, and its robustness is tested using randomized cross-validation,
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sensitivity analysis, and examining how performance varies with different input SSP

programs. We include a discussion of “outlier” protein sequences that are consistently

misclassified by the DI-based model, as well as how the performance depends on the

sequence database for position-specific scoring matrix generation, an important aux-

iliary input for the SSP programs. The paper concludes with some promising future

directions.

4.2 Theory

4.2.1 Secondary Structure Prediction (SSP)

Secondary structure (SS) is a property of amino acid residues within a protein struc-

ture that describes its local intrachain three-dimensional structure. Under the well-

known DSSP system,22 secondary structure may be classified into eight states, which

can be further reduced down to three: α-helix (H), β-sheet (E), and random coil (C).

In the years since the introduction of SS classification for known protein structure,

several data-driven computational methods have emerged for secondary structure pre-

diction (SSP) using only primary structure information, i.e. the amino acid sequence.

Today, SSP is a vital part of the modern toolkit for protein structure prediction and

design.

SSP methods can be understood in the conceptual framework of machine learning.

The protein sequence is first processed into a feature vector consisting of information

with structural relevance. Such features may include a PSSM (position-specific scoring

matrix), which estimates the probability distribution of amino acid residues at each

position in the sequence, and is computed by performing sequence alignments to

a sequence database23 using programs such as PSI-BLAST24. The feature vector is

input into a neutral network model, which has significant flexibility in its internal
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architecture, and provides three outputs representing the relative probabilities of helix

(H), sheet (E), and random coil (C) at each position. The parameters of the neural

network are trained to reproduce known secondary structures from widely available

structural datasets. The accuracy of three-state SSP for modern methods has been

reported to be as high as 82-84%.25

In this paper, four widely used SSP programs were applied to predict the sec-

ondary structure of every sequence in our datasets, namely Psipred26, SPIDER227,

SPIDER328, and Porter 5.0, denoted here as Porter529. Psipred, developed in 1999,

introduced the idea of using the PSSM generated by PSI-BLAST as input to a neu-

ral network for secondary structure prediction. SPIDER2 uses a deep neural network

that incorporates the PSSM from PSI-BLAST along with amino acid physicochemical

properties30 to predict secondary structures and main chain dihedral angles. SPIDER3

is an updated version of SPIDER2 that incorporates hidden Markov model sequence

profiles generated by the HHBlits program31 as input to a bidirectional recurrent

neural network architecture, effectively allowing the entire sequence to calculate SS

prediction at each position instead of a sliding window as in SPIDER2. Porter5 is

the latest version of a series of SSP programs and uses HHBlits-generated HMM se-

quence profiles and PSI-BLAST-generated PSSMs as input. In this paper, we used

the UniProt90 2019 01 sequence database as the input to PSI-BLAST for PSSM

generation, and the Uniclust30 2018 08 database was used as input for HHBlits.

These published sequence alignment databases are distinct from the metamorphic

and monomorphic reference datasets that were compiled as part of this work.

4.2.2 Metamorphic Proteins and Diversity Index

Metamorphic proteins can reversibly adopt multiple folded conformations for the same

amino acid sequence under native conditions.3,4 Moreover, representative examples of
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metamorphic proteins are characterized by significant differences in secondary struc-

ture between folds (Figure 1), which is a distinct feature from more typical kinds of

conformational change that generally preserve the secondary structure as described

in the Introduction. Because these metamorphic proteins possess multiple stable folds

with differences in secondary structure, our central hypothesis is that metamorphic

protein sequences are able to “confuse” secondary structure prediction programs. Ac-

cording to this hypothesis, we defined one descriptor, the diversity index (DI):

DI = (P (E)2 + P (H)2 + P (C)2)−1 (2)

where P(E), P(H) and P(C) are output quantities from the SSP program represent-

ing the probabilities of strand, helix, and coil, respectively, for a single residue in

the sequence. The DI for a residue is the reciprocal of the well-known Herfindahl

and Simpson indices32 for quantifying diversity in a probability distribution, and its

value ranges from 1.0 (100% probability of one output, 0% for the other two) to 3.0

(equal probability of all three outputs). The value of the DI is also equivalent to the

exponentiated Shannon entropy33 in the above limiting cases, but takes on slightly

different values for other distributions. High values of the DI indicate greater uncer-

tainty in secondary structure prediction. Because metamorphic proteins tend to have

contiguous portions of the sequence (or even the whole protein) capable of undergo-

ing changes in secondary structure, we also hypothesized that the DI of metamorphic

protein sequences are elevated in contiguous regions of the sequence. Therefore, we

consider the maximum value of a moving average of the DI over the sequence as the

main criterion to predict metamorphic behavior in a protein sequence. In other words,
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a sequence will be classified as metamorphic if the following criterion is satisfied:

max

{
1

CR

j<CR∑
j=0

DIi+j

}L−CR+1

i=1

> DIthre (3)

where the CR “number of consecutive residues” and DIthre “diversity index thresh-

old” are adjustable parameters. This binary classifier needs to be trained on refer-

ence or “manually annotated” datasets consisting of known-metamorphic and known-

monomorphic (i.e. single fold) sequences. We will describe the construction of these

datasets in the following sections.

4.3 Dataset Setup

4.3.1 Construction of the metamorphic reference dataset

In 2018, Porter et al published a paper listing 192 (96 pairs)21 of existing metamorphic

proteins21 in which most pairs have very high sequence similarity to one another (be-

tween 90% and 100%). Our metamorphic reference dataset, listed in Supplementary

Table S1 in the publication, makes the following revisions to the listing in Ref. [21].

In eight cases, both folds of a metamorphic protein existed as different chains with

identical sequences in a single structure, and these sequences are counted twice in our

dataset (e.g. 5C1V). Among the original set of structures, one protein is no longer

available from the database (PDB ID: 2A01). We also removed proteins where the

fold switching region is contained within 20 residues of the N- and C-termini (4ZRB,

counted twice) or if the sequence length is shorter than 40 residues (4FU4, 4G0D,

5K5G, and 2KB8); this is because our classifier requires taking a moving average of

the diversity index, requiring a sequence that is longer than the largest window size

(¿15 residues) plus the number of the removed terminal residues (¿5*2 residues). In
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total, 8 proteins were removed from the list for the reasons above. We also added

several proteins to the list, including the designed sequence pair GA/GB from pro-

tein G34 that was excluded from Ref. [21] (PDB ID: 2LHC and 2LHD) and 15 other

possible metamorphic proteins which have experimental evidence for metamorphism

but one solved structure, such as 2LSH. Therefore, our reference metamorphic dataset

contains 192 – 8 + 15 + 2 = 201 metamorphic protein structures in total.

4.3.2 Construction of the monomorphic reference dataset

Our classification model for predicting protein metamorphism needs to be trained on

proteins with known metamorphic behavior, as well as those with known single-fold

(i.e. monomorphic) behavior. Although it is widely assumed that the PDB contains

mostly monomorphic proteins, it is likely that a significant portion exhibits as-yet

undiscovered metamorphic behavior. Therefore, we queried the PDB to obtain a set

of protein structures that are highly likely to be monomorphic based on the following

set of criteria: (1) The structure should be reported at least 10 years ago and has

a good quality structure, in the sense that X-ray structures with resolution ¿ 2.2

Å were filtered out; (2) there must be ¿30 published structures with at least 50%

sequence similarity with the structure of interest; (3) the sequence length is ¿ 40

and ¡ 250 residues, in order to meet the criteria of having a well-folded core while

staying within the typical sequence lengths of globular proteins. Each structure found

in the above manner is termed ‘parent protein’, and structures with high sequence

similarity found in step (2) above are termed ‘child proteins’. A total of 1387 ‘parent

protein’ structures with a maximum sequence similarity of 70% and more than 65000

‘child protein’ structures were downloaded along with their abstracts from the RCSB

PDB web server using an automated crawler written in Python that uses the scrappy

package. Two filtering rules were imposed in order to maximize the probability that
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a ‘parent protein’ is monomorphic:

1. The root-mean-square deviation (RMSD) values were calculated for all pairs of

structures after sequence alignment for a ‘parent protein’ and all of its ‘children’.

The structure was excluded from the data set if any of the pairwise RMSD values

exceeded 2.4 Å.

2. The mismatch in secondary structure (SS) was calculated for all pairs of struc-

tures after sequence alignment with a ‘parent protein’ and all of its ‘children’.

A positional mismatch score is calculated by summation over aligned residues

in a window of 30 residues in length, where “2” was assigned if one sequence is

H and the other is E, and “1” was assigned if one sequence is C and the other is

either E or H, then taking the maximum value over all window positions. The

structure was excluded from the data set if the SS mismatch score between any

pair of sequences exceeded 9.

Finally, the abstracts of the corresponding publications were checked for keywords

such as ‘fold-switching’, ‘metamorphic’, ‘two-folds’, and other synonyms; if the ab-

stract indicated possible metamorphic behavior, then it was excluded from this dataset

as well. This procedure resulted in a total of 140 likely monomorphic proteins (Sup-

plementary Table S2), including 4 proteins that we deemed to be monomorphic from

reviewing the literature but did not meet the above criteria.

An example of a metamorphic protein (KaiB) and a monomorphic protein (1AB9)

from our reference datasets is shown in Figure 4.2. The highest RMSD value in

the KaiB (a typical example of metamorphic proteins) cluster exceeds 7.0 Å, and

many pairs of sequences exhibit a secondary structure mismatch of 23 or greater.

On the contrary, both the RMSD values and SS score are consistently low for the

monomorphic protein, 1AB9.
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Figure 4.2: RMSD(a,c) and SS(b,d) score of KaiB and 1AB9, respectively. The highest
RMSD value and highest SS scores of the KaiB cluster are much larger than those of
the 1AB9 cluster

4.4 Results and Discussion

4.4.1 Behavior of the diversity index (DI)

According to Equation (1), the range of the diversity index (DI) is from 1 to 3,

with larger values indicating greater uncertainty of SS prediction. Figure 3 plots
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the SS and DI from the SPIDER2 program for a well-known metamorphic sequence

(KaiB, left panel) and monomorphic sequence (ubiquitin, right panel) along with the

experimentally derived secondary structure(s). As shown in the left panel, the DI of

the KaiB sequence has several regions of elevated values in the metamorphic region

that spans positions 60-90. On the other hand, DI of ubiquitin is relatively low for the

whole sequence, with small jumps at the boundaries of different secondary structure

domains that are smoothed out by taking the moving average. This example illustrates

how diversity indices may be used to predict metamorphic behavior in proteins when

the folds exhibit different secondary structure in the metamorphic regions.

Figure 4.3: Secondary structure prediction results for KaiB (a) and Ubiquitin (b). Top:
Sequences depict the experimentally derived SS of both KaiB structures (PDB ID:
2QKE and 5JYT, left) and Ubiquitin (1UBQ, right). Middle panel: Stacked bar plot
showing predicted SS probabilities at each position in the sequence from SPIDER2
(red, strand (E); blue, helix (H); gray, coil (C)). Bottom panel: The diversity indices
for each residue position in the sequence (gray), with a moving average with a window
size of 14 (green) and DI threshold for metamorphic behavior (blue dotted line). The
DI takes on higher values when the predicted SS is more evenly distributed between
H, C, and E, indicating greater uncertainty. For KaiB, the higher DI regions coincide
with the experimentally known metamorphic regions.
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4.4.2 Diversity index-based classifier performance

The performance of our model is measured using the Matthews correlation coefficient

(MCC), a well-established measure of the quality of binary classifications. For each

combination of our parameters CR and DIthre, the MCC is computed from a matrix

of true positives (TP), false positives (FP), true negatives (TN), and false negatives

(FN), called a confusion matrix:35

MCC =
TP × TN − FP × FN√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(4)

The value of the MCC ranges from –1 to +1, where random classification gives a

value of 0, perfect classification gives +1, and “perfectly wrong” classification gives

–1 (equivalent to perfect classification if all predictions are reversed). For context, a

recent review of machine learning methods for predicting disease in individuals reports

MCC values ranging from –0.24 to +0.55.36 An advantage of MCC is that the positive

and negative data sets play equally important roles even if they are imbalanced in

size. We also report simpler measures of true positive rate (TPR), true negative rate

(TNR), and accuracy, defined as:

TPR =
TP

TP + FN
, TNR =

TN

TN + FP
, ACC =

TP + TN

TP + TN + FP + FN
(5)

which range from 0 to 1, and random classification gives 0.5. The accuracy is intuitive

because it is simply the ratio of correct predictions to the total number of data

points, but we do not use it in training because it can hide the effects of imbalanced

performance for positive and negative cases.

Generally speaking, larger values of CR correspond to increased window size and

tend to decrease the maximum value of the moving average. Larger values of DIthre
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also tend to decrease the probability that a sequence is classified as metamorphic.

Thus, for increasing values of CR and DIthre, the true negative and false negative

rates both increase. In order to get a better understanding of the behavior of our

model, we plotted heat maps of the MCC in our two-dimensional parameter space

shown in Figure 4.4. Herein, we consider possible values of CR ranging from 6 to 15,

and possible values of DIthre ranging from 1.4 to 2.6 with a step size of 0.05.

The sensitivity of our model was tested by cross-validation. In general, cross-

validation involves partitioning the dataset into the training set and test set, and

verifying the model obtained from the training set by making predictions for the test

set. Here we applied 6-fold cross-validation: The complete dataset including monomor-

phic and metamorphic proteins was randomly shuffled and split into six even-sized

chunks. In each of the six trials, five selected chunks were treated as the training set

and the remaining chunk as the test set. The parameters were determined by max-

imizing the MCC for the training set, then used to calculate the MCC for the test

set.

Figure 4 and Table 1 show the main results for our DI-based classification using

four SSP programs. Similar levels of performance for the training set were obtained

using all four SSP programs as input to the DI-based classification. Among these

methods, SPIDER2 had the highest average MCC value of 0.418 for the training set

(Table 1), which was slightly higher than that of Porter5 (0.393), SPIDER3 (0.401),

and Psipred (0.311); the differences were rather small and within the standard errors

from randomized cross-validation trials. The parameters that maximized the MCC

tended to appear in the middle of the parameter space, with significant regions of the

parameter space exhibiting only minor variations from the optimum. For example, in

the case of SPIDER2, the largest MCC value among all the trials was around CR 15

and DIthre 2.1.
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In terms of the test set, Porter5 and Psipred performed similarly with MCC val-

ues of 0.25–0.28, with differences being within the standard errors from randomized

cross-validation trials. SPIDER2 has the highest average MCC value (0.355) for the

test set. The small difference between the test set and training set MCCs, and the

consistency of our results across several models, indicate that the DI-based classifier

is a robust method for predicting metamorphic behavior. SPIDER3 showed moderate

performance in the test set compared with the other three methods, with a MCC of

0.332. Figure 4.4(b) also shows that SPIDER2 has a broader range of parameter space

with near-optimal performance as compared to Psipred, SPIDER3, and Porter5. The

training and test results overall indicate that higher secondary structure prediction

accuracy does not directly translate to better performance in metamorphic protein

classification.

Although these methods had similar MCC values, their accuracy in terms of cor-

rectly predicting true positives and true negatives showed much greater variations.

According to the data shown in Table 2, the true positive rate (TPR) is lower than

the true negative rate (TNR) in all four methods for the optimum parameters that

maximized the MCC. Among these methods, SPIDER3 has by far the highest TNR

value (0.92) and lowest TPR (0.42). The other three methods had similar TPR rang-

ing from 0.59–0.66 and TNR ranging from 0.78–0.83, which are within the limits of

statistical errors from our cross-validation studies. We presumed that the large TNR

values of SPIDER3 come from overall low values of the calculated diversity index,

which possibly originates from higher SS prediction confidence levels as compared

to other methods. We thus recommend SPIDER2 as the input method of choice for

metamorphic protein classification, due to its consistently high MCC value for both

training and test sets, balanced true positive and true negative rates, and wide regions

of parameter space with near-optimal performance.
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MCC Psipred SPIDER2 SPIDER3 Porter5
Training Set 0.311 (0.018) 0.417 (0.015) 0.401 (0.017) 0.393 (0.035)
Test Set 0.255 (0.091) 0.355 (0.104) 0.327 (0.124) 0.272 (0.096)

Table 1: The MCC results from four different SSP programs, including the training
set results and the test set results. Numbers in parentheses are sample standard
deviations over cross-validation trials.

Measure Psipred SPIDER2 SPIDER3 Porter5
True Positive Rate 0.598 (0.113) 0.633 (0.087) 0.411 (0.017) 0.581 (0.018)
True Negative Rate 0.707 (0.071) 0.782 (0.064) 0.918 (0.023) 0.763 (0.062)
Accuracy 0.649 (0.021) 0.698 (0.015) 0.633 (0.016) 0.645 (0.027)

Table 2: True positive rate, false positive rate, and accuracy of test set for four different
SSP programs. Numbers in parentheses are sample standard deviations over cross-
validation trials.

Figure 4.4: MCC heat maps for the diversity index-based classifier using predicted
secondary structure from four programs, namely (a) Psipred, (b) SPIDER2, (c) SPI-
DER3, and (d) Porter5. The color map (blue ¡ white ¡ red) corresponds to MCC values
computed for the full reference dataset. Each point indicates the optimized parameter
value for a randomly selected training set ( 84.3% of the full dataset), with numbers
indicating how many times each optimum was found.
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4.4.3 Comparison with other methods

There currently exist a few methods in the literature for predicting metamorphic

behavior in proteins.21,37 To our knowledge, all existing methods require the knowledge

of either the protein’s three-dimensional structure or secondary structure information

from the experiment. Porter et al. hypothesized that metamorphic proteins possess at

least one independent folding domain with a 3-D structure that is largely independent

of the rest of the sequence and proposed a method to predict metamorphic behavior

based on the prediction of independent folding domains.21,37 This method uses the

protein’s 3D structure as essential input data, and thus its predictions are based on

existing structural knowledge.

More recently, Porter et al and coworkers reported that metamorphic proteins

have lower SSP accuracy than monomorphic proteins or fragments,38 which is similar

to the ideas in our current work; however, the method they proposed requires prior

knowledge of experimental secondary structure. A major differentiating feature of

the diversity index-based classification method presented here is that it requires no

experimental data for the sequence of interest. Thus, this method could be used to

make predictions of metamorphism in protein sequences where there is no existing

structural data.

4.4.4 Classification using multiple diversity indices

We also examined the possibility of obtaining an improved classification model based

on a linear combination of DIs obtained from two SSP programs, essentially increas-

ing the number of descriptors to two. The discriminant parameters (i.e. slope and

intercept of the line) were optimized by maximizing the MCC.35 Using a linear com-

bination of the SPIDER2 DI and the Porter5 DI, we found the MCC value of the

93



optimal model increases to 0.45. Figure 4.5 plots the discriminant line and the de-

scriptor values for each protein as a scatter plot. The diagonal shape of the distribution

indicates a high degree of correlation between the two diversity indices (R2=0.41),

and most of the metamorphic proteins identified as true positives (TP) are located in

the top-right corner of the figure. We found similar performance using some alternate

approaches, for example, an “inconsistency index” to predict metamorphism using

the level of disagreement between two SSP programs39 (Supplementary Figure S1),

and principal component analysis on the results of multiple SSP programs followed

by K-means clustering (Supplementary Figure S2). These methods all yielded results

with MCC values within 0.1 of the basic method using a single diversity index.

However, our analysis also revealed some false negatives (FN, open red circles) in

the lower left of Figure 4.5; these are metamorphic proteins in our reference dataset

but have very low diversity indices, and contradict our rationale for the DI-based

classifier. The same applies to false positives (FP, open blue circles) in the upper

right of Figure 4.5, as these are monomorphic proteins in the reference dataset with

high diversity indices. In the following section, we provide a rationale to explain these

outliers.
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Figure 4.5: Two-parameter classification using diversity indices from SPIDER2 and
Porter5. Here the true positives (metamorphic proteins in the reference dataset cor-
rectly classified as metamorphic) are represented by red-filled circles, and the false
negatives (metamorphic proteins in the reference dataset incorrectly classified as
monomorphic) are represented by red open circles. The blue-filled circles and blue
open circles represent true negatives (monomorphic proteins in the reference dataset
classified as monomorphic) and false positives (monomorphic proteins in the reference
dataset classified as monomorphic), respectively.
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4.4.5 Analysis of outliers in diversity index-based classification

Several proteins are consistently misclassified by the DI method using the predicted SS

from all four programs. There are 22 metamorphic proteins in our reference dataset

that are consistently misclassified as monomorphic proteins (false negatives), and

14 monomorphic proteins consistently misclassified as metamorphic proteins (false

positives).

We examined the 22 “persistent” false negatives, i.e. metamorphic proteins from

our reference dataset that are consistently misclassified as monomorphic, and gener-

ally found that their two folds did not satisfy our initial criterion of having significantly

different secondary structures, and instead feature other kinds of conformational dif-

ferences, which we discuss in the following examples. The three-dimensional structures

of the false negatives are shown in Supplementary Figure S3.

1. 2LQW40:2BZY41. A closer examination reveals that these two structures have

very similar secondary structures. As shown in Figure S2, 2LQW is a key sig-

naling protein that exists as a monomer while 2BZY is a partial structure of a

CrkL homo-dimer protein, in which the existing part has a similar SS to 2LQW.

Moreover, the truncated CrkL monomer protein (PDB ID 2BZX) has a highly

similar secondary structure to 2BZY. The high similarity in secondary structure

is consistent with the classification assigned by our method, which is based on

differences in secondary structure between folds.

2. 2NNT42:2MWF43. 2NNT is a tetramer amyloid protofilament that forms an ex-

tended β-sheet between multiple chains, whereas 2MWF is a mutant monomer

that forms a β-sheet within the residues in one chain. Again, the highly similar

secondary structure in both folds is consistent with the classification assigned

by our method.
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3. 4HDD44:2LEP45. The structures in this pair are similar in terms of secondary

structure but have a large RMSD. 4HDD is a homodimer in which a β-sheet is

formed between chains, whereas 2LEP uses the same domain to form a β-sheet

within one chain.

4. 1G2C46 is a truncated protein whose SS closely matches with the corresponding

residues in 5C6B, which is a full structure. Strikingly, the other protein 5C6B36,

which has a similar sequence to 1G2C, is correctly classified by SPIDER2 and

PORTER5 as a metamorphic protein. The high-DI domain of 5C6B (residue

270 to 295) was not part of the 1G2C structure, which indicates the incor-

rect classification of 1G2C might be solely due to the truncation of the input

sequence.

5. 4XWS47:4Y0M48. Upon examination of the structures, we think this structure

pair had been incorrectly included in our reference metamorphic dataset, as

these two structures are highly similar in terms of secondary structure as well

as three-dimensional structure (RMSD: 1.561 Å). In fact, the text of Ref. [47]

states that the metamorphic region of the protein could not be solved by X-ray

crystallography.

1. 2UU849 is a concanavalin A protein and its DI value is relatively high in all the

SSP programs, particularly in SPIDER2 (about 2.5). This structure possesses

many short adjacent domains with different secondary structures, which leads

to uncertainty in the SSP programs. Also, β-sheets are dominant in the SS of

2UU8, and we observed that the outermost strand of the β-sheet has a general

tendency to have high uncertainty from SSP programs.

2. 3SEB50 is a protein with several short SS domains (including α-helices and β-

97



sheets), leading to the high DI values for these domains, similar to the example

above. More than half of the false positives follow the same trend, indicating

that our DI-based classifier is biased to misclassify protein sequences that are

monomorphic but intrinsically difficult for SSP programs due to having many

short subdomains with distinct SS or outermost β-sheet among several (anti-

)parallel β-sheet strands.

3. 2JE751, a recombinant lectin, has the same situation that the outermost strand

of β-sheet and the short adjacent SS domains have the highest DI values. How-

ever, this protein is known to form either a dimer or a tetramer depending on

the pH value. Although no direct evidence shows the SS change during this

dimer-tetramer equilibrium process, it is possible that this process is associated

with metamorphism not yet discovered.

4. 3CHB52 is another labeled monomorphic protein whose DIs are very large in all

the SSP programs. Unlike the other two false positive proteins above, 3CHB52

has a long α-helix and five medium length β-sheets. Another short length α-

helix is located at the N-terminal. According to the SPIDER2 prediction, three

out of five β-sheets have relatively large DIs, resulting in a region with a high

average DI value. So far, we do not have a good explanation for the reason for

this false positive. One possibility is that other proteins in the PDB have highly

similar sequences to these high-DI β-sheets but have different SS.

We note that it is possible for our reference monomorphic dataset to include pro-

teins that are actually metamorphic, despite our efforts to minimize this occurrence.

This is because our selection of monomorphic proteins was based on the analysis of

known structures in the PDB, which by definition excludes alternate folds or struc-

tures that have not yet been discovered or deposited.
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4.4.6 Dependence of results on sequence database

The performance of SSP programs relies on the non-redundant sequence database that

is used to compute the position-specific scoring matrix. Figure 6 shows the differences

in classification performance when SPIDER2 is used as the SSP program for differ-

ent choices of the non-redundant sequence database. The Uniref-50, Uniref-90, and

Uniref-100 databases have a progressively larger number of sequences and sequence

identity among pairs of sequences. Figure 6 shows that Uniref-50 has a markedly

lower performance for our classifier compared to Uniref-90 and Uniref-100, and it is

currently unclear whether the poor classification performance is due to the smaller

size of the sequence dataset or the more stringent threshold on sequence identity. Sur-

prisingly, the modified non-redundant sequence dataset53 from I-TASSER (PSSpred)

gives a very high MCC value (0.457), even though it was released in 2014 and has not

been continually updated as the other three. Thus, the DI-based classification perfor-

mance depends on the sequence database in a nontrivial way and does not necessarily

yield improved results for updated database versions.
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Figure 4.6: The different MCC values calculated based on: (a) 50% non-redundant
sequence dataset, (b) 90% non-redundant sequence dataset, (c) 100% non-redundant
sequence dataset and (d) PSSpred non-redundant sequence dataset.

4.5 Conclusions

In this paper, we described a diversity index-based classification model to predict

metamorphic behavior in proteins solely based on the protein sequence. Our model

was trained on a reference dataset consisting of 136 known monomorphic proteins

and 201 known metamorphic proteins. Although the main purpose of SSP programs

is to predict secondary structure, our results indicate that the “byproducts” of SSP,

namely the alternate SS probabilities and the derived diversity index, can play a key

role for predicting metamorphism in proteins. Among the four popular SSP programs,

SPIDER2 has the overall best performance and robustness in classifying proteins as

monomorphic vs. metamorphic. Further improvements in performance may be ob-

tained by comparing the output of multiple SSP programs. Because all four SSP

programs give similar MCC values when used in classification to within 10%, we

think further improvements in predicting protein metamorphism will require SSP
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methods that focus more on accurate quantification of uncertainty rather than yield-

ing the best fit to experimental data. There is also potential for improvement in

curating the annotated metamorphic and likely-monomorphic datasets; for example,

the thermodynamic stability of the native state could be used as a criterion for a

likely-monomorphic protein.37

Our examination of false positives and false negatives illustrates both the predic-

tive potential and the limitations of the DI-based approach. In terms of false positives,

we found some indications of undiscovered metamorphic behavior in the monomor-

phic dataset, possibly driven by pH-dependent changes in stoichiometry. On the other

hand, the false negatives highlight fold-switching behavior in proteins that is not well-

described by significant changes in secondary structure. This indicates that metrics

going beyond SSP may be needed to predict certain kinds of protein metamorphism,

which is a promising direction of future research.
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A Supporting Information for Chapter 2: Quan-

tum chemical study of a radical relay mech-

anism for the HydG-catalyzed synthesis of a

Fe(II)(CO)2(CN)cysteine precursor to the H-

cluster of [FeFe] hydrogenase

A.1 Computational methods

Structural modeling. The initial HydG structure for the simulations was obtained

from the published crystal structure, PDB ID 4WCX.1 Herein, only Chain A of the

protein dimer was employed in the study as it included the dangler iron. When prepar-

ing the simulation input structure, five missing residues in the N-terminal region were

omitted and seven missing residues (345-351) were manually added in the middle of

the chain. Because the SAM cofactor was missing from Chain A, we modeled its

structure by substituting the SAM structure from Chain C for the corresponding me-

thionine residue in chain A by superposition. The crystal structure included a free

alanine (ALA) and sulfur atom (H2S) bonded to the auxiliary cluster, which we in-

terpreted to be identical to the cysteine ligand to the dangler Fe from experimental

evidence.2 In order to add the missing tyrosine substrate, the crystal structure of the

tryptophan lyase NosL (pdb ID: 4R34)3 was used as a template to place the tyro-

sine substrate into HydG by superposition with the tryptophan substrate in NosL;

the interactions between tyrosine and HydG were then optimized using a docking

calculation.4 The protonation of all residues was decided based on comparing the

experimental pH value (7.0) with standard side chain pKa values, and His265 was
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protonated as HID (Nδ is protonated) as Nϵ is coordinated to the dangler iron. Given

the tyrosine substrate, two protonation states were considered in this study, shown

in Scheme S1.

Details of the MM molecular dynamics simulations. Before starting any

QM/MM simulations, the structure was relaxed by running classical molecular dy-

namics (MD) using molecular mechanics (MM) force fields in the AMBER software

package.5 The AMBER-FB15 protein force field6 and TIP3P-FB water model7 were

used for the protein and water molecules in the system, the GAFF small molecule

force field8 was used to model the SAM cofactor, and the Fe-S clusters used a force

field model published previously for MD simulations of [FeFe] hydrogenases.9 These

force fields are mutually compatible based on past studies that used the Fe-S cluster

force field together with AMBER-family force fields,10,11 and the high accuracy of

AMBER-FB15 and TIP3P-FB when used together.6

The MM MD simulations used a simulation time step of 1 fs. Harmonic energy re-

straints were added to selected interatomic distances in order to ensure the force field

does not change the coordination environment around the transition metal centers.

The force constant was set to 50 kcal/mol/Å2 and the restrained distances include

the distances between the dangler iron and the atoms coordinated to it (two oxygen

atoms from two water molecules, the O, N, and S atoms from the cysteine ligand,

and the Nϵ in His265). The cutoff values for short-range electrostatics and van der

Waals interactions were set to 12 Å, and the particle-mesh Ewald method was used for

long-range summation of electrostatic interactions.12 Covalent bond lengths involving

hydrogen were constrained using the SHAKE algorithm.13 A Langevin thermostat al-

gorithm with a collision frequency of 1.0 ps−1 was employed for temperature control.

In the simulation procedure, energy minimization was carried out first, followed by

gradual heating from 0 K to 300 K using a 200 ps MD simulation at constant volume
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(NVT), and this was followed by a 200 ps equilibration simulation at constant tem-

perature and pressure (NPT) where a Berendsen barostat was added. Next, a 50 ns

MD simulation was carried out under NVT conditions, and the final structure was

used as the starting point of hybrid QM/MM simulations.

Hybrid QM/MM simulations at the canonical cluster. The QM/MM sim-

ulations were carried out using the Q-Chem and AMBER software packages.5,14,15

Due to the complexity of the HydG catalytic reaction, different QM regions were

chosen based on which reaction step was studied. Figure S1, the left panel shows the

selection of QM regions for two reactions occurring at the rSAM Fe-S cluster; in these

reaction steps, the broken symmetry approximation was used to model the high spin

states and antiferromagnetic coupling of the Fe atoms. Standard electrostatic embed-

ding was applied for the electrostatic interactions between the QM and MM regions,

and a pseudo-bond and pseudo-atom approach16 was used to treat the covalent bonds

between the QM and MM regions.

The QM region was treated using density functional theory (DFT) using the

unrestricted B3LYP density functional approximation, which we deemed appropriate

for the canonical cluster as the reaction steps here involved mostly organic species.

A hybrid basis set was used comprising the LANL2DZ basis set and pseudopotential

for Fe atoms and the 6-31G* basis set for all other atoms. The choice of a relatively

small basis was necessary in order to enable the QM/MM umbrella sampling described

later, which involved running >10,000 serial individual calculations. To validate the

accuracy of using this basis, we carried out potential energy scans using the larger

def-TZVP basis; a comparison of energy profiles shows that the choice of basis set

affects the barrier height by 0-2 kcal/mol (Figure S2).

The QM/MM free energy profiles were generated using an umbrella sampling ap-

proach where 15 ps of MD simulations were carried out at multiple windows along
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the reaction coordinate. The cutoff values for the nonbonded interactions were set to

12 Å, and the time step was set to 1 fs. In order to compute QM/MM free energy

profiles, an umbrella sampling approach was adopted. Multiple independent simula-

tions were carried out corresponding to values of the chosen reaction coordinate; in

this study, most of the spacing between simulations was set to 0.2 Å. Individual um-

brella sampling runs were modified in order to maximize the thermodynamic overlap

between windows while keeping the computational cost affordable; 20 windows were

used for tyrosine radical generation, 45 windows for the 2-D umbrella sampling of

tyrosine decomposition, 20 windows for DHG radical formation, and 12 windows for

DHG decomposition.

The initial structures of each umbrella sampling window were determined using

a series of constrained energy minimizations. A harmonic potential was added to

each simulation to ensure the simulation trajectory remains close to the reaction

coordinate. The umbrella sampling QM/MM MD simulations were carried out with

an added harmonic potential to ensure the simulation trajectory remains close to

the reaction coordinate. The force constants of the harmonic potentials were chosen

according to the slope of the energy profile from the constrained minimizations and

ranged from 5 to 80 kcal/mol/Å2. QM/MM MD simulations were carried out for

15 ps for each window, and then the weighted histogram analysis method (WHAM)

procedure17,18 was used for data in the last 10 ps to determine the free energy profile

from the biased trajectories. This procedure produces relative free energies with a

statistical error on the order of 1 kcal/mol.

Cluster model calculations at the auxiliary cluster. The reactions at the

auxiliary cluster required a greater number of atoms, electrons, and basis functions to

be treated simultaneously at the QM level. Because this increased the computational

cost significantly, we could not carry out QM/MM umbrella sampling calculations for
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these reaction steps, and instead used a cluster model that included the atoms shown

in blue in Figure S1, right panel. In this model, the dangler Fe is coordinated to the

tridentate cysteine ligand, 5-methylimidazole (as a model for the His265 side chain),

and two water molecules. The cysteine S atom bridges the dangler Fe and the Fe4S4

auxiliary cluster, and coordination of cysteine residues to the other three Fe atoms

are modeled as MeS (methanethiol) groups. To initiate the catalytic cycle, the initial

equivalent of COOH• and CN− ligands are placed in close proximity to the dangler

iron. Figure S3 indicates that the dangler Fe is adjacent to a large cavity in the TIM

barrel normally occupied by water molecules, indicating there is sufficient space for

the movement and reorientation of ligands.

The QM calculations at the auxiliary cluster were carried out using the TeraChem

package,19,20 which includes graphics processing unit (GPU)-accelerated implementa-

tions of density functional theory (DFT) and implicit solvent models. During geom-

etry optimizations, the B3LYP functional and mixed LANL2DZ ECP/6-31G* basis

set was adopted, the same as the QM/MM calculations. A few optimizations focusing

on spin crossover employed the B3LYP* functional21 instead, which reduced the per-

centage of Hartree-Fock exchange from 20% to 15% and improved accuracy for spin

crossover enthalpies of iron-containing complexes.22 After optimizing the geometries,

single point energies were computed along the minimum energy pathway to further

improve accuracy; these employed a hybrid functional that combines 5% HF / 95%

B88 exchange and P86 correlation, here called BP86x5,23 and a larger triple-ζ basis

set called ma-def2-TZVP(-f) LTZ+24. This basis combines def2-TZVP25 with l ≥ 3

basis functions removed for non-Fe atoms, augmented by a minimal set of diffuse

functions26, and the LANL2TZ+ ECP/basis set for Fe atoms.27 Empirical dispersion

corrections of the D3(BJ) form were used, adopting the model parameters developed

for BP86.28 A switching Gaussian polarizable continuum model29–31 was used with
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standard Bondi radii and a dielectric constant of 78.4 (equivalent to water), because

we observed the auxiliary cluster in our MM MD simulations to be solvated by 15-20

water molecules.

Equilibrium geometries and transition states were optimized using the geomeT-

RIC software package,32 which uses a translation-rotation internal coordinate system

to efficiently optimize the geometries of multi-molecular systems. After optimization

of the transition states, an approximate minimum energy path was obtained by min-

imizing the energy starting from the TS structure along the imaginary mode with

step sizes restricted to < 0.01Å. The energy corrections for the TS were obtained

the IRCMax approach33 by tracing over this path with single-point calculations at

the BP86x5/ma-def2-TZVP-f LTZ+ level of theory and choosing the highest energy

on the path. The Gibbs free energies of these reaction steps were estimated using

vibrational analysis carried out at the reaction endpoints and the transition state

and applying the rigid rotor/harmonic oscillator approximation. Although these free

energy corrections model the translational entropy using an ideal gas, which is highly

approximate and for which numerous corrections have been proposed,34–36 we did not

find the role of translational entropy to be significant in any reaction steps studied

here.

In order to compute standard redox potentials corresponding to electron transfer

(ET) and proton-coupled electron transfer (PCET) steps, the free energy change of

the reaction was computed in solution. The free energy of the proton at pH 0.0 in

aqueous solution was taken to be −11.803 eV, following previous studies,37,38 and

adjusted to −11.390 eV by adding 59 meV per pH unit according to the Nernst

equation. The redox potential was then computed as:

E◦ =
∆G(reduced - oxidized)

nF
− 4.43 V (6)
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where n is the number of electrons transferred (1 in this study), F is the Faraday

constant (1 eV V−1), and 4.43 V is the absolute potential of the standard hydro-

gen electrode.39 In reactions where a chemical reducing agent (dithionite) was used,

the overpotential was computed as η = −(E◦ − 0.66V ) and the resulting value is

converted back to a free energy difference in kcal/mol, allowing for the inclusion of

electrochemical steps on a reaction free energy diagram.40

EPR properties, in particular the g-tensor and hyperfine tensor (A) eigenvalues,

were computed for the structures 5a, 10 and 11 using the ORCA software package.41

These calculations used the BP86x5 functional (same as the energies) with the zeroth-

order regular relativistic approximation (ZORA) Hamiltonian42, and a mixed basis

set consisting of EPR-III43 for first-row elements and “ZORA-def2-TZVP” for Fe and

S, a reconstructed version of def2-TZVP44 for ZORA calculations. The RIJCOSX

method consisting of density fitting for Coulomb and chain-of-spheres approximation

for exchange integrals was employed to speed up the calculations.45 The g-tensor

was computed using a coupled-perturbed SCF approach46 and the hyperfine values

were computed from spin-orbit couplings47. The 3D structure of 5a was used as-is,

whereas the 10 and 11 were modified by removing the spectator CH3SH and HCN

ligands (respectively) and re-optimizing the structure at the BP86x5/def2-SV(P) level

of theory.
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Figure S1: QM regions used for various elementary steps at the rSAM and auxiliary
clusters. Left: Atoms shown in brown or red comprise the QM/MM region for the SAM
decomposition step, and atoms shown in blue or red comprise the QM/MM region
for other reaction steps in the canonical cluster. Right: Atoms in blue comprise the
auxiliary cluster model.
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Figure S2: The basis set dependence of the three reactions studied using QM/MM,
corresponding to Figures 2-4 in the main text, is investigated by driving the reaction
coordinate. The larger def-TZVP basis set (blue curve) predicts barrier heights that
are 2 kcal/mol lower for both the Cα-Cβ cleavage (top left) and DHG decomposition
reactions (bottom left) compared to the 6-31G* basis used in QM/MM umbrella
sampling studies. By contrast, the two basis sets give nearly identical energy profiles
in DHG radical formation (top right). Schemes of the reactions are shown at the
bottom right.
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Figure S3: The position of the auxiliary cluster and dangler Fe at the end of the HydG
TIM barrel. The green surface indicates the interior space of the barrel indicating suf-
ficient space for ligand substitutions to be carried out. The solvent-accessible surface
is drawn with a probe radius of 1.4Å.
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Figure S4: Energy profile of 5-Ado radical generation, generated by driving the reac-
tion coordinate, defined as RC1 = d(C. . .S) – d(Fe. . .S). Here the activation energy
is ≈ 26.3 kcal/mol, which is comparable to the experimental data (23 kcal/mol).
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Figure S5: Possible alternative pathways in tyrosine radical formation and the DHG
radical formation, (the main mechanism is Figure 2 and 4 in the main text respec-
tively). As for the tyrosine radical formation, the experimental data supports the
mechanism that the hydrogen abstraction occurred in the amine hydrogen. Here our
calculations also support this mechanism since the other possible H resource, which
is the Cα, cannot transfer its hydrogen with an energy barrier that as low as the
amino group. Regarding the DHG radical formation, the abstraction of the H from
amino group gives a more stable product than that of the H connected to the sp3
hybridization carbon.
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Scheme 2: Possible protonation states of the tyrosine substrate.
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TYY

α orbitals β orbitals
TYH

HOMO: red/blue; LUMO: green/silver

α orbitals β orbitals

(=O)

(=O)

Figure S6: Comparison of alternative tyrosine decomposition mechanisms (the main
mechanism is Figure 3 in the main text). Two possible protonation states of tyrosine,
denoted TYH and TYY, are shown on the top and bottom respectively. To facilitate
direct comparison, we assume the radical NH2• + transfers a proton to the Glu side
chain prior to C—C cleavage, which could also be observed in our QM/MM simula-
tions. The energy profiles of the two C—C cleavage mechanisms for each protonation
state are shown on the left; blue curves represent the Cα—Cβ cleavage and red curves
represent the Cα—C(=O) cleavage. The frontier orbitals of these two tyrosine models
are shown on the right. In the TYH model, the LUMO of the β electron is shared
between the NH• and the Cα—Cβ σ bond, indicating that the H-atom abstraction
may have the effect of weakening the Cα—Cβ bond order. This correlates with the
lowered barrier of Cα—Cβ cleavage in TYH and is not observed in TYY, where the
barrier to Cα—Cβ cleavage is significantly higher.

Figure S7: Several possible pathways of the reduction of COOH radical to CO in the
canonical rSAM Fe4S4 cluster pocket. All of the activation energies are in excess of
30 kcal/mol, which indicates that COOH does not decompose in the cluster pocket.
Instead, we propose that COOH• diffuses to the auxiliary cluster where reduction to
CO occurs at the dangler iron.
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State
Label

Charge
Spin
Mult.

Fe4S4

State
Dangler Fe State N(COOH•) N(CN−)

1 −3 5 +
Fe(II)(Cys)(5-MIm)
(H2O)2

1 1

2 −3 1 +
Fe(II)(Cys)(5-MIm)
(CN)(H2O)

1 1

3 −3 1 2+
Fe(II)(Cys)(5-MIm)
(CN)(COOH)

1 1

4 −2 1 2+
Fe(II)(CysH+)(5-MIm)
(CN)(COOH)

1 1

5 −2 1 2+
Fe(II)(Cys)(5-MIm)
(CN)(CO)

1 1

4a −3 2 +
Fe(II)(CysH+)(5-MIm)
(CN)(COOH)

1 1

5a −3 2 +
Fe(II)(Cys)(5-MIm)
(CN)(CO)

1 1

6 −3 1 +
Fe(III)(Cys)(5-MIm)
(CN)(COCOOH)

2 1

7 −2 1 2+
Fe(II)(CysH+)(5-MIm)
(CN)(COCOOH)

2 1

8 −2 1 2+
Fe(II)(Cys)(5-MIm)
(CN)(CO)

2 1

7a −3 2 +
Fe(II)(CysH+)(5-MIm)
(CN)(COCOOH)

2 1

8a −3 2 +
Fe(II)(Cys)(5-MIm)
(CN)(CO)

2 1

9 −3 2 +
Fe(II)(Cys)
(CN)(CO)2

2 1

10 −4 2 +
Fe(II)(Cys)
(CN)(CO)2

2 2

10.S −1 1 N/A
Fe(II)(Cys)
(CN)(CO)2

2 1

10.C −3 2 + N/A 0 1
11 −3 2 + N/A 0 1

Table S1: The key properties of the various calculated states in the catalytic cycle
at the auxiliary cluster. The state labels correspond to Fig. 5 and Fig. 6 in the
main text. The charge and spin multiplicity given is for the whole calculated system,
including any added COOH• and CN− ligands. The state labeled 10 is actually two
calculations consisting of a synthon fragment and Fe4S4—CN fragment labeled 10.S
and 10.C respectively.
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Fe(H2O)2 Fe(CO)(H2O) Fe(CN)(H2O) Fe(CO)(CN)

Active Space (20, 18) (20, 18) (20, 18) (22, 20)
E(HS)-E(LS) -68.2 28.3 25.1 50.2

Table S2: The energy differences between different iron cluster structures calculated
by density matrix renormalization group (DMRG).

Figure S8: Structures of the Fe(cys)(5-MIm) complex used in the multireference
DMRG studies.

Multireference DMRG calculation methods. All four structures were op-

timized under B3LYP//6-31G*/LANL2DZ(Fe) in Q-Chem, and the DMRG single-

point energies were calculated using the TZV basis set in PySCF. The active spaces

in the calculations were selected from localized molecular orbitals by including the

five orbitals with 3d character on the Fe atom and the orbitals with p character on

the coordinating ligands (2p for O, C, N and 3p for S) that had an overlap integral

of > 0.3 with any of the d orbitals; the orbital selections were then confirmed by

visual inspection of isosurface plots. The total number of orbitals and electrons in

the DMRG calculations is provided in the table above as (active electrons, active or-

bitals). The bond dimension of the DMRG calculations is set to 1000, and the number

of sweeps is set to the default value of 4. Energies are in units of kcal/mol.
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Figure S9: 3D renderings and plot of electronic energies
(B3LYP/6-31G* LANL2DZ/PCM) along the minimum energy path of the reaction
1-LS + CN− → 2 + H2O where a CN− ligand displaces an aquo ligand. A spectator
COOH• species is present in the system.
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Figure S10: 3D renderings and plot of electronic energies
(B3LYP/6-31G* LANL2DZ/PCM) along the minimum energy path of the reaction
2-LS + COOH• → 3 + H2O where COOH• displaces the second aquo ligand.
Following this, 3 is protonated to form 4.
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Figure S11: 3D renderings and plot of electronic energies
(B3LYP/6-31G* LANL2DZ/PCM) along the minimum energy path of the reaction
4 → 5 + H2O where the COOH ligand accepts a proton from the cysteine oxygen,
then is decomposed to CO and H2O.
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Figure S12: 3D renderings and plot of electronic energies
(B3LYP/6-31G* LANL2DZ/PCM) along the minimum energy path of the reaction
5a + COOH• → 6 where the added COOH• forms a C—C bond with the first CO
ligand to form a COCOOH ligand to the dangler Fe. Following this, 6 is protonated
to form 7.
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Figure S13: 3D renderings and plot of electronic energies
(B3LYP/6-31G* LANL2DZ/PCM) along the minimum energy path of the reaction
7 → 8 + CO + H2O where the COCOOH ligand accepts a proton from the cysteine
oxygen, then is decomposed to a free CO + CO ligand + H2O.
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Figure S14: 3D renderings and plot of electronic energies
(B3LYP/6-31G* LANL2DZ/PCM) along the minimum energy path of the reaction
8 + CO → 9 + 5-MIm where the second CO displaces the 5-methylimidazole ligand.
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Figure S15: 3D renderings and plot of electronic energies
(B3LYP/6-31G* LANL2DZ/PCM) along the minimum energy path of the reaction
10 + CH3SH → 11 + HCN where a CH3SH model of the cysteine side chain
displaces the CN ligand to the auxiliary cluster, releasing HCN and turning over the
catalytic cycle.
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B Supporting Information for Chapter 3: How does

HydE work? A Comparison Between A Radical

Mechanism and A Proton-Transfer Mechanism

Figure S1: The relative energy profile of the SAM decomposition (a) with its corre-
sponding transition state (b).

Figure S2: The key structures of the C-S radical addition. The color scheme is exactly
the same as the figures in the main text.
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Figure S3: The change of the key distances and Mulliken charges of key atoms along
the reaction coordinate(a), and the relative energy profile for the ligand exchange
without the proton transfer and the C-S bond cleavage.
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Figure S4: The free energy map of the dehydroalanine alkylation with the proton
transfer (a) and the corresponding key structures (b,c).
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Figure S5: The free energy profile of the homolytic C-S bond cleavage with the spin
density changes (A) and its key structures (B, C).
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Figure S6: The free energy profile of the radical pathway (A,B) and the key structures
(C).

143



Figure S7: The free energy profile of the Fe-N dissociation (A), and the corresponding
key structures in 2D (B) and 3D (C).
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Figure S8: The relative energy profile of the radical transfer via Tyr306. The hydrogen
transfer from Cα to Cβ is in (a). The Tyr306• generation is in (b), while the following
step Hα transfer is in (c)

Figure S9: The free energy profile of the ligand exchange between M291 and 5-Ado.

145



Figure S10: The initial structure of two Fe(I) clusters in HydE β-extent barrel.
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C Supporting Information for Chapter 4: Sequence-

based Prediction of Metamorphic Behavior in

Proteins

Inconsistency Index. Besides the diversity index, there is another index describing

the ‘confusion’ of the SSP programs, named the inconsistency index (iCI) because it

evaluates the differences in predictions between two SSP programs. When a residue

in a sequence has identical SSP results from two programs, then we assign an incon-

sistency value of 0 to that position. The assigned value is 1 when one prediction is

random coil (C) and the other is either helix (H) or sheet (E). The assigned value

is 3 when one prediction is helix (H) and the other is sheet (E). Similar to the DI,

two variables are used to optimize the performance of the iCI, which are the number

of consecutive residues in the moving window (CR, vertical axis) and the threshold

value of the iCI (horizontal axis). The results are plotted as a heat map similar to

Figure 4 in the main text. The SS comparison between Porter5 and Psipred has the

MCC value as large as 0.3951, which is comparable to the MCC value obtained by

the DI descriptor.
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Figure S1: The MCC map of the IC descriptor of six SSP programs comparison,
including the SS comparison between (a) Porter5 and Psipred, (b) Porter5 and SPI-
DER2, (c) Porter5 and SPIDER3, (d) SPIDER2 and Psipred, (e) SPIDER2 and
SPIDER3, and (f) SPIDER3 and Psipred.
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Principal Component Analysis (PCA). The unsupervised PCA method fol-

lowed by K-means clustering was used to separate all the data into two groups, namely

metamorphic (positive) and non-metamorphic groups (negative). After clustering, we

calculate the MCC value as 0.41. This result indicates that without knowing the meta-

morphic property of proteins, the DIs are still appropriate for separating metamorphic

proteins and non-metamorphic proteins.

Figure S2: The PCA result of two most important principal components.
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Figure S3: Five of the persistent ‘false negative’ results for diversity index-based
metamorphic protein classification. Upon closer examination of these structures, we
think these proteins should have been annotated as monomorphic, or at least excluded
from the metamorphic dataset (see main text for details). (a) 2LQW (magenta) and
2BZY (green). (b) 2NNT (left) and 2MWF (right), colored by residue number from
blue (low) to red (high). (c) 4HDD (left) and 2LEP (right). Green: first chain helix,
yellow: first chain strand, cyan: second chain helix, magenta: second chain strand. (d)
1G2C (left), truncated 5C6B (center) and entire 5C6B (right), colored by common
range of residue numbers. (e) 4XWS (magenta) and 4Y0M (green).
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Figure S4: Four of the persistent ‘false positive’ results for diversity index-based meta-
morphic protein classification: (a) 2UU8, (b) 3SEB, (c) 2JE7 and (d) 3SEB. The
secondary structures of the proteins are colored based on diversity indices at each
position, ranging from 1.0 (blue) to 3.0 (red).
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