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Abstract 

 

Band Engineering of Epitaxial Semimetal Films 

 

by 

 

Hadass S. Inbar 

 

This dissertation explores epitaxial growth and modifications to the electronic band 

structure of topological semimetal materials through heteroepitaxy, biaxial strain, and reduced 

dimensionality. High-quality thin films are grown via molecular beam epitaxy (MBE) and 

studied using a combination of angle-resolved photoemission spectroscopy (ARPES), density 

functional theory (DFT), and low-temperature magnetotransport. 

Recent predictions of topological phases and observations of extremely large 

magnetoresistance in the class of rare-earth monopnictides, and specifically GdSb, have 

opened up a new research front aimed at studying the interplay between magnetoresistance, 

topology, and magnetic ordering. The first part of the dissertation focuses on 

magnetoresistance and band topology evolution in lattice-matched and biaxially strained GdSb 

(001) thin films. Lattice-matched GdSb films show a mobility and carrier concentration 

imbalance, deviating from the commonly assumed compensated charge carrier densities seen 

in bulk rare-earth monopnictides. Next, we established a clear connection between biaxial 

strain in GdSb films and the affected band dispersions based on their orbital composition. As 



 

ix 

 

biaxial strain is tuned from tensile to compressive strain, the gap between the hole and the 

electron bands dispersed along [001] decreases. 

The second part of this dissertation reports the first ARPES investigation conclusively 

assigning the topological character of bismuth as a trivial ℤ2 state by studying ultrathin Bi 

(111) films grown on InSb (111)B. Bismuth films hold promise for potential applications in 

spintronic devices and topological one-dimensional edge transport. Yet synthesizing high-

quality, wafer-scale ultrathin bismuth films on non-metallic substrates remains challenging. 

We achieved large-area Bi (111) films with a single epitaxial domain orientation and mapped 

the dispersion of surface states and quantum well states. Strong film-substrate interactions 

were found to promote epitaxial stabilization of the (111) orientation and lead to inversion 

symmetry breaking. Our results demonstrate that interfacial bonds prevent the semimetal-to-

semiconductor transition predicted for freestanding bismuth layers, highlighting the 

importance of controlled functionalization and surface passivation in two-dimensional 

materials. 

Finally, the growth parameters of biaxially strained LuPtBi films on InSb were explored. 

The half-Heusler compound LuPtBi belongs to a unique group of superconductors with a 

topologically nontrivial band structure, and very low carrier densities (<1020 cm-3). A suitable 

growth window could not be identified for (111) oriented LuPtBi. Room-temperature 

nucleation of LuPtBi on LuPtSb/InSb (001) allowed higher incorporation of Bi in LuPtBi and 

produced smooth, coherently strained films. 
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1 Introduction 

1.1 Topological materials: discovery, synthesis, and applications 

In 2016, the Nobel Prize in physics was awarded to David J. Thouless, F. Duncan M. 

Haldane, and J. Michael Kosterlitz for theoretical discoveries of topological phase transitions 

and topological phases of matter. Topology is a mathematics branch that studies the properties 

and relationships of objects and spaces, particularly concerning their continuity and 

connectivity. The topological classification of insulators/semimetals depends on the symmetry 

preserved (time-reversal, crystalline symmetry, rotation, inversion symmetry, etc.) and the 

type of band inversion (even/odd parity) or band crossing (accidental degenerate points, mirror 

planes, high symmetry points, etc.) [1]. In the case of topological insulators, one of the first 

classes of three-dimensional (3D) topological materials studied theoretically [2–4] and 

experimentally [5], the topological classification is given by the ℤ2 topological invariant [2].  

A topological invariant is a quantity that does not change under continuous deformation 

(see Figure 1.1A) unless a topological phase transition occurs. For example, the passage from 

an even to an odd band parity at the highest occupied band in Figure 1.1B used to calculate the 

ℤ2 invariant is considered a topological quantum phase transition [6]. The ℤ2 topological 

invariant in an inversion-symmetric material preserving time-reversal symmetry is evaluated 

from the product over 𝜉𝑚(Λ𝑖) = ±1, the parity eigenvalue of the 𝑚 occupied energy band at 

the time-reversal invariant momenta (TRIM) point Λ𝑖 [4]: 

𝛿𝑖 = ∏ 𝜉𝑚(Λ𝑖)

𝑚
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In a 3D topological insulator, the strong topological index, 𝑣0, and weak indices (𝑣1, 𝑣2, 

𝑣3) are calculated from the product of all 𝛿𝑖: 

(−1)𝑣0 = ∏ 𝛿𝑛1𝑛2𝑛3𝑛𝑗=0,1   (−1)𝑣𝑖=1,2,3 = ∏ 𝛿𝑛1𝑛2𝑛3𝑛𝑗=0,1  

Where 𝑣0 = 1  yields a strong topological insulator phase which should host an odd number 

of surface state band crossings between two surface TRIMs. These surface states should 

remain robust against non-magnetic perturbations. For 𝑣0 =0, 𝑣𝑖 = 1,  𝑖 = 1,2,3 a weak 

topological insulator phase is obtained and 𝑣𝑖 =0  𝑖 = 0,1,2,3 results in an ordinary insulator 

phase. 

One can draw an analogy between the ℤ2 invariant and other geometric topological 

invariants by examining the possible structures shown in Figure 1.1A. Each object cannot be 

continuously deformed into the next item without abruptly popping a new hole. Similarly, a 

material with a nontrivial inverted band structure (Figure 1.1B) cannot be transformed into a 

trivial band order (that is present in vacuum or any other trivial ‘ordinary’ insulator) without 

an abrupt transition, which takes place at the boundaries of the topological material. The sharp 

transition at the outer limits of a topological material leads to the formation of protected 

metallic surface/edge states at that critical point. Since these metallic boundaries originate from 

the topological invariant, they are called topological surface or edge states (TSS/TES), and 

unlike normal surface states that form at the surfaces of a trivial band-order material, the 

TSS/TES arise from the bulk structure and cannot be eliminated by nonmagnetic perturbations. 

The spin-momentum locking of topological surface states in a 3D topological insulator and 

exotic transport characteristics of topological semimetals due to the relativistic nature of 

charge carriers hold great promise for applications in spintronic devices [7,8], for example in 

efficient spin generation and spin-charge conversion. 
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Figure 1.1. (A) An illustration of topological transitions between surfaces differing by their genus, a topological 

invariant that counts the number of holes. Quantized Hall conductivity in the integer quantum Hall effect arises 

from the Chern topological invariant (analogous to the number of holes), distinguishing the quantum Hall state 

from the band insulating state. Adapted from [9] (B) Schematic of a topological phase transition in a material's  

electronic band structure. Two bands swap the order of their orbital characters and parity, resulting in band 

inversion. 

BixSb1-x [5] and Bi2Se3 [10] were the early 3D topological insulators to be experimentally 

verified using angle-resolved photoemission spectroscopy (ARPES). The accelerated timeline 

in the experimental discovery of new topologically nontrivial compounds owes much of its 

progress to ARPES as the technique of choice in identifying new topological materials [11]. 

One of the main reasons ARPES has proven to be a very useful tool in the early exploration of 

a material's electronic structure is the ability to directly interpret a material’s band structure 

with minimal use of ab-initio calculations if one relies instead on principles from band 

topology. Moreover, in ARPES it is possible to discern surface states from bulk bands and 

resolve spin polarization. Besides ARPES, alternative techniques are also used to explore 

topological materials, such as the study of nonlinear optical response [12], quasiparticle 

interference patterns [13], and magnetotransport characteristics [14].  

In recent years it was found that topological materials are surprisingly ubiquitous [15,16], 

and their various categories and applications have been studied extensively for the past two 

decades. Topological antiferromagnets are one such class, where the coupling between 

antiferromagnetic order and relativistic quasiparticles offers new possibilities to control the 
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symmetry of topological states and their spin-polarized currents by manipulating the 

magnetization orientation [17,18]. New spin-orbitronic devices based on current-induced Néel 

spin-orbit torques could dissipate less energy and perform at high switching rates [19]. 

Applications of antiferromagnetic topological crystals and magnetic topological 

heterostructures include spin valves [20,21], THz photodetectors [22–24], and recent studies 

are also exploring the design of heterogeneous catalysts leveraging the robust metallic surface 

states and spin polarization in electron transfer reactions  [25–27].  

The synthesis of topological materials as epitaxial thin films is desirable both for device 

applications and for studying their physics and engineering electronic properties. For example, 

heterostructure designs have been studied for interfacing superconductors or ferromagnets 

with topological materials [28]. In this dissertation, we address one significant degree of 

freedom influencing the electronic structure of topological materials prepared as thin films: 

epitaxial strain. Strain engineering of low-dimensional topological quantum materials serves 

as a powerful approach to manipulating electronic band structures, thereby controlling 

topological phase transitions and transport behavior [29]. For example, strained HgTe 

quantum wells grown in the tensile and compressive regimes were shown to transition from a 

semimetallic to a two-dimensional topological insulator (TI) system, respectively [30]. Despite 

the promise of topological state tuning, strain studies of quantum materials thin films are 

typically restricted either to local, defect-induced strain gradients [31–33] or to strain levels 

below 1% strain [34,35] in the case of uniform strain in lattice-mismatched growths. In TIs 

such as the group V-chalcogenides (X2Z3, X=Bi, Sb; Z=Te, Se), unstrained growths occur even 

on substrates with high lattice mismatch due to the low bonding energies between van der 

Waals layers [28,36]. In addition to the challenge of stabilizing highly strained pseudomorphic 
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topological materials, visualizing the band structure modifications as a function of 

strain/pressure has been difficult in both bulk single crystals and thin films. In bulk single 

crystals, large pressure cells are difficult to implement, and when using mechanical strain 

tuning apparatus, special care is needed to ensure the application of uniform strain [37–40]. 

For thin films, there are limited reports combining strained film growth with direct 

spectroscopic tools such as ARPES, with a few exceptions in oxide films [41,42]. 

1.2 Rare earth monopnictides 

Rare-earth monopnictides (RE-Vs) are a class of semimetals (or semiconductors in the case 

of RE-N) that are composed of the lanthanide series (and Sc and Y due to the high similarities) 

and group-V elements (Figure 1.2). Unlike most elemental metals which tend to react with III-

Vs, in RE-Vs the wide range of lattice constants, high thermodynamic stability, and the 

similarity of the rocksalt structure of RE-Vs with zincblende III-V semiconductors allows 

epitaxial incorporation and processing into scalable devices [43–45]. The growth of RE-V on 

III-Vs proceeds as embedded nanoparticle [46], or as thin films [47]  depending on the RE-III-

V flux conditions and temperature window. RE-V thin films are typically synthesized via 

molecular beam epitaxy growth due to the high oxidation tendency of the lanthanide elements 

requiring ultrahigh-vacuum conditions to avoid unintentional rare-earth oxides. 

RE-V thin films and embedded particles can be integrated with III-V 

semiconductors [43,47,48] and in bulk crystals were shown to present nontrivial topology (see 

Figure 1.3A-B) [49], extreme magnetoresistance (XMR) (Figure 1.3C-E) [50], Fermi 

arcs [51], and unique magnetic phase diagrams [52] due to strong p-f and d-f electron coupling. 

Coupled to III-Vs, RE-Vs have potential device applications, including buried metallic 
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contacts, THz emitters and detectors, thermoelectrics, plasmonic heterostructures, and 

specifically for Heusler compounds, they perform as excellent diffusion barriers [45]. III-

V/RE-V magnetoresistive hybrid structures could utilize the geometric contribution to the 

extraordinary magnetoresistance found in high-mobility III-V–metal interfaces [53] and the 

tunability of conductivity in RE-Vs to optimize the heterostructure material parameters [54]. 

 

Figure 1.2. A periodic table highlighting the row of rare earth (RE) elements and column-V elements, which form 

a rocksalt crystal structure (bottom left) typically present in RE-Vs. Inset: Lattice parameters of RE-V compounds 

spanning common III-V substrates. 

Many bulk RE-V crystals possess large nonsaturating magnetoresistance (Figure 1.3C-E), 

attributed to charge-carrier compensation and the nearly-equal electron and hole high 

mobilities leading to a parabolic rise in magnetoresistance based on a classical two-band 

model [55,56]. To date, most thin-film reports of magnetoresistance values in RE-V [57,58] 

and other XMR semimetals [59] are significantly lower than their bulk crystal counterparts, 

potentially due to diminished mobilities as a result of surface and defect scattering, as well as 

possible deviations from exact mobility matching and carrier compensation.  
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Figure 1.3. (A) ARPES spectra of LaBi (001) surface measured along 𝑀̅ − Γ̅ − 𝑀̅ providing evidence of a Dirac 

point (DP) at Γ̅ and two Dirac nodes at 𝑀̅. Adapted from [49]. (B) Effect of pressure/group-V element on band 

inversion in RE-V compounds. Left: RE-V with band inversion at the X high symmetry point, and emergence of 

topological surface states (TSS) connecting the RE-d band and V-element p band. Band inversion is typically 

present for RE-V with large SOC/lattice parameters (heavy group-V element, light RE element). Right: RE-V 

with a trivial band order at the X point (no crossing of the valence band p-orbital and conduction band d-orbital). 

Adapted from [60]. (C-D) Longitudinal resistivity as a function of (C) temperature and (D) magnetic field in 

LaSb, showing the onset of XMR at low temperatures and high magnetic fields. In (C) the inset shows the Fermi 

surface of LaSb, a typical RE-V Fermi surface with two hole pockets centered at the Brillouin zone center Γ point 

and 6 electron pockets at the Brillouin zone edge 𝑋 point. Adapted from [61]. (E) Calculated Hall (𝜌𝑥𝑦) and 

longitudinal (𝜌𝑥𝑥) resistivity in YSb using a multicarrier anisotropic model. Left: finite 𝜌𝑥𝑥 for a single band 

modeled, right: non-saturated 𝜌𝑥𝑥 and kinks in 𝜌𝑥𝑦 when accounting for the multiple hole and electron pockets. 

Adapted from [56]. 

1.3 Bismuth 

Scientists have studied strain and quantum size effects in bismuth (Bi) (111) films for 

decades, which provide a rich platform for tuning topological order [62], semimetal to 

semiconducting transitions [63], and quantum-well states [64] (see Figure 1.4). The low carrier 

density, long mean free path, large spin-orbit coupling, and presence of spin-polarized surface 

states [65] have made Bi films a promising system for future applications in spintronics [66]. 

Group-V elemental two-dimensional (2D) layers have also attracted interest in classical 

electronic and optoelectronic device applications due to their high carrier mobilities and 
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potential bandgap tunability [67]. The large mass anisotropy in the surface state and the bulk 

band valleys in the band structure of Bi (Figure 1.4C) allow valley degeneracy to be controlled 

by the orientation of an applied magnetic field, a feature that can be used in valleytronic 

devices which encode information through valley-polarized currents [68].  

 
Figure 1.4. (A) Band structures obtained by a tight-binding calculation for a 14 bilayer Bi(111) slab. The color 

scale shows the in-plane spin polarization of each state at the top surface in the direction perpendicular to Γ̅ − 𝑀̅. 

Adapted from [69]. (B) Schematic drawing of the Bi bulk band projection near the Fermi level EF before (left) 

and after (right) the predicted semimetal to semiconductor transition. (C) Schematic drawing of the Fermi surface 

of ultrathin B(111) films in the surface Brillouin zone. (B and C) Adapted from [70]. (D) Schematic of the 1D 

hinge states of a hexagonally shaped HOTI oriented along the trigonal [111] axis, and experimental observation 

of the alternating edge states on a bismuth (111) surface perpendicular to its trigonal axis. (D) Adapted from  [71]. 

In the field of topological materials, there is an ongoing effort to classify the ℤ2 invariant 

of Bi experimentally [32,72], which also proves challenging to calculate computationally [73]. 

A single Bi (111) bilayer (BL) with a nontrivial ℤ2 topological number is predicted to behave 

as a quantum spin Hall insulator [74]. Along the Bi (111) step edges, one-dimensional (1D) 

helical modes were also observed [71,75], an ingredient in one proposed platform to construct 

Majorana zero modes [76].  
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Figure 1.5. (a-b) Top and side view schematics of different bismuth allotropes, the orange arrow pointing at the 

trigonal c axis (<001>h) red and blue at <100> h axes. (a) The pseudocubic (PC){012} phase  (semi-infinite (110)r 

in the rhombohedral A7 structure of bulk Bi). The {012} PC structure is similar to the orthorhombic A17 structure 

of bulk black phosphorus (BP). Adapted from [77]. (b) The hexagonal (HEX) (0001)h structure, (111)r in the 

rhombohedral notation. (c and d) Bi thin film growth on two different surface reconstructions of Si (111) and the 

minimum nominal thickness required to transition to a coalesced hexagonal film. Adapted from [78]. 

The synthesis of large-area single-domain ultrathin (<6 BL) buckled Bi (111) on conventional 

semiconducting substrates has remained a challenge, with only planar bismuthene wetting 

layers on SiC [79] and GaAs [80] reported thus far. On weakly interacting substrates, such as 

highly oriented pyrolytic graphite, Bi nucleates typically in the black phosphorus (BP)-like 

phase [81,82], and transforms later to the rhombohedral (111)r oriented phase, see Figure 1.5. 

The topological properties of the BP-like phase of Bi depend on the degree of buckling in the 

structure, where a single flat layer of BP-like Bi was  proposed to be a quantum spin Hall  

insulator, and even-layer BP-like films with a flat surface are topological insulators [83]. 

For Si or Ge (111) substrates, weak film-substrate van der Waals (vdW) 

interactions [84,85] also lead to the nucleation of a nearly freestanding Bi layer, starting at the 

BP phase and transforming to a (111)r orientation only after a 6-8 BL thick film coalesces [77]. 

Ultrathin Bi (111) films were nucleated on the topological insulator substrate Bi2Te3 [86–89], 

where in-plane contraction [90,91] is suggested to stabilize a topologically insulating phase. 



 

10 

However, compressive strain and band hybridization with the Bi2Te3 substrate, along with low 

correspondence between the experimental data and the calculations at the ultrathin limit [87], 

make it difficult to study the topological classification of unstrained Bi and the semimetal to 

semiconducting transition predicted for ultrathin Bi films [92]. 

 Bulk Bi is a low-carrier density semimetal with a valence-band maximum at the time-

reversal invariant momentum (TRIM) T point (projecting to Γ̅ for the (111) surface) and a 

conduction-band minimum at the L TRIM point (projecting to M̅), see Figure 1.6A. The small 

direct bandgap at the L point is only of a few meV and determines whether Bi is a topological 

insulator (an inverted bandgap at L) or a higher-order topological insulator (no band inversion 

at L). 

 
Figure 1.6. (A) Possible surface state connectivity to the bulk band structure along the Γ̅ − M̅ direction for the 

two spin-split surface state (SS) dispersions. Adapted from  [72]. (B) Calculated band structure of a finite film 

and semi-infinite Bi crystal for the ℤ2 trivial and nontrivial case. Adapted from  [73]. (C) Hybridization between 

neighboring surface states in a thin film vs a single surface measured from a semi-infinite crystal.  

Bi is predicted to lie at the border of a topological phase transition between a higher-order 

topological insulator and a topological insulator phase [32]. Calculations have shown that the 

indirect T-L gap (Γ̅ − M̅ for the (111) surface) and the direct inversion bandgap at L depend 

on electron doping [93], biaxial and shear strain [32,62,87], and bulk alloying in Bi1-xSbx [4]. 

Yet despite the challenge of estimating the gap size at the L point, most DFT 

calculations [62,73] predict a trivial band order at the L point for unstrained bulk Bi crystals. 
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More accurate quasiparticle self-consistent GW (QSGW) calculations also yield nontrivial 

behavior, with a gap at L of 13 meV compared to 86 meV in standard DFT [62]. 

ARPES measurements [69,72,94] of Bi thin films have nonetheless shown surface states 

gapped at the 𝑀̅ point, which in the past were attributed to a ℤ2 nontrivial band topology 

(Figure 1.6A). Since the surface states near the Brillouin-zone edge penetrate deep into the 

film bulk, on the order of 100s of bilayers [73,95,96], crosstalk between surface states on 

neighboring surfaces could lead to the formation of a hybridization gap and the appearance of 

a topological-like signature even in the trivial semimetal case (Figure 1.6B-C). ARPES spectra 

of films as thick as 200 BL grown on Ge (111) still show gapped surface states lying close to 

each other [72], obscuring the direct determination of a surface state gap/degeneracy even for 

relatively thick films. 

1.4 Topological half-Heusler compounds 

Heusler compounds have emerged as an exciting material system where the realization of 

functional and tunable novel topological phases might be possible [97–99]. Interest in Heuslers 

stems from the broad structural basis, with thousands of members holding identical crystal 

symmetries and tunable electronic properties [100,101]. Half-Heuslers are intermetallics with 

a C1b structure that may be thought of as being composed of three interpenetrating face-

centered cubic lattices. The Slater-Pauling rule provides a simple model to predict their 

saturation magnetization (M) and carrier density based on the valence electrons per formula 

unit (NV): 𝑀 ∝ 𝑁𝑉 − 18 where a closed shell configuration of 18 valence electrons in half-

Heuslers is found in semiconductors or low carrier semimetals such as LuPtBi, whereas a 
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deviation from the 18 valence electron number produces a ferromagnet with a higher carrier 

density and a net magnetic moment proportional to the valence count. 

Several 18 valence half-Heusler compounds with elements having high nuclear charge 

behave as topologically nontrivial compounds [97–99], and among them, LuPtBi has the 

highest predicted band inversion (Figure 1.7A). Though ARPES studies conducted on LuPtBi 

have shown evidence supporting the compound’s topological nature [99,102], there are still 

open questions regarding the dispersion and position of topological and trivial surface states 

for various possible surface orientations and terminations of topological half-Heuslers [102]. 

Early calculations of band inversion in Heusler compounds [97–99] have suggested biaxial 

strain as a method to open a bandgap in semimetals (see Figure 1.7B). To date, no experimental 

study shows trends in bandgap opening for strained Heusler films.  

 
Figure 1.7. (A) Topological band inversion strength in half-Heusler compounds plotted as a function of the lattice 

constant. Negative values denote the presence of inversion. Adapted from [97]. (B) Band structure of LuPtBi 

unstrained (left) and under uniaxial strain along the [111] direction (right) opening a gap. Red markers indicate 

the contribution of s-like orbitals, and their size represents their strength. Adapted from [98]. 

Previous experimental studies of predicted topological half Heuslers such as LuPdBi [103], 

LuPtSb [104], YPtSb, and LaPtBi [105] showed zero-gap semiconductor behavior. Moreover, 

in other compounds such as LuPtBi and YPtBi [102], the Dirac point of the TSS appears 
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several eV below the Fermi level. Early studies of REPtBi (RE=Dy, Gd, Lu) [106] compounds 

showed only a topological trivial behavior, possibly due to TSS appearing only deep in the 

valence band. Ideally, one would want a topological insulator without trivial surface states or 

bulk conduction paths crossing the Fermi level so that transport would be TSS dominated. 

Possible approaches to obtaining the goal of a bandgap would be the application of epitaxial 

strain or possibly inducing uniaxial strain and symmetry breaking by exploiting other possible 

tetragonal or hexagonal phases that can also be formed through alloying [107] or 

magnetization [108]. Bulk doping schemes of epitaxial Heusler films [109] were also shown 

to assist in shifting the chemical potential to match the Dirac point of the TSS. 

One challenge the single-crystal and thin-film Heusler community has faced for many 

years is the appearance of point defects leading to lower symmetry disordered states [110]. 

The most prominent types of disordered states occurring in the half-Heusler structure are CaF2 

and NaTl  [100]. Other typical defects that can appear in Heuslers include anti-site defects 

(mostly swapping sites in the rocksalt substructure) [111] and interstitial atoms in off-

stoichiometry compounds such as Ni1+xZrSn [112]. Charged defects can lead to unintentional 

shifting of the chemical potential, whereas neutral defects can also produce unwanted filled 

bands which lower the observed bandgap.  

1.5 Thesis overview 

This dissertation explores the epitaxial growth, surface, and electronic properties of three 

novel materials systems, all of which have a semimetallic band structure and are either 

topological or closely related to topological materials in their structural class. Our work seeks 

to explore routes to increase the functionality of these semimetals through epitaxial integration 
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with a III-V semiconducting platform and advance our basic understanding of the electronic 

properties of these materials in thin film form through quantum size effects, heteroepitaxy, and 

strain engineering. Chapter 2 provides an overview of the experimental methods used in the 

presented research. The scientific principles behind materials growth via molecular beam 

epitaxy, and surface science and electronic structure characterization are discussed. Chapter 3 

will explore the growth and electronic structure characterization of GdSb thin films. The 

chapter focuses on comparing multiple experimental and computational approaches to 

studying the electronic structure of RE-V thin films. Chapter 4 follows the evolution of the 

band topology in strained GdSb thin films. In chapter 5, we discuss the growth, surface 

structure and electronic structure of ultrathin Bi (111) films and their topological assignment. 

Chapter 6 outlines the growth window of LuPtBi thin films and their electronic properties. 

Conclusions and suggested future work will be addressed in Chapter 7.  
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2 Methods: materials growth and characterization 

The epitaxial films studied in this dissertation were grown via molecular beam epitaxy 

(MBE) in the ultrahigh vacuum (UHV, base pressure <1 10 –9 Torr [113]) interconnected setup 

of MBEs and characterization tools in the Palmstrøm Laboratory at the University of 

California, Santa Barbara (see Figure 2.1). The facility includes 7 MBE chambers, 4 surface 

preparation, metal and dielectric deposition transfer chambers, angle-resolved and X-ray 

photoemission spectroscopy (ARPES, XPS) chambers, 3 scanning tunneling microscopy 

chambers, a magneto-optic Kerr effect (MOKE) magnetometer, one experimental chamber for 

effusion cell deposition and multiple vacuum suitcases used for transporting films under 

vacuum. 

 
Figure 2.1. UHV interconnected deposition and analysis facility in the Palmstrøm lab at the University of 

California, Santa Barbara, as of April 2023. Growth chambers are listed in brown, and characterization 

capabilities are listed in blue. 

2.1 Molecular beam epitaxy 

MBE is a physical vapor deposition technique performed at UHV that provides high-

quality epitaxial structures and films. The term epitaxy means that the deposited layer has a 

crystallographic order and registry dictated by the underlying crystal plane of the substrate 
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used for growth. MBE as a technique for the growth of single crystal films was originally 

developed for semiconductor research in the 1960-70s [114]. Since then, it has been used for 

a wide variety of materials, including semiconductors such as Si/Ge, III-V, II-VI, and IV-VI 

compounds and, more recently, oxides, transition metal compounds, two-dimensional 

materials, and quantum materials. A key advantage of MBE is the ability to achieve atomic-

level control over composition; structural ordering; quantum confinement in 0/1/2D structures; 

metastable phase formation; impurity concentrations; and strain. Finally, being a UHV 

technique, MBE offers not only synthesis benefits but also in situ film characterization and 

monitoring. This makes MBE a powerful tool for fabricating electronics and optoelectronics 

and exploring novel phases of matter.  

In MBE chambers, molecular beams are typically composed of atoms or clusters of atoms 

that are thermally evaporated from effusion cells or electron guns, as demonstrated in Figure 

2.2. Assuming an ideal gas behavior, the mean free path of the molecular beam, L (defined as 

the average travel traversed by molecules between successive collisions) equals [113]: 

𝐿 =
√2𝑘𝐵𝑇

2𝜋𝑃𝑑2
 

Were kB notes the Boltzmann constant, d is the molecular diameter, and P and T are the gas 

pressure and temperature. The UHV environment enables molecular beams to travel over 

kilometers with minimal scattering. For example, an Aluminum atom with a diameter of 2.86 

Å, evaporated at 1000 oC and operational chamber of 10-8 Pa would have a mean free path of 

L=4840 km. When the evaporated atoms reach the substrate surface, they can diffuse 

kinetically and order across the surface without the adsorption of impurities for days.  
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Figure 2.2. Schematic of the essential parts of an MBE chamber in a UHV environment. Shutters control the 

substrate exposure time to molecular beams evaporated from effusion cells or electron-beam guns. The substrate 

can be heated with a resistive wire, and the temperature is monitored with a thermocouple in close contact with 

the substrate and with a pyrometer. The substrate can be rotated for better uniformity and to access various 

azimuth angles of the surface probed by in situ RHEED.   

The rate of residual gas species of type i (Ri) striking the surface of the substrate, or the 

molecular beam flux (Ji) is given by [113]: 

𝑅𝑖 = 𝐽𝑖 = 𝑝𝑖√
𝑁𝐴

2𝜋𝑘𝐵𝑀𝑖𝑇
 

𝑁𝐴 is the Avogadro constant, 𝑀𝑖 is the molecular weight, and 𝑝𝑖 is the gas partial pressure or 

the molecular beam pressure. Based on this equation, one can estimate the time it would require 

for the molecules hitting the surface to build up a single monolayer of adsorbates. Assuming a 

sticking coefficient, S, of 1 (that is all atoms that impinge the surface remain on it), and 𝑇 =

300 𝐾, 𝑀𝑖 = 28 𝑎𝑚𝑢 and a substrate surface density of ~10-15 molecules/cm2, then at a 

pressure of approximately 10-6 Torr one monolayer of molecules builds up every second [115]. 

The dosage unit of Langmuir: 1 𝐿 = 10−6 𝑇𝑜𝑟𝑟 ∙ 𝑠𝑒𝑐 is therefore commonly used by surface 

scientists to describe the gas exposure time of a surface. 

One of the most common characterization measurements used in situ during MBE crystal 

growth is reflection high-energy electron diffraction (RHEED) [116]. The method consists of 
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a collimated electron beam at a high energy of E=10-30 keV irradiating the sample surface at 

a grazing angle, after which it is scattered to display a diffraction pattern on a fluorescent 

screen (Figure 2.2). RHEED can provide information on the atomic surface reconstruction, 

epitaxial relation between the film and substrate, the surface topography (Figure 2.3), and the 

growth rate (Figure 2.4). 

 
Figure 2.3. Schematics of various surface topographies in real space, their reciprocal space ordering, and the 

resulting RHEED pattern at the Ewald sphere intersection. Figure reprinted with permission from [117]. 

The diffraction pattern obtained in RHEED can be thought of as the intersection between 

the Ewald sphere and the surface reciprocal space lattice. The radius of the Ewald sphere is 

defined by an electron wave-vector, 𝑘0[3]: 

|𝑘0| =
1

ℏ
√2𝑚𝑒𝐸 +

𝐸2

𝑐2
 

𝑚𝑒 being the electron rest mass in vacuum and c the speed of light. The Ewald sphere of keV 

electrons is orders of magnitude larger than the most in-plane distances between reciprocal 
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lattice rods generated in a perfect 2D surface, yielding a nearly planar cut through the first few 

Brillouin zones of the reciprocal lattice. Therefore, a perfectly flat and ordered surface should 

have spots lying on circular arrays (see Figure 2.3(a)). Any surface non ideality will be 

reflected in the reciprocal space construction, and consequently the RHEED pattern. For 

example, short-range lateral ordering of the surface (i.e. small domain size) will lead to 

broadening of the reciprocal lattice rods, resulting in wider and longer streaks, (see Figure 

2.3(b)). For a rough three-dimensional surface (Figure 2.3(f)) transmission of the electron 

beam through the islands will lead to the appearance of three-dimensional spots. 

2.1.1 The MBE growth window 

The MBE growth window refers to the pressure and temperature conditions at which a 

certain surface reconstruction, or a compound of a given phase/stoichiometry, can be stabilized 

(whether kinetically or thermodynamically). The pressure conditions typically include 

absolute growth rates and their ratios (in multi-element systems), and the substrate temperature 

is controlled typically through active infrared radiation heating with a resistive wire heater or 

conductive cooling through a conductive heating with a cold finger. Additional approaches to 

altering the growth window include modulated beam techniques through control over the 

shutter sequence [118], photoassisted deposition  [119], and the use of surfactants [44], which 

influence surface energies, atom reactivity, and surface mobility. 

The growth rate of epitaxial films in MBE chambers is of the order of sub-Angstroms per 

second to several microns per hour. Growth rates are often controlled by adjusting the effusion 

cell temperature, which impacts the partial pressure of the molecular beam reaching the 
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sample. The growth rate in an MBE chamber can be monitored using several common in situ 

tools, such as – 

RHEED oscillations: during layer-by-layer growth, the intensity of the RHEED 

diffraction pattern oscillates over the period corresponding to the growth of one layer. As the 

film coverage evolves from a flat plane (layer n) with complete coverage, θ=0, to a fractional 

new plane (layer n+1, 0<θ<1) back to full atomic coverage (layer n+1, θ=0), the RHEED 

pattern oscillates due to constructive/destructive interference from the same plane/multiple 

levels in a partially covered film, respectively. In Figure 2.4 an example of RHEED oscillations 

is provided for a heteroepitaxial nucleation of a lattice mismatched film. Multiple oscillation 

periods are observed with decreasing amplitude as the growth proceeds due to the gradual 

roughening of the sample surface (due to film relaxation and decreased adatom mobility). 

 
Figure 2.4. RHEED oscillations measured during MBE growth of In0.244Al0.756Sb nucleated at 340 oC on GaSb 

(001) at a growth rate of 0.7 bilayers /sec (2 bilayers per unit cell). The intensity of the specular RHEED spot is 

measured as a function of deposition time, where the oscillation period corresponds to the completion of a single 

bilayer. 

Beam flux monitor: A beam flux monitor is a hot cathode ion gauge introduced near the 

substrate in a position that intercepts the molecular beam. As atomic clusters/atoms are ionized, 

the current in the ion gauge relates to the relative pressure produced, but it cannot distinguish 

between the different atomic species that are produced. A beam flux monitor can be used to 

calibrate most molecular beams as long as their adsorption does not change the cathode work 
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function, an effect called ion gauge poisoning [120]. Furthermore, beam flux monitor readings 

are position sensitive and are affected by chamber design. Therefore, it is not an absolute gauge 

and is typically calibrated with other ex situ techniques. 

Quartz crystal microbalance (QCM): The mechanical resonance frequency of a quartz 

crystal depends on the mass of material deposited on the surface. A QCM is a device that 

measures the resonance frequency change as a function of deposition to determine the 

deposition rate. Similar to the beam flux monitor, the QCM is inserted near the substrate to 

obtain accurate readings of the beam flux. Because the QCM frequency is sensitive to 

mechanical vibrations and temperature, active cooling and stable temperatures are required. 

QCMs are particularly useful when measuring growth rates of elements evaporated with an 

electron gun since the stray magnetic field generated by the electron beam deflectors affect 

both ion gauge readings and electron beam paths in nearby RHEED electron guns. Similar to 

the beam flux monitor, the QCM does not provide an absolute reading. Additional ex situ 

calibration methods are needed to account for the geometry and position sensitivity of the 

QCM through a tooling factor correction.  

It is also common to perform ex situ thickness calibrations of MBE-grown films. 

Characterization approaches include Rutherford backscattering spectrometry (RBS), X-ray 

diffraction and reflectivity, ellipsometry, transmission electron microscopy, profilometry, and 

more. 

 In addition to determining the molecular beam flux, the substrate temperature in an MBE 

chamber is another parameter that can be tuned to control the growth kinetics such as 

bulk/surface diffusion, and could even influence the growth rate through partial evaporation 

of the impinging atoms. The fraction of incoming species remaining adsorbed on the substrate 
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is referred to as the sticking coefficient. For the materials studied in this dissertation, the 

sticking coefficient can be considered as equal to unity for most metal sources (Gd, Lu, Pt, Al, 

In, Ga) and less than one for group-V sources (Sb, Bi) depending on the surface temperature. 

 By adjusting the substrate temperature, and source material flux, the growth regime can 

be changed from a statistical growth regime (where there is minimal surface diffusion of 

impinging atoms) to a diffusional step-flow growth mode (maximum diffusion length of 

surface adatoms) [121]. Substrate temperatures are typically monitored with a thermocouple 

adjacent to the substrate, but depending on where the thermocouple is place, real temperature 

offsets could be as high as 100-150 OC degrees, or more. Therefore, additional in situ 

thermometry tools are used in MBE growth, among them thermal reconstructions/phase 

changes monitored with RHEED/pressure gauges, band-edge measurements in 

semiconductors, and pyrometry in metals and narrow-gap semiconductors. Band-edge 

thermometry in semiconductors relies on the temperature dependence of the bandgap and 

pyrometers are based on changes in black-body radiation of a sample with a known surface 

emissivity.  

Oxide thermal desorption temperatures on chemically prepared surfaces of III-V 

semiconductors (epi-ready) are commonly used to calibrate thermometry tools in III-V MBEs. 

The transition can be monitored both with RHEED and flux-gauge readings. Besides known 

desorption temperatures of layers, surface reconstructions occurring at known pressure and 

temperature windows can also be used to monitor substrate temperature. Finally, phase 

transition temperatures such as melting/sublimation points can also be employed for 

sample/heater calibrations. In all cases, systematic temperature ramp rates need to be employed 

due to the kinetic nature of many of these phase changes/chemical reactions. The temperature 
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ranges provided in this work were calibrated using multiple approaches, mainly relying on 

oxide thermal desorption, surface reconstruction changes, and pyrometry. Reliable calibrations 

of the real sample temperature were important for the semimetals grown in this work due to 

the limited temperature range of their growth window. 

2.1.2 Strain in epitaxial films 

MBE offers the ability to create pristine interfaces and surfaces, which are crucial for 

epitaxial strained/relaxed heterostructures. Thin films can develop built-in strain through 

heteroepitaxial (dissimilar material) growth of lattice-mismatched materials or in lattice-

matched systems due to thermal expansion mismatch. Strain and relaxation in epitaxial films 

are generally grouped into three categories: (i) homomorphic, the film and substrate are the 

same material; (ii) pseudomorphic, the film layer is fully strained to the substrate; and (iii) 

metamorphic, the film and substrate are lattice mismatched and the film is relaxed. The two 

latter cases present interesting novel functionality in electronic structure engineering and the 

design of band offsets in heteroepitaxial superlattices [122].  

In pseudomorphic growth, the epitaxial film is coherently strained in-plane to the 

underlying substrate and is thermodynamically stable as long as it remains below the critical 

relaxation thickness (Figure 2.5A, left). Film relaxation, i.e., plastic deformation of the film 

relieving the elastic energy, takes place when the elastic strain stored due to lattice mismatch 

(Es) surpasses the energy required to form a misfit dislocation  [123] or bend an existing 

threading dislocation [124] (Edislocation) or form any other stress-relieving defects such as cracks 

or hillocks [125,126]. The elastic energy associated with epitaxial films that are coherent with 

their substrates scales linearly with the film thickness, h [121]: 
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𝐸𝑠 = 2𝜇 (
1 + 𝜈

1 − 𝜈
) ℎ𝜖|| 

𝜈 is the Poisson's ratio and 𝜇 is the shear modulus. The energy required to form a dislocation 

of a mixed screw and edge character Edislocation equals [9]: 

𝐸𝑑𝑖𝑠𝑠𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 =
𝜇𝑏2

4𝜋
(

1 − 𝜈 cos2 𝛽

1 − 𝜈
) ln(4ℎ/𝑏) 

b is the burgers vector of the dislocation, and 𝛽 is the angle between the burgers vector and the 

dislocation line (cos 𝛽 = 1 for a screw component and 0 for an edge component). Both 

energies scale with film thickness and the crossing point between the two is defined as the 

critical thickness (hc).  

 
Figure 2.5. (A) The elastic strain energy ES in a lattice mismatched film increases linearly with film thickness, 

and the misfit dislocation energy Edislocation increases logarithmically with film thickness. A crossover between the 

two energies takes place at the critical thickness, hc. Before reaching hc (left), the epitaxial film is a pseudomorphic 

layer. After crossing hc (right), the film is partially relaxed or remains a metastable pseudomorphic layer. (B) A 

plot of the empirical law of hc vs average film strain εav, A0 is a constant accounting for geometric factors, forces 

on dislocations, and material elastic constants. 

Beyond hc (Figure 2.5A, right) the metamorphic layer has dislocations relieving the strain 

energy and the film is either partially or fully relaxed. According to Matthews and 

Blakeslee [124] the onset of relaxation takes place through the penetration of a threading 

dislocation from the substrate and bending at the epitaxial layer:  

ℎ𝑐 =
𝑏

8𝜋𝜖0 cos 𝜆
(

1 − 𝜈 cos2 𝛽

1 + 𝜈
) ln(4ℎ𝑐/𝑏) 
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𝜖0 being the maximum misfit strain and cos 𝜆 is the angle between the glide plane of the 

dislocation and the interface. Empirically, hc is found to scale inversely with the average strain 

(Figure 2.5B) [126], though most of the empirical studies and analytical models are limited to 

strain levels below 1-1.5% in Si/Ge and IIII-V compounds  [125].  

Metamorphic buffer layers are useful as virtual substrates for the subsequent growth of 

lattice-matched epitaxial thin films. For example, ternary and quaternary III-V compounds are 

not readily available as substrates but are routinely grown as metamorphic buffer layers. 

Various schemes have been proposed in order to reduce the threading dislocation density or 

the roughness of metamorphic buffer layers, such as tuning the growth temperature, deposition 

rate, and the introduction of abrupt interfaces or patterned substrates [122,126]. For example, 

the III-V metamorphic buffer layers studied in this dissertation were nucleated at low 

temperatures and high nucleation rates in order to avoid island growth. 

2.2 Angle-resolved photoemission spectroscopy 

Angle-resolved photoemission spectroscopy (ARPES) is a powerful technique used to 

probe the electronic band structure, Fermi surface, and many-body effects in materials. 

Through ARPES one can gain information on the lifetime of electronic states, from which the 

strength of interactions between electrons in the material is inferred. Early materials studied 

with ARPES included simple metals and cooperate superconductors, and more recently due to 

significant technical developments in photoelectron spectrometers and synchrotron light 

sources, ARPES measurements have become widespread and are now applied to a wide range 

of novel materials including low dimensional materials, topological materials, and new 

superconductors [11,127]. 



 

26 

 ARPES involves shining light (with a photon energy ℎ𝑣) onto a sample in UHV and 

measuring the kinetic energy (𝐸𝑘𝑖𝑛) and angle of emitted photoelectrons (𝜃) with a 

hemispherical analyzer (see Figure 2.6a and b) [128,129]. Due to energy conservation and in-

plane momentum conservation (where translational symmetry is preserved), the measured 

photoelectron obeys the following relations (assuming the azimuth angle is set to φ = 0): 

𝐸𝑘𝑖𝑛 = ℎ𝑣 − 𝑊𝐹 − 𝐸𝐵  

𝑘|| =
1

ℏ
√2𝑚𝑒𝐸𝑘𝑖𝑛 sin 𝜃 

𝑊𝐹 is the work function of the material; 𝐸𝐵 is the binding energy of the electron inside the 

sample; 𝑘|| is the parallel component (with respect to the sample surface) of the momenta of 

the photoelectron both in vacuum and in the sample; ℏ is the reduced Planck’s constant; 𝑚𝑒 is 

the electron rest mass; and 𝜃 is the emission angle with respect to the plane normal. By rotating 

the azimuth angle, φ, E-k|| cuts along different high-symmetry directions can be plotted, as 

shown in Figure 2.6c. 

In the out-of-plane momentum, there is no momentum conservation for the electron 

moving from the crystal to vacuum 𝑘⊥
𝑠𝑜𝑙𝑖𝑑 ≠  𝑘⊥

𝑣𝑎𝑐, due to the abrupt potential change across 

the interface breaking translational symmetry. Therefore, to determine 𝑘⊥
𝑠𝑜𝑙𝑖𝑑 the final state of 

the photoelectron in the solid is assumed to behave as a nearly free electron dispersion with an 

energy minimum of 𝑉0 (called the inner potential) which accounts for the discontinuity in 𝑘⊥ 

at the surface: 

𝑘⊥
𝑠𝑜𝑙𝑖𝑑 =

1

ℏ
√(ℏ𝑘⊥

𝑣𝑎𝑐)2 + 2𝑚𝑒𝑉0 =
1

ℏ
√2𝑚𝑒(𝐸𝑘𝑖𝑛 cos2 𝜃 + 𝑉0) 

One approach to finding the inner potential is through ℎ𝑣-dependent measurements, where 

the periodicity of the out-of-plane band dispersion 𝐸(𝑘⊥
𝑠𝑜𝑙𝑖𝑑) = 𝐸(𝑘⊥

𝑠𝑜𝑙𝑖𝑑 + 𝑛𝐺⊥) is mapped 
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(for 3D-like bands) when crossing between Brillouin zones n integer times by a reciprocal 

lattice vector 𝐺⊥. This approach also allows distinguishing 2D surface states from 3D bulk 

bands as surface states are not expected to disperse in 𝑘⊥.  

 
Figure 2.6. (a) The basic principle of ARPES measurements. Electrons in the solid absorb photons and escape 

into the vacuum as photoelectrons, which are collected by an electron analyzer. The emission angles θ and φ  of 

the photoelectron are indicated; hv is the photon energy. (b) Energetics of the photoemission process (Φ is the 

material’s work function, EF is the Fermi level, and EVAC is the vacuum level). (c) Simulated ARPES data 

showing the band structure of a 2D free-electron system, where kx and ky are the momenta in 

the x and y directions. (d) An illustration of an ARPES spectrometer and UHV chambers. Figure reprinted with 

permission from [11]. 

Photoemission measurements can be performed with light source energies ranging from a 

few eV to 1000 eV, where the photon energies determine the electron inelastic mean free path 

(IMFP, 𝜆𝐼𝑀𝐹𝑃) [130] and the range and resolution of both 𝑘⊥ and 𝑘||. The key advantage of 

operating at low photon energies in the vacuum ultraviolet (VUV) range is the higher 𝑘|| 

resolution for a given detector angular resolution. On the other hand, both 𝜆𝐼𝑀𝐹𝑃 and 𝑘⊥ are 

both worse for VUV light. The electron IMFP follows a universal curve that has a minimum 

near 20–100 eV, where the electron escape depth is only of the order of a few monolayers. 
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This high surface sensitivity imposes stringent requirements for clean and flat surfaces. 

Moreover, due to the position-momentum uncertainty principle, if the electron origin in the 

film plane-normal direction is known with high confidence then by definition 𝑘⊥ should 

experience high broadening: Δ𝑘⊥ ≈ ℏ/𝜆𝐼𝑀𝐹𝑃.  

2.2.1 Photoemission studies of quantum wells 

Quantum well photoemission studies have mostly been conducted on metallic thin films 

grown via MBE [131,132] and bulk crystals with extensive surface band-bending, resulting in 

quantum confinement of the bulk wave function [133]. ARPES can be used to determine 

quasiparticle lifetimes, band structures, substrate-film interactions, and phase shifts in 

quantum wells. However, atomically uniform films are necessary in order to avoid broad 

quantum-well state peaks caused by high film roughness [131].  

 
Figure 2.7. Schematic representation of wavefunctions for the first three states in a 1D quantum well box with a 

potential U(x) outside the well. Two cases are shown: an infinite potential barrier (orange), and a finite barrier, 

U0 (blue), and examples of the corresponding phase shifts at the film-vacuum (Φ𝑓𝑖𝑙𝑚−𝑣𝑎𝑐) and film substrate 

(Φ𝑓𝑖𝑙𝑚−𝑠𝑢𝑏) boundaries are provided. 

One spectroscopic approach to studying the degree of confinement of quantum well states 

at a given 𝑘|| in a thin film is the phase accumulation model [131,132,134]. The model is 

derived directly from the Bohr-Sommerfeld quantization condition for the existence of a 

quantum well state of a quantum number n:  
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2𝑘𝑧𝑑 + Φ𝑡𝑜𝑡 =  2𝜋(𝑛 − 1) 

where 𝑘𝑧 is the wavevector perpendicular to the film plane, d is the film thickness, and the 

total phase shift, Φ𝑡𝑜𝑡, is the sum of the phase shifts at each interface: Φ𝑡𝑜𝑡 = Φ𝑓𝑖𝑙𝑚−𝑣𝑎𝑐 +

Φ𝑓𝑖𝑙𝑚−𝑠𝑢𝑏. In the ideal case of a quantum well with infinite potential boundaries (see Figure 

2.7), we arrive at a standing wave solution: Φ𝑡𝑜𝑡 = 2𝜋𝑛, where each interface has a reflection 

of 𝜋. If the phase shift of a given interface is small and approaches 0, there is significant spilling 

of the electron density into the underlying substrate.  

The film-vacuum phase shift can be calculated using the Wentzel, Kramers, and Brillouin 

(WKB) approximation for a pure image potential [132]: 

Φ𝑓𝑖𝑙𝑚−𝑣𝑎𝑐 = 𝜋 (√
3.4

𝑊𝐹 − 𝐸
− 1) 

where WF is the work function of the film surface.  The quantum well states are assumed to 

follow a certain 𝐸(𝑘𝑧) dispersion that can be extracted either computationally or empirically. 

Assuming Φ𝑡𝑜𝑡 is only a function of the binding energy for the quantum numbers n, and n’, 

and by solving equation the Bohr-Sommerfeld quantization condition for two different 

quantum well states (𝑛’, 𝑛) with the same binding energy (𝐸) but different film thicknesses 

(𝑑’, 𝑑)  [131]: 

𝑘𝑧(𝑑’, n’) = 𝑘𝑧(𝑑, n) →  𝑘𝑧 =
𝜋

2

𝑛 − 𝑛’

𝑑’ − 𝑑
 

the out-of-plane dispersion 𝐸(𝑘𝑧) is mapped, and from that relation the total phase shift can 

be found. For example, if there is a linear dispersion 𝐸 = 𝛼𝑘𝑧 + 𝛽 the total phase shift, Φ𝑡𝑜𝑡, 

for a given quantum state 𝑛 can be extracted from the slope in the binding energy vs. inverse 

thickness [72]: 
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𝐸 = 𝛼 [
2𝜋(𝑛 − 1) − Φ𝑡𝑜𝑡

2𝑑
] + 𝛽 =

𝛼

2𝑑
 [2𝜋(𝑛 − 1) − Φ𝑡𝑜𝑡] + 𝛽 

Once Φ𝑡𝑜𝑡 and Φ𝑓𝑖𝑙𝑚−𝑣𝑎𝑐 are found, Φ𝑓𝑖𝑙𝑚−𝑠𝑢𝑏 can be calculated and the degree of confinement 

potential in the quantum well can be assessed. 

2.3 Magnetotransport 

Electrical and magnetotransport characterization of thin films can provide a plethora of 

information on basic material properties and serve as the most direct method to explore 

potential applications in electronic devices. Experiments can range from the diffusive classical 

transport to the ballistic or diffusive quantum transport regime, depending on the material 

properties and device geometry [135]. In this section, we will focus on electrical measurements 

for extracting fundamental information such as charge carrier concentrations, mobilities, and 

carrier scattering times.  

2.3.1 Hall effect and length scales 

The Hall measurement technique is based on the Lorentz force law: when a magnetic field 

is applied perpendicular to a current path flowing in a material, a voltage difference is 

generated across the material in a direction perpendicular to both the current and the magnetic 

field. This voltage difference, known as the Hall voltage, VH is given as: 

VH =
𝑅𝐻𝐵𝐼

𝑑
 

where 𝑅𝐻 is the Hall coefficient, B is the magnetic field, I is the current, and d is the thickness 

of the conducting sample/film. In a simple model of a three-dimensional (3D) sample with a 

single type of charge carrier, the Hall coefficient provides information on the carrier density: 
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𝑅𝐻𝑑 = 𝜌𝑥𝑦 =
1

𝑛3𝐷𝑞
 

𝜌𝑥𝑦 being the Hall resistivity, q contains information on the sign and charge of the carrier (-

1.602×10-19 C for electrons), and n3D is the 3D carrier density. For a two-dimensional (2D) 

system, the equation is updated to find the 2D carrier density, n2D: 𝑛2𝐷 = 𝑛3𝐷𝑑. In addition to 

the density and type of charge carriers participating in transport, one can also extract their 

mobility 𝜇 by combining Hall measurements with longitudinal resistance measurements which 

provide information on the sheet resistance Rs: 

𝑅𝑠𝑑 = 𝜌𝑥𝑥 =
1

𝑛3𝐷𝑞𝜇
 

Both measurements require a 4-point-probe setup  [136] that includes the van der Pauw 

geometry [137] shown in Figure 2.8A or the Hall bar presented in Figure 2.8B [138]. In section 

2.3.3, we will discuss various scaling effects of Hall and longitudinal resistance with a 

magnetic field. The charge carrier mobility relates to the relaxation time (𝜏) and effective mass 

(m*): 

𝜇 =
𝑞𝜏

𝑚∗
 

High carrier mobilities are typically obtained in high-quality epitaxial systems with low 

defect densities (leading to fewer scattering events) and relatively small effective mass 

(determined by the electronic band structure). In the diffusive transport regime where the 

Drude model applies (that is, scattering takes place on length scales that are small compared 

to the size of the sample) one can find the mean free path, 𝑙, from the measured scattering time 

extracted from the sample mobility. The mean free path is defined as the average distance that 

charge carriers travel before backscattering: 
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𝑙 = 𝑣𝐹𝜏 

Where the Fermi velocity, 𝑣𝐹 relates to the carrier density via: 𝑣𝐹 =
ℏ𝑘𝐹

𝑚∗
 and the Fermi 

wavevector, 𝑘𝐹 in a 2D/3D system equals: 

𝑘𝐹 = √
4𝜋𝑛2𝐷

𝑔𝑠𝑔𝑣
= √

6𝜋2𝑛3𝐷

𝑔𝑠𝑔𝑣

3

 

𝑔𝑣 being the valley degeneracy, and 𝑔𝑠 is the spin degeneracy. 

 

Figure 2.8. (A) Schematic of a van der Pauw sample in square geometry (B) Schematic of a standard 6-contact 

Hall bar showing the longitudinal (Vxx) and transverse (Vxy) voltage (C) Sketch of Landau tubes for an ellipsoidal 

Fermi surface. As the magnetic field increases, the Landau level separation increases as they move through the 

Fermi surface, leading to quantum oscillations. (D) Schematic showing the variation in the amplitudes and 

frequency of sdH oscillations for materials with high, ↑, and low, ↓, quantum mobility, mq, as a function of 

temperature, T, and carrier density, n. The slopes are changed for clarity. 

 Scattering lengths depend on the scattering mechanism and the physical quantity that is 

preserved, such as elastic (𝑙𝑒) / inelastic(𝑙𝑖) lengths for energy conservation, or phase-breaking 

lengths (𝑙φ) for coherent interference. The current path in the sample (L) and the ratio of 

different mean free paths are important as they define different transport regimes. For example, 

the elastic scattering length, 𝑙𝑒 (energy being conserved when scattering from impurities, 

boundaries, etc.) defines the ballistic (𝐿 ≤ 𝑙𝑒) vs. diffusive (𝐿 ≫ 𝑙𝑒) transport regimes. 

Quantum diffusive (𝐿 > 𝑙φ > 𝑙𝑒) vs. classical diffusive (𝐿 > 𝑙𝑒 > 𝑙φ) transport typically 

depends on the sample temperature and the type of scattering sites.  
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2.3.2 Shubnikov-de Haas oscillations 

In high magnetic fields, the quantization of charge carrier states also needs to be considered 

and depends on the ratio of the cyclotron radius, 𝑙𝑐, vs. the mean free path. The cyclotron orbit 

𝜔𝑐 and cyclotron radius 𝑙𝑐 are defined as: 

𝜔𝑐 =
𝑞𝐵

𝑚∗
   ,   𝑙𝑐 =

ℏ𝑘𝐹

𝑒𝐵
 

When 𝜔𝑐𝜏𝑞 = 𝜇𝑞𝐵 ≫ 1 (𝜏𝑞 and 𝜇𝑞 being the quantum scattering time and mobility) 

carriers move in small cyclotron orbits prior to being scattered by other means, leading to 

oscillatory magnetoresistance as the magnetic field strength is changed. The cyclotron orbits 

in k-space are confined in their area to the Fermi surface in tubes called Landau levels (see 

Figure 2.8C) with an energy spacing of ℏ𝜔𝑐, and the area is quantized in units proportional to 

B. As the magnetic field increases the number of Landau levels crossing the Fermi contour 

area changes, leading to variations in carrier densities. In a 3D Fermi surface, the highest 

sensitivity to area variations is obtained for the extremal cyclotron orbits. These periodic 

quantum oscillations in resistance ΔR vs. 1/B are known as the Shubnikov–de Haas (SdH) 

effect, see Figure 2.8D.  

The SdH effect is observed in high-mobility materials at high magnetic fields and low 

temperatures. Information on the Fermi surface geometry, scattering times, density, and 

effective mass of charge carriers is typically obtained and it serves as a powerful approach for 

characterizing high-quality crystals. High quantum mobilities are necessary for SdH 

oscillations in order to avoid scattering prior to the completion of a cyclotron orbit. Moreover, 

the intensity of the oscillations depends on the sample temperature due to the thermal 

broadening of the quantum states, therefore – 
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𝑘𝐵𝑇 < ℏ𝜔𝑐 =
ℏ𝑞𝐵

𝑚𝑞
∗

 

Quantum oscillation carrier densities are calculated from the fast Fourier transform 

frequency of the SdH oscillations fFFT, using the Onsager relation: 𝑓𝐹𝐹𝑇 =
Φ0𝐴𝑒𝑥𝑡

2𝜋2  . Φ0 is the 

magnetic flux quantum, and 𝐴𝑒𝑥𝑡 is the extremal orbit area for the band. For an ellipse cross-

section: 𝐴𝑒𝑥𝑡 = 𝜋𝑘𝐹
𝑎𝑘𝐹

𝑏 (a and b being the minor and major axes). The Fermi surface volumes 

are then calculated from the SdH Fermi wave vectors, assuming the Fermi surface shape is 

known either from magnetic field angle-dependent measurements (i.e. the magnetic field is 

rotated from the sample normal towards the current path) or other techniques such as 

DFT/ARPES and more. 

2.3.3 Magnetoresistance and multicarrier analysis 

In contrast to the stringent requirements necessary to observe the SdH effect, Hall and 

longitudinal magnetoresistance measurements can be performed in low-mobility/disordered 

systems and at relatively high temperatures. However, the interpretation of the results is 

typically challenging in multicarrier/valley systems where the number of parameters might be 

relatively large. Moreover, the analysis does not account for changes in scattering 

times/mechanisms as the magnetic field is varied, such as metamagnetic transitions, defect 

scattering, or quantum diffusive localization effects.  

In typical single-carrier systems, longitudinal magnetoresistance increases quadratically 

with the magnetic field and saturates at high fields (for a closed cyclotron orbit) [139]. The 

Hall resistance also increases linearly with the magnetic field. However, a non-saturating linear 

magnetoresistance is possible also in a single-carrier system for two cases: (a) A highly-
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ordered high-mobility crystal at the extreme quantum limit, where only a single quantum state 

is populated; and (b) an inhomogeneous conductor with a high-mobility matrix containing low-

mobility islands leading to multiple- electron scattering [140]. Finally, magnetoresistance is 

also sensitive to geometric effects in metal-semiconductor hybrid structures, which were 

shown to have extraordinary magnetoresistance [53]. 

 In materials containing more than one type of charge carrier (for example, either due to 

multiple valleys/bands, or parallel conduction from several layers) the total conductivity of all 

N carriers is assumed to be additive for each carrier type i, and one needs to simultaneously fit 

σxx
totand σxy

tot in order to obtain a reliable result: 

σxx
tot = ∑ σxx

i𝑁
𝑖 = ∑

𝑞𝑖𝑛𝑖𝜇𝑖

1+(𝜇𝑖𝐵)2
𝑁
𝑖    σxy

tot = ∑ σxy
i𝑁

𝑖 = ∑
𝑞𝑖𝑛𝑖𝜇𝑖

2𝐵

1+(𝜇𝑖𝐵)2
𝑁
𝑖   

and the longitudinal and Hall resistivity are then found:  

𝜌𝑥𝑥 =
σxx

tot

(σxx
tot)2+(σxy

tot)
2   𝜌𝑥𝑦 =

σxy
tot

(σxx
tot)2+(σxy

tot)2 

The result of these added terms is that in multicarrier systems a non-linear Hall resistance 

can emerge, and the longitudinal resistivity can continuously rise even at high fields. Under a 

specific condition of high charge carrier mobilities, and nearly equal hole and electron charge 

densities (i.e. charge compensation) and mobilities, the longitudinal resistance is expected to 

rise quadratically with magnetic field without saturating [139]. This extreme 

magnetoresistance (XMR) condition is fulfilled by several trivial and topological 

semimetals [55,61] exhibiting high carrier mobilities and charge compensation.  

  



 

36 

3 Epitaxial growth, magnetoresistance, & electronic band 

structure of GdSb films 

3.1 Introduction 

Motivated by observations of extreme magnetoresistance (XMR) in bulk crystals of rare-

earth monopnictide (RE-V) compounds and emerging applications in novel spintronic and 

plasmonic devices based on thin-film semimetals, we have investigated the electronic band 

structure and transport behavior of epitaxial GdSb thin films grown on III-V semiconductor 

surfaces. The Gd3+ ion in GdSb has a high spin S=7/2 and no orbital angular momentum, 

serving as a model system for studying the effects of antiferromagnetic order and strong 

exchange coupling on the resulting Fermi surface and magnetotransport properties of RE-Vs. 

To explore the potential for novel magnetoresistive RE-V semimetal devices, it is necessary 

to map the electronic structure of RE-V thin films and study the degrees of freedom that could 

help tune magnetoresistance, such as magnetic order transitions, quantum confinement effects, 

and defect scattering. 

Here, we report the growth, ARPES, and magnetotransport of epitaxial lattice-matched 

GdSb films grown on III-V buffer layers via MBE. To our knowledge, this is the first report 

on the synthesis conditions and electronic properties of epitaxial GdSb thin films. As a member 

of the RE-V family, GdSb shares the common features of antiferromagnetic ordering [141] 

and an unusually high magnetoresistance [142], with previous magnetotransport reports of 

GdSb bulk crystals presenting magnetoresistance values up to 12500% [142]. From a thin-film 

synthesis perspective, GdSb is a relatively straightforward RE-V to grow epitaxially on III-V 

semiconductors. Lighter rare-earth elements tend to be more reactive [143] and form more 
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stable competing RE-Sb2 phases [144]. Gd-V compounds serve as favorable model systems 

for studying magnetoresistive and magnetic scattering behavior in RE-V semimetals due to a 

relatively simple magnetic phase diagram, lack of orbital angular momentum, and deep-lying 

occupied 4f bands leading to a smaller p-f mixing than observed in Ce-Vs [52].  

GdSb is a classical Heisenberg antiferromagnet (AFM), where Gd3+ ions with S=7/2, L=0 

order as a type-II AFM at 24 K [141,145], such that the Gd magnetic moments are ordered 

ferromagnetically along the 〈112̅〉 directions, and adjacent {111} planes are coupled 

antiferromagnetically. The magnetic phase diagram of GdSb has an AFM phase that transitions 

to a spin-flop phase at very low fields (0.2 T at 4 K, B||〈001〉). As the magnetic field increases, 

the spin-flop phase remains stable and linearly increases in magnetization until a critical field 

of 34.5 T is reached [141]. Due to the large distance of the 4f electrons from the Fermi level, 

the occupied 4f levels have weak coupling to the valence band p-orbitals, whereas significant 

d-f Coulomb exchange interaction results in exchange splitting of the electron conduction band 

when magnetic fields are applied. In the spin-flop phase, the exchange splitting of the electron 

pocket band should increase linearly with magnetic field due to spin reorientation. The 

magnetization in GdSb was shown to increase linearly up to the critical field of 34.5 T, after 

which GdSb enters a forced ferromagnetic phase [141]. 

Apart from magnetoresistive devices, synthesizing RE-Vs as thin films subject to biaxial 

strain and confinement effects also presents an opportunity to tune their band-structure 

topology. While only RE-V bulk crystals with high spin-orbit coupling and large lattice 

parameters (XBi, X=La-Gd) were found to host topological semimetal states [146–148], recent 

studies suggest that Sb- and As-based RE-Vs subject to high pressure could also transition into 

a nontrivial topological phase [149,150]. Having a lattice parameter a=6.219 Å [142], GdSb is 
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uniquely positioned between InSb (6.4794 Å) and GaSb (6.0959 Å)/AlSb (6.1355 Å), allowing 

tensile and compressive biaxial strain to be tuned by the underlying semiconducting III-V 

buffer layer structure. Further, epitaxial films of GdSb can serve as high-quality buffer layers 

that also aid as diffusion barriers for integrating reactive layers on III-V semiconductors [151]. 

The synthesis of thin films of GdSb also opens up more opportunities to study quantum size 

effects in RE-Vs, where quantum confinement was shown to alter carrier compensation and 

differentially affect the mobility of electron- and hole-like carriers [57,58,152]. In addition to 

improving the fundamental understanding of magnetotransport properties in GdSb, our 

electronic structure study can be used to engineer plasma resonance frequencies in RE-Vs and 

semimetal films for plasmonic mid-infrared optoelectronic applications [153]. 

3.2 MBE growth of GdSb 

The GdSb films were grown in a modified VG V80H III-V MBE growth chamber with a 

base pressure <5x10-11 Torr. High purity Gd (4N, Materials Preparation Center, Ames 

Laboratory), Ga (7N, United Mineral and Chemical Corporation, UMC), Al (6N5, UMC) In 

(7N, UMC), and Be were evaporated from effusion cells, and Sb (7N, UMC) was supplied 

from a valved cracker cell as Sb2. GaSb wafers (Wafer Technology Ltd.) were mounted on 

tungsten or tantalum substrate holders by Gallium bonding, and the temperature of the 

substrate was measured using a thermocouple and infrared pyrometer set to an emissivity of 

0.62-0.67 (calibrated at 540°C, the thermal desorption temperature of the GaSb surface oxide 

under Sb2 overpressure). Epi-ready semi-insulating GaSb (001) wafers were used for 

magnetotransport measurements, with significant charge carrier freeze-out expected below 80 
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K. For photoemission and scanning tunneling microscopy (STM) studies, conductive p-type 

Zn:GaSb (001) wafers were used, followed by p-type Be-doped III-V buffer layers.  

 Atomic fluxes for Al, Ga, In, and Sb2 were measured with an ion gauge (excluding Gd to 

avoid cathode poisoning due to the high reactivity and oxidation tendency of Gd [120]) and 

calibrated against RHEED intensity oscillations for Sb-rich surface reconstructions (In, Ga, Al 

flux) and Ga-rich surfaces (Sb flux) on GaSb (001). The GdSb RHEED intensity oscillations 

during growth were taken after several monolayers of GdSb film growth so as not to be affected 

by an embedded growth mode [46]. 

 
Figure 3.1. RHEED patterns measured along the [11̅0] and [010]  azimuths for the (a-b) GaSb substrate, (c-d) 

InAlSb metamorphic buffer layer, and (e-f) GdSb film. (g) GdSb RHEED intensity oscillations, and (h) a 

schematic of the experimental MBE growth window diagram, showing ideal GdSb growth conditions marked by 

a star. Figure reprinted with permission from [154]. 

After GaSb (001) native oxide desorption, a ~100 nm thick GaSb buffer layer was grown, 

followed by a ~1μm metamorphic buffer layer grown to match the GdSb bulk lattice constant 

of 6.219Å [142]: In0.25Al0.75Sb for transport measurements (referred to as InAlSb), and Be-

doped In0.32Ga0.68Sb (referred to as InGaSb) for photoemission studies. The buffer layer was 

nucleated at 340-350°C and grown <370°C at a rate of ~2.2 Å /sec. The coherent growth of 

lattice-matched films was studied in situ with RHEED (see Figure 3.1) and confirmed ex situ 

with X-ray diffraction (XRD) measurements (see Figure 3.2). Streaky RHEED patterns were 

seen in all layers, suggesting smooth and epitaxial films. Figure 3.1(a-f) shows the evolution 

of the RHEED pattern during GdSb (001) epitaxial growth. An Sb-rich C(2×6)/(1×3)  surface 

reconstruction is present for all III-V layers, which evolves into a (1×1) un-reconstructed 
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surface diffraction pattern upon GdSb growth. The GdSb growth rate was 0.03 unit cells/sec 

(0.187Å/sec), yielding weak RHEED intensity oscillations (Figure 3.1(g)). The elemental Gd 

flux was also determined ex situ from the finite film thickness fringes measured by XRD. 

Nearly stoichiometric growth conditions resulted in the highest quality GdSb, especially when 

grown directly (strained) on GaSb. 

Maintaining the narrow growth window of GdSb (see Figure 3.1(h)) becomes challenging 

for thick film growth (>30 nm) due to unintentional radiative heating from the Gd effusion cell 

changing the substrate temperature. Growths with high Sb2 fluxes or too low temperatures 

(<420°C) led to a significant amount of solid Sb adsorbed on the surface resulting in a hazy 

polycrystalline ring observed in RHEED, whereas too low of an Sb2 flux or high-temperature 

growths led to Ga and In adatoms to accumulate on the surface and react with excess Gd, 

determined from 3D diffraction patterns seen in RHEED. A thin interlayer (~4 monolayers) of 

AlSb was added in an effort to expand the GdSb growth window to higher temperatures and 

lower Sb flux (Figure 3.1(h)) while mitigating any potential Gd-In interfacial exchange 

reactions [143] or displacement of In atoms to the surface [46]. Following GdSb growth and 

before removal from vacuum, the GdSb films were protected from degradation in the air by 

capping in another interconnected vacuum system with an amorphous AlOx layer deposited by 

e-beam evaporation of Al2O3 at room temperature. 

Structural quality, crystal order, and film thickness were monitored ex situ with triple-axis 

XRD and X-ray reflectivity (XRR) oscillations. Figure 3.2(a) shows a wide-range θ-2θ XRD 

scan of the GdSb film grown on a GaSb (001) substrate and InAlSb buffer layer, revealing no 

additional peaks from impurity phases. A high-resolution triple-axis XRD scan near the (002) 

peak in Figure 3.2(b) shows exact out-of-plane lattice matching between the GdSb film and 
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the InAlSb metamorphic buffer layer. The Pendellösung fringes indicate abrupt interfaces, and 

the extracted GdSb thickness values agree with in situ flux calibrations using RHEED 

oscillation. A schematic of a typical heterostructure grown for magnetotransport 

measurements is shown in an inset in Figure 3.2(b). 

 
Figure 3.2. (a) Out-of-plane θ-2θ XRD scan for a 10-nm-thick lattice-matched GdSb film grown on InAlSb/GaSb 

(001). The InAlSb and GdSb layers are indexed with a circle, and the GaSb substrate with a triangle. (Inset) 

Crystal structure and epitaxial relationship of the GdSb/III-V structure, with the magnetic structures for the type-

II AFM ground state of GdSb shown. (b) Zoom-in on the (002) reflection; the inset shows the sample 

heterostructure. Figure reprinted with permission from [154]. 

Surface cleanliness, stoichiometry, and Gd speciation were monitored with in situ X-

ray photoelectron spectroscopy (XPS). The XPS measurements of a 30 nm thick GdSb film in 

Figure 3.3(a-c) were performed at UC, Santa Barbara, using monochromic Al k𝛼1 as the X-

ray source (1486.6 eV) at an emission angle of 55 in a Surface Science Laboratories SSX-

100 ESCA system. XPS analysis of the Gd 4d, 3d, and Sb 3d core levels in Figure 3.3(a-c) 

confirms stoichiometry is achieved (Sb:Gd=1.04:1, within the uncertainty of XPS without a 

reference standard sample and accounting for the photoemission cross sections). The Gd 3d 

and 4d spectra and loss features are consistent with previous XPS studies of bulk GdSb [155]. 
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The GdSb films showed no signs of contamination in vacuo, i.e., the oxygen and carbon levels 

at the surface were below the XPS detection limit.  

 
Figure 3.3. In situ XPS of the (a) Sb 3d, (b) Gd 3d5/2, (c) and Gd 4d core levels. (d) UPS scan of the Gd 4f core 

level collected for in vacuo transferred GdSb films. Figure reprinted with permission from [154]. 

Vacuum ultraviolet (VUV)-light ARPES measurements in the 20-100 eV range were 

performed on 4- and 20-nm-thick (i) in vacuo transferred GdSb films, and (ii) Sb-capped, air-

exposed, and Sb-decapped GdSb films. A custom-built vacuum suitcase with a base pressure 

<1×10-10 Torr was used for transferring films from the growth chamber at the University of 

California, Santa Barbara, to beamline 10.0.1.2 at the Advanced Light Source (ALS) in 

Berkeley. At the SLAC National Accelerator Laboratory, Sb-capped films were studied at 

beamline 5-2 at the Stanford Synchrotron Radiation Lightsource. Ultraviolet photoemission 

spectroscopy (UPS) of the Gd 4f and Sb 4d core levels was collected for the in vacuo ALS 

transferred GdSb films and the SLAC Sb-capped films (after Sb desorption). We confirmed 
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the chemical stability of the GdSb films in both cases by the absence of any oxidized 

components or oxygen 2s peak. In Figure 3.3(d), a single Gd 4f peak is observed at 8.68 eV, 

indicating no oxidation. Our UPS scan agrees with the predicted deep-lying energy position of 

the occupied 4f levels in our DFT calculations, ~8.2 eV below the Fermi level. 

The film surface morphology was investigated with Nomarski optical microscopy and 

scanning probe microscopy. The final surface morphology and nucleation of the GdSb films 

were studied at room temperature with in situ scanning tunneling microscopy (STM) and ex 

situ atomic force microscopy (Figure 3.4). In Figure 3.4, the cross-hatched pattern originates 

from misfit dislocations in the underlying relaxed InAlSb buffer layer. 

 
Figure 3.4. In situ STM images of (a) III-V lattice-matched buffer layer: 2-nm AlSb/200-nm In0.25Al0.75Sb/GaSb 

(001), and (b) 30-nm-thick GdSb grown on the lattice-matched buffer-layer structure. Ex situ atomic force 

microscope image of Al2O3 capped 30-nm GdSb films grown on the In0.25Al0.75Sb layer (c) without and (d) with 

an AlSb interlayer. Figure reprinted with permission from [154]. 

Figure 3.4(c-d) shows a decrease in the surface roughness of 30-nm GdSb films grown 

with an AlSb interlayer, suggesting the higher stability of the AlSb surface at low Sb2 

overpressure could play a role in high-quality GdSb growth. A relatively flat surface is 

achieved for the metamorphic buffer layer grown at low temperatures, as measured with in situ 

STM in Figure 3.4(a). From the similar topography range in Figure 3.4(b-d), a thickness of 5 

nm of the amorphous Al2O3 capping layer appears to passivate the GdSb surface without 

continuing reactions after removing the sample from a vacuum environment. 
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3.3 Electronic band structure of unstrained GdSb studied via ARPES & DFT 

ARPES measurements performed on a 20-nm-thick GdSb film are presented in Figure 3.5 

and Figure 3.6. In Figure 3.5(b), we observe an ellipsoidal electron pocket (α) at the bulk X 

point, two nearly spherical light-hole (β) and spin-orbit split-off bands (γ) at the bulk Γ point, 

and a warped heavy-hole band (δ) resembling a square Fermi surface. The Fermi surface of 

the GdSb film is consistent with previous reports for other RE-Vs [55,147,148,156–158] and 

our DFT calculations in Figure 3.5(g). Fits to all bulk bands near the Fermi level are presented 

in Figure 3.6, and the resulting Fermi wave vector values, band extrema, and calculated carrier 

densities (Table 3.1) are compared against DFT-extracted values (Table 3.2). The ARPES 

Fermi wave vectors are closer to the AFM phase DFT predictions than the nonmagnetic phase. 

Based on the estimated Fermi volumes from the ARPES data, the 20-nm-thick GdSb film 

shows similar hole and electron carrier densities, with an electron/hole ratio of ne/nh=0.84. The 

4-nm-thick GdSb films studied with ARPES also showed a semimetallic band structure. 

The 20-nm-thick GdSb film displays multiple quantum-well states confirming smooth 

conformal growth. The hole band quantum-well states are seen in Figure 3.5(c-d) and are 

particularly visible near Γ̅ for the γ pocket and M̅ for the δ pocket in Figure 3.6(a-d). The 

electron pocket quantum well states are presented in Figure 3.5(e) and Figure 3.6(e-h). At 20 

nm, the GdSb film is still not at the bulk limit for all charge carriers, evidenced by the high 

number (>10) of finely-spaced quantum-well subbands in the δ hole pocket. The electron 

pocket shows fewer subbands crossing the Fermi level with a larger energy separation (Figure 

3.5(e)) due to the smaller effective mass along the minor axis of the ellipsoidal electron pocket, 

suggesting that the electron band is strongly affected by quantum confinement.  
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Figure 3.5. (a) Rocksalt bulk three-dimensional Brillouin zone and (001) surface projection, with E-k scan 

directions in panels (c-e) highlighted with arrows along X̅ − Γ̅ − X̅ (purple, c), M̅ − Γ̅ − M̅ (red, d), and Γ̅ − M̅ −
Γ̅ (green, e). (b) hν=60 eV (kz=Γ) Fermi surface map at EF showing the hole-like bands (β, δ) and electron-like 

(α) bands. (c-d) Band dispersion of the hole pockets and (e) the electron pockets, presenting quantum-well states 

in all three bands. (f) Relative mass enhancement of electrons in the quantum-well subbands (mn) with respect to 

the lowest level mass (m0) as a function of the minimum band energy. (g) DFT-calculated band structure of GdSb 

in the antiferromagnetic (AFM) and nonmagnetic (NM) states. The AFM gap is predicted to form along the 〈111〉 
direction, and the spectral weight of the AFM folded band along Γ − L is reflected in the line transparency. Figure 

reprinted with permission from [154]. 

 Measurements of the electron pocket (Figure 3.5(e)) along Γ̅ − M̅ − Γ̅ show both the 

expected W − X1 − W band dispersion from the kz = Γ zone center along the minor axis, as 

well as the neighboring Brillouin-zone electron-pocket band dispersions at kz = X3 along the 

electron pocket major axis Γ − X2 − Γ. The nearly identical dispersions along the major axis 
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of the electron pocket at different photon energies in Figure 3.6(e-h) result from the high kz 

broadening expected for the VUV light used in the ARPES measurements [148]. 

 
Figure 3.6. ARPES data and overlaid fit to the bands for positive wave vectors. The β, γ, and δ hole pockets along 

(a,b) X̅ − Γ̅ − X̅, and (c,d) M̅ − Γ̅ − M̅. The α electron-pocket minor axis and major axis quantum well subbands 

along  Γ̅ − M̅ − Γ̅ at the (e) Γ plane (hν=60 eV) and (f) X plane (hν=94 eV). (g-h) Second-derivative plots 
∂2I

∂E2 of 

(e-f), respectively, enhancing the dispersive features of the raw data. Figure reprinted with permission from [154]. 

In Figure 3.5(f), the electron pocket effective mass enhancement along the major elliptical 

axis is calculated for the first four subbands near the Fermi level. Since thick GdSb films are 

expected to have weak electron correlation effects, the enhanced mass in the subbands with 

minima closer to the Fermi level is explained by the highly linear and nonparabolic dispersion 

of the electron pocket. A similar trend was recently observed for IrO2 [159]. The ability to alter 

the total carrier density and average effective carrier mass in GdSb quantum-wells through 

thickness tuning suggests another route to controlling magnetoresistance in RE-V films [160]. 

The DFT HSE06 band structure calculations for the AFM and nonmagnetic phases are 

presented in Figure 3.5(g) and appear to overlap at the Fermi level. The HSE06 AFM 

calculations matched our ARPES measurements and were shown to accurately describe the 
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carrier concentrations and electronic bandgap at the bulk 𝑋 [60,158]. See Table 3.1 and Table 

3.2 for a comparison of ARPES and DFT Fermi wave vectors and band extrema at the 𝑋 and 

Γ high-symmetry points.  

Table 3.1. Fermi surface of a 20-nm-thick GdSb film. Band extrema energy positions, Fermi wave vectors, 𝑘𝑓, 

effective masses (m*), and charge-carrier densities (n) obtained from the ARPES measurements. Further details 

on calculations and data analysis are provided in section 3.5. 

Fermi  

surface 

Band extrema (eV) 
𝐤𝑭 (Å−𝟏) 𝐦∗ (𝐦𝟎) 𝐧 (𝟏𝟎𝟐𝟎𝐜𝐦−𝟑) 

𝚪 𝐗 

α NA 
-0.39 

(±0.01) 

Minor 

Major 

0.084 (±0.014) 

0.36 (±0.03) 

Minor 

Major 

0.13 (±0.03) 

1.73 (±0.29) 

3*nα 

2.56 (±0.6) 

γ 
-0.21 

(±0.01) 

-3.12 

(±0.01) 
Does not cross the Fermi level 

β NA -1.37 

(±0.01) 

Γ̅ − M̅ 

Γ̅ − X̅ 

0.10 (±0.01) 

0.100(±0.003) 
Γ̅ − M̅ 

Γ̅ − X̅ 

0.19 (±0.02) 

0.17 (±0.01) 
0.34 (±0.04) 

δ 
0.31 

(±0.06) 

-0.60 

(±0.01) 

Γ̅ − M̅ 

Γ̅ − X̅ 

0.23 (±0.03) 

0.170 (±0.002) 
Γ̅ − M̅ 

Γ̅ − X̅ 

0.40 (±0.08) 

0.28 (±0.01) 
2.72 (±0.8) 

 

Table 3.2. Band energies and Fermi wave vectors obtained from DFT HSE06 calculations for (a) the nonmagnetic 

phase, (b) the AFM phase, and (c) the FM phase (spin up/down bands, accordingly). Carrier densities extracted 

from the DFT density of states of the nonmagnetic phase are compared against the analytical calculation of carrier 

density using the ellipsoid model for the electron pocket and the sphere model for the hole bands (marked with 

*). Further details on calculations and data analysis are provided in section 3.5. 

Fermi  

surface 

Band extrema (eV) 
𝐤𝑭 (Å−𝟏) 

𝐧 (𝟏𝟎𝟐𝟎𝐜𝐦−𝟑) 

 𝜞 𝑿 

α NA 

(a) -0.48 

(b) -0.43 

(c) -0.13/ -0.61 

Minor, 

Major 

(a) 0.103, 0.402 

(b) 0.101, 0.383 

(c) 0.054/0.111, 0.205/0.461 

(a) 4.20 

(4.32*), 

(c) 3.61 

γ 

(a) -0.05 

(b) -0.19 

(c) -0.13/-0.26 

(a) -3.31 

(b) -3.30 

(c) -3.15/-3.33 

Does not cross the Fermi level 

β 

(a) 0.85 

(b) 0.67 

(c) 0.74/0.44 

(a) -1.28 

(b) -1.33 

(c) -1.29 

Γ̅ − M̅ 
(a) 0.151, (b) 0.139,  

(c) 0.140, 0.133 
(a) 1.18 

(1.08*),  

(c) 0.92 Γ̅ − X̅ 
(a) 0.144, (b) 0.139, 

 (c) 0.148/0.125 

δ 

(a) 0.85 

(b) 0.67 

(c) 1.04/0.91 

(a) -0.68 

(b) -0.68 

(c) -0.63 

Γ̅ − M̅ 
(a) 0.254, (b) 0.244,  

(c) 0.255/0.255 
(a) 3.01 

(3.62*),  

(c) 2.68 Γ̅ − X̅ 
(a) 0.187, (b) 0.183, 

(c) 0.193/0.178 

The electron-hole bandgap at the bulk 𝑋 point (Figure 3.6(e,f)) is found to be Eα(𝑋)-

Eδ(𝑋)=0.21 eV and is in close agreement with the AFM phase HSE06 calculations predicting 

a gap of 0.25 eV in Figure 3.5(g). Near Γ we see the most significant deviation between the 

AFM and nonmagnetic band structure calculations. In the nonmagnetic phase calculations, the 

spin-orbit coupled split-off p1/2 (γ) pocket nearly crosses the Fermi level. However, as 
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experimentally observed in Figure 3.6(a-d), the γ pocket-band maxima at the Γ point lies 0.19 

eV below the Fermi level, showing that the predictions of the AFM phase (treating the p-f 

interactions explicitly) are in better agreement with experiments. As a type-II AFM, the 

electron pockets in GdSb are not expected to show any exchange splitting because of the {111} 

orientation of the ferromagnetic planes. From the spectral weight for the AFM unfolded bands 

in Figure 3.5(g), we can see that the shadow-band intensity along the Γ − 𝐿 high-symmetry 

axis is faint near the Fermi level. This can be explained by the relatively weak potential induced 

by the localized Gd 4f spin structure and the itinerant Sb 5p electrons forming the valence 

band [133]. In our ARPES data, we see no sign of band folding across the AFM Brillouin-zone 

magnetic boundary (the Γ − 𝐿 axis projected onto Γ̅ − X̅) in Figure 3.5(c) despite conducting 

the measurement below the Néel temperature (20 K), possibly due to either short-range AFM 

ordering or a low photoionization cross-section for the Gd 4f level at 60 eV. Nevertheless, 

evidence of the strong p-f mixing predicted to take place in GdSb near the Fermi level [161] is 

found by comparing the position of the valence bands in DFT calculations for the nonmagnetic 

phase versus the AFM phase. In the AFM phase, p-f mixing shifts the valence band downward 

and results in hole Fermi wave vectors that agree better with the experimental values. 

Finally, DFT calculations of a forced ferromagnetic phase in GdSb (Figure 3.7) were 

performed assuming all magnetic moments are aligned by a high magnetic field. In such a state 

significant exchange splitting in the electron d band takes place, almost leading to a p-d band 

crossing which would result in a nontrivial band topology and the emergence of Weyl points. 

Due to the low position of the potential band crossing with respect to the Fermi level (~0.5eV), 

any Weyl physics contribution to transport is expected to be negligible. 
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Figure 3.7. HSE06 calculated band structure of GdSb in the forced ferromagnetic state with f electrons treated as 

valence electrons. Ferromagnetic spin-exchange splitting energies for the hole and electron pockets are shown in 

the spin majority and minority bands. Further details on calculations and data analysis are provided in section 

3.5. Figure reprinted with permission from [154]. 

3.4 Magnetotransport behavior of GdSb films 

The temperature dependence of the electrical resistivity for a 10-nm-thick GdSb (001) film 

is shown in Figure 3.8(a). The total resistivity of the heterostructure (substrate, III-V buffer 

layer and GdSb film) peaks at 135 K as the InAlSb buffer-layer charge carriers freeze out, 

indicating the GdSb film has become the lowest resistive path for transport. Upon further 

cooling, the resistivity adheres to the same trends observed for bulk RE-V crystals [162]: a 

linear decrease with temperature is observed down to the Néel temperature, where a kink in 

resistivity at T=25 K (TN=25.02 and 24.55 K for 10- and 4-nm-thick films, respectively) is 

followed by a sharp decrease in resistivity. The kink and the sharp drop in resistivity below 

the Néel temperature indicate that spin-disorder scattering significantly contributes to the total 

resistivity close to the Néel temperature [163]. Applying higher magnetic fields perpendicular 

to the film plane increases the resistivity, mainly at lower temperatures.  
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Figure 3.8. Magnetotransport behavior of a 10-nm-thick GdSb film. (a) Temperature dependence of the 

longitudinal resistivity in the epitaxial stack. (b) Magnetoresistance vs magnetic field at temperatures below 

(blue) and near/above (orange) the Néel temperature. (c) Log plot of the FFT spectrum of SdH oscillations 

measured at 1.8 K. (Inset) GdSb Fermi surface. (d) Temperature dependence of the Hall resistivity. Figure 

reprinted with permission from [154]. 

The small Hall resistivity in Figure 3.8(d) and high longitudinal resistivity upon applied 

magnetic field (Figure 3.8(b)) both suggest that the films are stoichiometric and have a low 

defect concentration [142]. Macroscopic scattering sites in LuSb thin films have been shown 

to promote p-type Hall behavior [164], and nonstoichiometric Gd-Vs produce strong negative 

magnetoresistance behavior at low fields (μ0H<1 T) as well as a smaller 

magnetoresistance [142].  

The magnetoresistance at 14 T reaches a maximum value of 110% for a 10-nm-thick 

film at 1.8 K (Figure 3.8(b)) and 10% for a 4-nm-thick film, the latter being a high value for 

RE-Vs with a thickness <5 nm [57,58]. SdH oscillations were observed on top of the 

magnetoresistance background at high magnetic fields (Figure 3.8(b) and Figure 3.9) and were 

obtained by removing the background using a 5th-order polynomial fit (Figure 3.9(a)). The fast 

Fourier transform (FFT) of the quantum oscillations reveals three frequencies in Figure 3.8(c), 
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corresponding to the circular cross-section of the ellipsoid electron pocket at the bulk X point 

along the film plane normal α┴ (359 T) and the two hole pockets, namely, β (740 T) and δ 

(1564 T) at the Γ point. The Fermi surface of the electron pockets lying at the film (001) plane 

is not resolved in the FFT spectrum due to the high effective mass of the major-axis band (see 

Table 3.1). Therefore, we have used the DFT-calculated aspect ratio of the elliptical electron 

pocket to estimate its Fermi volume. Additional frequencies corresponding to the quantum 

well subband levels seen in the ARPES measurements were not observed in the quantum 

oscillations. Subband levels above the ground level (n=0) have a higher probability of lying 

near the edge of the well and therefore are more affected by interface scattering and would 

have lower quantum mobilities.  

 
Figure 3.9. (a) Longitudinal resistivity and (b) Hall resistivity at 1.8 K. (a) 5th order polynomial fit used for 

subtracting the resistivity background. Quantum oscillations vs inverse applied magnetic field are shown in the 

inset. Figure reprinted with permission from [154]. 

The FFT amplitude corresponding to the electron pocket α┴ shows a single peak, despite 

significant exchange splitting. Further information on the SdH oscillations, magnetotransport 
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models, as well as details on the absence of exchange spin splitting signatures in the electron 

pocket FFT frequencies are provided in section 3.5.2 

Carrier concentrations derived from SdH oscillations are provided in Table 3.3. A similar 

disparity between ARPES and magnetotransport calculations was seen in earlier RE-V 

studies [56,156,157]. The lower Fermi wave vectors extracted from ARPES fits are explained 

by significant kz broadening at the VUV wavelengths, leading to an underestimated Fermi 

surface area [148]. The carrier concentrations calculated from both SdH oscillations and the 

magnetotransport multicarrier fit are in good agreement with previous values of 

~4.2 1020cm−3 found for GdSb bulk crystals [142]. A carrier compensation of ne/nh=0.67 is 

calculated from the SdH oscillations, similar to the ARPES-extracted ratios, yet still far from 

the nearly exact charge compensation typically assumed for bulk RE-V crystals.  

Table 3.3. Fermi surface parameters extracted from SdH oscillations for a 10-nm-thick GdSb film; calculations 

of the values are described in section 3.5. 

Fermi  

surface 

Frequency 

(Tesla) 
𝒌𝑭 (Å−𝟏) 𝐧(𝟏𝟎𝟐𝟎𝐜𝐦−𝟑) 

𝛼⊥  minor axis 359 0.104 4.32 

β 740 0.150 1.14 

δ 1564 0.251 5.34 

Deviations from an exact carrier ratio ne/nh=1 were measured in other bulk RE-V 

compounds such as DySb [165], LaBi [166], YSb [157], and NdSb [167]. Only a moderate 

level of compensation may be needed for RE-V compounds to exhibit XMR as long as the 

carrier mobilities are high. Additional causes for uncompensated carrier concentrations could 

be more systematic, as the calculations of carrier ratios from Fermi surfaces could depend on 

the Fermi volume estimation [55]. Lastly, the density of states values from the DFT calculation 

in Table 3.4 reveals nearly exact carrier compensation. Yet, the computed carrier densities in 

GdSb also depend significantly on the Fermi level position. A 50 meV shift would cause a 

relatively steep change in ne/nh from 0.7 to 1.5. RE-V thin films are more susceptible to 
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quantum confinement effects and Fermi level shifts than bulk crystals due to potential charge 

transfer at the surface/interface.  

Table 3.4. Effect of Fermi level position on electron-hole compensation, obtained from DFT calculations for the 

non-magnetic phase and assuming a rigid band structure. 

EF (eV) -50 meV 0 +50 meV 

𝒏𝒆 (𝟏𝟎𝟐𝟎𝒄𝒎−𝟑) 3.289 4.198 5.234 

𝒏𝒉 (𝟏𝟎𝟐𝟎𝒄𝒎−𝟑) 4.863 4.192 3.596 

𝒏𝒆/𝒏𝒉 0.676 1.001 1.456 

Hall coefficients measured for bulk GdSb crystals have shown a transition from p- to n-

type behavior near 5 K [142]. In contrast, in the 10- and 4-nm-thick films a consistent n-type 

behavior is measured in Figure 3.8(d) and Figure 3.10(c), indicating that either a carrier density 

mismatch or reduced hole mobility leads to a net negative Hall coefficient. Given the 

temperature dependence of the Hall coefficient at low temperatures <10 K, the higher electron 

mobility likely leads to n-type behavior.  

 
Figure 3.10. 4-nm-thick GdSb film magnetoresistance (MR) at temperatures below, near, and above the Néel 

temperature. (a) Kohler scaling and (b) MR vs. magnetic field scaling, (inset) low field MR. Weak 

antilocalization and metamagnetic transitions are observed at low temperatures for B < 1T. At higher temperatures 

and higher magnetic fields, the MR scales classically as 𝑀𝑅 ∝ (𝜇0𝐻/𝜌0)1.58. (c) Hall resistivity presents a more 

electron-dominated charge carrier behavior as temperature decreases. Figure reprinted with permission 

from [154]. 

In Figure 3.11(a), the Kohler plot [168] shows the effect of magnetic scattering, mobility 

fluctuations, and electron-electron interactions on varying relaxation times. At low fields, 

magnetoresistance behavior can be separated into two temperature regimes: low temperatures 

(T<<TN) and high temperatures (T~TN, T>TN). At low temperatures, spin-scattering due to the 
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spin-flop transition and quantum interference effects leads to a slower, nonparabolic rise in 

magnetoresistance observed up to ~2 T (~0.15 T/μΩ cm). At high temperatures, quantum 

interference is suppressed, and spin scattering persists for all fields in the paramagnetic phase 

and results in a magnetoresistance scaling of 𝑀𝑅 ∝ (𝜇0𝐻/𝜌0)1.58, deviating from the ideal 

value of 2 due to potential carrier concentration and mobility imbalance. 

High magnetic fields are expected to lead to strong exchange splitting at the electron pocket 

below TN (see Figure 3.11(b)), potentially leading to a change in carrier compensation. 

However, based on DFT calculations the ferromagnetic phase of GdSb remains charge 

compensated (Table 3.2), indicating that no significant carrier concentration change is 

expected at T< TN at high magnetic fields. Figure 3.11(c-d) shows the temperature dependence 

of the charge carrier mobilities obtained from simultaneously fitting the Hall and longitudinal 

magnetoresistance with a two-band model. The hole and electron carrier density extracted from 

multiband fits to the magnetotransport data lies between the concentrations extracted from 

ARPES fits and SdH oscillations, showing an electron-rich carrier density at high temperatures 

and a nearly compensated carrier concentration below 10 K. This spread in the calculated 

carrier ratios compared to the other approaches reflects the limited accuracy a simple 

multicarrier model has in estimating carrier concentrations compared to the more direct 

methods employed earlier for studying the thin-film Fermi surface. More details on the 

magnetotransport multiband fit are provided in section 3.5.2. 

In Figure 3.11(c), the hole bands show a smaller Hall mobility than the electron pocket at 

low temperatures. The opposite occurs above the magnetic transition temperature, a trend also 

observed for bulk single crystals [142]. The higher electron mobility at low temperatures 

where scattering is reduced is consistent with observations of a smaller effective mass for the 
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minor axis of the electron pocket vs. the hole bands as measured by ARPES (Table 3.1). After 

crossing TN at 25 K to lower temperatures, an accelerated increase in carrier mobilities is seen 

in Figure 3.11(c), in agreement with the expected suppressed magnetic scattering at low 

temperatures (mainly affecting electrons due to strong d-f scattering). The mobility of electrons 

and holes shows only a gradual linear-like increase as the temperature drops below 7 K, unlike 

the nearly exponential rise in mobility observed for bulk Gd-V single crystals [142,169]. The 

saturation of carrier mobilities at low temperatures suggests that interfacial roughness and 

surface scattering limit carrier mobilities.  

 

Figure 3.11. (a) Kohler scaling of magnetoresistance. (b) Schematic of magnetic field-induced exchange 

interactions in the electron pocket. Temperature dependencies of the mobilities (c) of charge carriers and their 

concentration (d) extracted from a two-band fit as described in the main text. (e) Low magnetic field 

magnetoresistance at 1.8 K shows the spin-flop transition. (f) Néel temperature extracted from a parabolic fit to 

the second derivative of the resistivity at B=0 T. Figure reprinted with permission from [154]. 

From the temperature-dependent resistivity measurements plotted in Figure 3.8(a), the kink 

and sharp drop in resistivity below the Néel temperature indicate that spin-disorder scattering 

significantly contributes to the total resistivity close to the Néel temperature. Evidence of the 

onset of exchange splitting in the spin-flop phase is provided in Figure 3.11(e) by the plateaued 

magnetoresistance at low magnetic fields, which decreases around 0.2 T and begins to follow 
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the expected linear/quadratic-like scaling (𝑀𝑅 ∝ (𝜇0𝐻)𝑛 𝑛 = 1 − 2) after crossing the spin-

flop field [163]. TN is extracted from the minima in the second-derivative resistivity plots, 

which are expected to diverge at the Néel temperature (see example fit in Figure 3.11(f)) [145]. 

3.5 Calculations of Fermi wavevectors, carrier densities, and band positions 

3.5.1 ARPES data collection and analysis 

ARPES measurements at ALS were conducted at 11K and were acquired with a Scienta 

R4000 hemispherical analyzer with linear polarized horizontal light. ARPES measurements at 

SLAC were done for Sb-capped films prepared by thermally desorbing ~1μm of the Sb cap 

layer at 430°C for at least 1 hour. The SLAC measurements were conducted at a temperature 

of 20K, obtained using circularly polarized light, and acquired by a Scienta Omicron DA30L 

hemispherical analyzer. An inner potential of 12eV is determined, similar to previous ARPES 

studies of RE-Vs [146,148,158]. 20 nm and 4 nm thick films were studied via ARPES. 

The experimental Fermi surface volumes in Table 3.1 and Table 3.3 are calculated 

assuming an elliptical surface for the 𝛼  bands and spherical surfaces for the hole pockets. The 

total carrier density is calculated as discussed in [164,170]: 𝑛𝑒 = 3𝑛𝛼 , 𝑛ℎ = 𝑛𝛽 + 𝑛𝛿 ,

𝑛𝛼/𝛽/𝛿 =
𝑉𝐹

4𝜋3
 and 𝑉𝐹

𝛽/𝛿
=

4𝜋

3
𝑟3 𝑉𝐹

𝛼 =
4𝜋

3
(𝑘𝐹

𝑚𝑖𝑛𝑜𝑟)
2

𝑘𝐹
𝑚𝑎𝑗𝑜𝑟

, with the radius r for the hole 

pockets described below. The Fermi volume model accuracy was confirmed by calculating the 

carrier density from the DFT Fermi wave vectors in Table 3.2 (marked with *). The degree of 

compensation between the hole and electron carriers was found to depend mainly on the 

approximate shape of the δ pocket Fermi volume, similar to earlier observations made for 

YSb [157] and other La-V compounds [55]. The nonspherical band-warping in the heavy-hole 
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δ band (and smaller distortion in the light-hole β band) is accounted for by investigating three 

possible Fermi surface shapes and selecting the model that best describes the DFT carrier 

density using the DFT Fermi wave vectors for the analytical calculation. The sphere model (b) 

below best matches the extracted density of states in Table 3.2, and the two other models serve 

as lower and upper bounds for the carrier density:  

a. A Fermi surface composed of two opposite pyramids sharing a base. The square pyramid 

base area is 𝐴𝛿 = (2𝑘𝐹(𝛿𝑋̅ −𝛤̅ −𝑋̅))
2
, the height is ℎ𝛿 = 𝑘𝐹(𝛿𝑀̅ −𝛤̅ −𝑀̅), and the total carrier 

density id nδ (DFT) = 1.91×1020 cm-3. 

b. Sphere: The radius being 𝑟 =
𝑘𝐹(𝛿𝑋̅ −𝛤̅ −𝑋̅)+𝑘𝐹(𝛿𝑀̅̅̅ −𝛤̅ −𝑀̅̅̅)

2
 and a total volume 𝑉𝐹 =

4𝜋

3
𝑟3,    

 nδ (DFT)=3.62 1020 cm-3. 

c. Average volume of two spheres. 𝑉𝐹 =
4𝜋

3
(𝑟1

3+𝑟2
3)

2
 where 𝑟1 =  𝑘𝐹(𝛿𝑋̅ −𝛤̅ −𝑋̅),   

𝑟2 =  𝑘𝐹(𝛿𝑀̅ −𝛤̅ −𝑀̅), and nδ (DFT)=3.80 1020 × cm-3. 

The magnetotransport quantum oscillation carrier densities in Table 3.3 were calculated 

from the FFT frequency of the SdH oscillations fFFT, using the Onsager relation: 𝑓𝐹𝐹𝑇 =
Φ0𝐴𝑒𝑥𝑡

2𝜋2 . 

Φ0 is the magnetic flux quantum, and 𝐴𝑒𝑥𝑡 is the extremal orbit area for 𝛼⊥, 𝛽 , 𝛿 , assumed to 

be circular: 𝐴𝑒𝑥𝑡 = 𝜋𝑘𝐹
2. We extract the electron pocket semiminor Fermi wave vector, 

𝑘𝐹(𝛼𝑚𝑖𝑛𝑜𝑟), and the hole pockets 𝑘𝐹(𝛽) and 𝑘𝐹(𝛿). The electron pocket 𝑘𝐹(𝛼𝑚𝑎𝑗𝑜𝑟) is 

calculated assuming an ellipsoidal band with a wave vector ratio of  
𝑘𝐹(𝛼𝑚𝑎𝑗𝑜𝑟)

𝑘𝐹(𝛼𝑚𝑖𝑛𝑜𝑟)
=

3.79

1
 (derived 

from the DFT 𝑘𝐹 ratio in the AFM phase; see Table 3.2). The Fermi surface volumes are then 

calculated from the SdH Fermi wave vectors as described earlier. 
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To account for the non-parabolic dispersion of the electron pocket, the conduction band is 

fitted to a hyperbolic function along the semimajor and semiminor (αminor, αmajor) axes [171]. 

A quartic polynomial fit to the hole δ pocket was used to assess the valence band maximum 

binding energy above the Fermi level, and linear fits near the Fermi level were used for 

extracting the Fermi wavevectors and effective masses of the hole δ and β pockets. Effective 

masses for all carriers are determined from the first derivative near EF:  𝑚∗ = ℏ2𝑘𝐹 (
𝑑𝐸(𝑘)

𝑑𝑘
)

−1

. 

Two hole bands (β, δ) cross the Fermi level with an extrapolated peak at 0.31eV and the spin-

orbit coupled splitting at the Γ point calculated from ARPES experiments: Eδ/β(Γ)-Eγ(Γ)=0.52 

eV is consistent with other experimental values extracted for CeSb [148] yet smaller than DFT 

predictions in Table 3.2 of 0.86 eV.  

3.5.2 Magnetotransport models and SdH oscillations 

Low-temperature magnetotransport measurements were carried out for 10 nm and 4 nm 

thick films in a physical property measurement system (PPMS-14T; Quantum Design) using 

a Van der Pauw geometry with annealed Indium electrical contacts, with Rxx measured along 

[110]. Magnetotransport curves are symmetrized for Rxx magnetoresistance measurements and 

antisymmetrized for the Hall effect (Rxy). 

In Figure 3.7 we treat the 4f electrons as valence electrons in a forced ferromagnetic state 

and calculate Eex=483 meV as the maximum energy separation in the electron pocket expected 

due to exchange splitting. To evaluate the electron carrier concentration trend predicted from 

the 2-band fits, the SdH frequency of the electron pocket was studied as a function of 

temperature from 1.8 K to 15 K and the field range selected for FFT. However, the electron 

pocket FFT frequency did not shift throughout the field and temperature ranges selected. The 



 

59 

absence of spin-splitting is surprising, yet can be explained by the cancellation of the SdH 

frequency shifts due to the nearly exact linear magnetic field dependence of the magnetization 

in the spin-flop phase where the expected frequency shift scales as: Δ𝐹 = 𝐹𝑚𝑖𝑛𝑜𝑟𝑖𝑡𝑦 −

𝐹𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦 ∝ (𝑀 −
𝜕𝑀

𝜕𝐵
𝐵) [172,173]. Studies of GdBi bulk single crystals (that present a similar 

magnetic phase diagram and Fermi surface) also do not have any spin splitting in the SdH FFT 

spectrum [174]. Based on the critical field of 34.5T for GdSb [141] and the DFT calculated 

483 meV exchange energy, at 14T the expected offset between minority and majority spin 

bands is at least 200 meV (that is before including any Zeeman splitting which should add 

another contribution to the gap of the spin-split states, albeit a smaller one assuming a g-factor 

of ~10 [163]).  

In Figure 3.12, simultaneous fits to the longitudinal resistivity: 𝜌𝑥𝑥 =
σxx

tot

(σxx
tot)2+(σxy

tot)2, and 

the Hall resistivity: 𝜌𝑥𝑦 =
σxy

tot

(σxx
tot)2+(σxy

tot)2
, (with σxx

tot = 𝜎𝑥𝑥
ℎ + 𝜎𝑥𝑥

𝑒  ; σxy
tot = 𝜎𝑥𝑦

ℎ + 𝜎𝑥𝑦
𝑒  and σxx

i  =

𝑞𝑛𝑖𝜇𝑖

1+(𝜇𝑖𝐵)2   ; σxy
i  =

𝑞𝑛𝑖𝜇𝑖
2𝐵

1+(𝜇𝑖𝐵)2  ) are performed to find the carrier density 𝑛𝑖 and mobility 𝜇𝑖 of a 

given carrier with an elementary charge q. While accounting for more hole bands and adding 

a mass anisotropy term in the electron pocket mobility values theoretically describes the Fermi 

surface better, adding these terms did not significantly improve our fits. Therefore, we have 

kept the number of fitting parameters to a minimum of 4 to avoid overfitting. The longitudinal 

magnetoresistance fit range was selected at relatively high fields where all magnetoresistance 

plots have the same scattering mechanism (see Kohler plot in Figure 3.11(a)) to avoid any 

contributions from spin-scattering at low fields [163] as well as any other potential change in 

scattering mechanism at low fields which is not accounted for in the two-band model [175]. 
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Figure 3.12. Examples of the multicarrier fit results and plots of the longitudinal resistivity (ρxx) and the Hall 

resistivity (ρxy) measured at 2 K (a-c) and 15 K (d-f) for a 10-nm-thick GdSb film. Figure reprinted with 

permission from [154]. 

SdH oscillations in the 4 nm thick GdSb film are only resolved for the electron pocket, 

with a similar frequency (386 T) as the 10 nm film, in contrast to predictions of the electron 

pocket being lifted for thinner Gd-V films [58]. Additional frequencies corresponding to the 

hole pockets (β, δ) and the elliptical cross-section of the electron pocket are not observed in 

the FFT spectrum of the 4 nm film due to the expected lower quantum mobility for these bands 

and higher sensitivity of quantum mobilities to small-angle scattering primarily from misfit 

dislocations in the underlying InAlSb buffer layer. Figure 3.10(a) shows the Kohler plot for 

the 4 nm thick GdSb film. A system displaying a single scattering mechanism should have all 

plots with a single slope. Yet in the GdSb films, we see that at high fields 𝑀𝑅 ∝ (𝜇0𝐻/𝜌0)1.58 

for the 10 nm thick film and 𝑀𝑅 ∝ (𝜇0𝐻/𝜌0)1.96 for the 4 nm thick film. Given the same 

electron carrier density, the main difference in the exponent likely stems from a combination 
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of (i) a closer to exact carrier compensation at thicker films and (ii) interface scattering 

mechanisms in the 4 nm thick film, which end up reducing the mobilities and altering the 

carrier mobility ratios. Both effects lead to a larger negative Hall coefficient observed for 

thinner films (Figure 3.10(c)). In LuSb films, it was shown that the hole pocket size shrinks as 

the film thickness decreases [57], thus, a change in carrier ratios is possible upon confinement.  

From the minimal mobilities and carrier densities of both charge carriers, we calculate 

a minimum elastic scattering length of le~270 nm. Thus for all film thicknesses studied in this 

paper, we are in the quantum regime where the electron wave function is coherent on length 

scales of the thickness of the film (i.e., d <le) [28]. The thinner 4 nm films also show at low 

temperatures a resistivity cusp at low fields (Figure 3.10(b), inset), a signature of the weak 

antilocalization effect reflecting the strong spin-orbit coupling in GdSb. These 

magnetotransport signatures for thin films were present in other epitaxial RE-V and high spin-

orbit coupled semimetal films of similar thickness [10,27]. In addition to weak antilocalization 

and potential electron-electron interactions in thin films, magnetic field-induced transitions at 

low temperatures are also present: a spin-flop transition is seen at 0.2T in Figure 3.10(b), inset 

as well as an intermediate metamagnetic phase that is stable between 0.2T and 0.5T. Changes 

in resistance due to weak magnetic impurity states [142] are ruled out based on the temperature 

dependence of the spin-flop field. Weak localization and electron-electron interaction effects 

are also excluded by observing similar behavior in 20 nm thick films. Jumps and kinks seen in 

the magnetoresistance curve at low fields near the spin-flop transition are similar to earlier 

observations of metamagnetic transitions in other RE-Vs, such as HoBi [29] and ErAs [163].   
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3.5.3 DFT calculations  

The calculated band structure of unstrained GdSb, courtesy of Dai Q. Ho and Anderson 

Janotti at the University of Delaware, is presented in Figure 3.5, Figure 3.7 and Table 3.2 

andTable 3.4.  Kohn-Sham orbitals in DFT [177,178] were expanded using a plane-wave basis 

set with a 400 eV energy cutoff. Interactions between ion cores and valence electrons were 

described by the projector augmented wave (PAW) method [179]. For the magnetic phase 

calculations, we used a rhombohedral unit cell consisting of 4 atoms and the primitive cell of 

an FCC crystal structure with 2 atoms to simulate the AFM and FM states, respectively. An 

8 × 8 × 8 𝛤-centered k-point mesh was used for integration over the first Brillouin zone. The 

band structure was unfolded for the AFM calculation to directly compare with ARPES 

data [180,181]. The configurations of the valence shells of Gd and Sb are 4f75s25p65d26s1 and 

5s25p3, respectively. Spin-orbit coupling was included self-consistently in all calculations. The 

calculated Fermi wavevectors, band extrema, and carrier densities for the AFM, FM, and non-

magnetic phases are reported in Table 3.2. In Table 3.4, we present the calculated carrier ratio 

and its dependence on the relative position of the Fermi level. The charge carrier 

concentrations were determined using the SKEAF code [182], which uses the Fermi volume 

obtained from the Wannier90 program with the Brillouin zone sampling consisting of 

1,000,000 k-points [183]. The carrier densities from the non-magnetic phase were used to 

estimate the carrier concentrations and degree of compensation in the AFM phase due to the 

similar Fermi wavevectors obtained (Table 3.2) and the difficulty in calculating the AFM 

carrier density directly from the DFT density of states.  
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3.6  Conclusions 

In summary, we have grown epitaxial GdSb films by MBE and studied their band structure 

and magnetic properties with ARPES, DFT, and magnetotransport. The growth window of 

high-quality single-crystal GdSb films on a lattice-matched III-V structure has been 

established, resulting in high magnetoresistance values for the given film thicknesses among 

RE-V. Our comprehensive study of GdSb films paves the way to understand the relationship 

between the electronic and transport properties of RE-V films vs. their bulk crystals and other 

films in semimetallic systems with similar chemistry, such as the Heusler compounds: GdXV 

(X=Pt, Pd; V=Sb, Bi). 

We have identified magnetic and interface scattering mechanisms in GdSb, limiting the 

mobilities of thin RE-V films and ultimately resulting in lower magnetoresistance values than 

bulk single crystals and reduced magnetoresistance in thinner films. ARPES experiments of 

the GdSb layer showed quantization effects of energy levels in the electron- and hole pockets. 

We did not detect these features in magnetotransport quantum oscillations due to the higher 

surface scattering and larger effective mass of the higher-energy quantum-well subband levels. 

Tuning the quantum-well level subband energy position by varying the film thickness could 

serve as a potential route for engineering carrier compensation and mobilities for improved 

magnetoresistive behavior.  

While we do not see evidence of a p-d band inversion in ARPES measurements performed 

for the antiferromagnetic state, our DFT calculations show the near onset of band overlap for 

strong exchange splitting at low temperatures and high magnetic fields in the forced 

ferromagnetic phase. DFT calculations treating the 4f electrons as core levels in a nonmagnetic 

phase describe well the band structure of GdSb below the Néel temperature. By introducing 4f 
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electron AFM ordering into the valence band structure in our DFT calculations, we have 

obtained a more accurate description of the split-off band position and total carrier density of 

the electron and hole bands.  
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4 Tuning the band topology of GdSb by epitaxial strain 

4.1 Introduction 

Strain engineering of low-dimensional topological quantum materials serves as a powerful 

approach to manipulating electronic band structures, thereby controlling topological phase 

transitions and transport behavior [29]. For example, strained HgTe quantum wells grown in 

the tensile and compressive regimes were shown to transition from a semimetallic to a two-

dimensional topological insulator (TI) system, respectively [30]. Despite the promise of 

topological state tuning, strain studies of quantum materials thin films are typically restricted 

either to local, defect-induced strain gradients [31–33] or to strain levels below 1% 

strain [34,35] in the case of uniform strain in lattice-mismatched growths. In TIs such as the 

group V-chalcogenides (X2Z3, X=Bi, Sb; Z=Te, Se), unstrained growths occur even on 

substrates with high lattice mismatch due to the low bonding energies between van der Waals 

layers [28,36]. In addition to the challenge of stabilizing highly strained pseudomorphic 

topological materials, visualizing the band structure modifications as a function of 

strain/pressure has been difficult in both bulk single crystals and thin films. In single crystals, 

large pressure cells are difficult to implement, and when using mechanical strain tuning 

apparatus, special care is needed to ensure the application of uniform strain [37–40]. For thin 

films, there are limited reports combining strained film growth with direct spectroscopic tools, 

such as angle-resolved photoemission spectroscopy (ARPES), with a few exceptions in oxide 

films [41,42]. 

Recent reports of bulk rare-earth monopnictide (RE-V) crystals under hydrostatic pressure 

reveal the emergence of a superconducting phase transition in nonmagnetic RE-Vs [184–186], 
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and theoretical predictions suggest potential strain and pressure-induced transitions in band 

topology [60,146,149,187,188]. In addition to observing a strain-driven topological phase 

transition in the RE-V system, strain studies of RE-Vs are highly relevant for spintronic-based 

applications as another control knob that can be used to tune magnetoresistance and magnetic 

properties in RE-V thin films. Finally, coupled with III-V compounds, RE-V thin films and 

particles have shown many potential device applications [45], including buried metallic 

contacts [43], THz emitters and detectors [189,190], thermoelectrics [191,192], plasmonic 

heterostructures [153], and diffusion barriers [151]. Therefore, straining RE-V thin films 

presents another avenue to tune the functional properties of these semimetals, specifically by 

modifying magnetic exchange interactions and the charge carrier ratio in these otherwise 

electron-hole-compensated semimetal systems.  

Here, we use ARPES to study the evolution of the electronic structure of GdSb thin films 

grown by molecular beam epitaxy (MBE) subjected to 2% tensile (+2%) and 2% compressive 

(-2%) biaxial strain. GdSb belongs to the RE-V family of compounds and is particularly 

interesting due to the relatively small electron-hole band energy gap that can be inverted via 

attainable strain/hydrostatic pressure, resulting in a nontrivial ℤ2 topological invariant 

classification [60]. We demonstrate the ability to tune the bandgap and Néel temperature (TN) 

in strained GdSb thin films and thereby control the topological phase transition from a trivial 

to a nontrivial state. GdSb thin films also present high magnetoresistance [154], have a type-

II antiferromagnetic ordering at nearly the highest temperature of all RE-V (TN  = 24 K) [141], 

and can be epitaxially integrated with III-V compounds [44], see Figure 4.1(a-c). This 

approach to band engineering via epitaxial strain can broadly be applied to a wide range of 

RE-V antiferromagnet semimetals. 
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Figure 4.1. (a) Crystal structure and epitaxial relationship of the rocksalt GdSb / zincblende III-V (001) 

orientation. RSM of the (226) reflection in (b) −2% and (c) +2% strained GdSb films, demonstrating coherent 

growth to the underlying III-V layer. (d) Biaxial strain window of GdSb and range of III-V bandgaps and lattice 

parameters used for buffer layer growth. (e) STM image of the −2% strained film: 4 nm GdSb / GaSb (001) (V =
−0.5 V, I=1 nA). Figure reprinted with permission from [193]. 

4.2 MBE growth, ARPES measurements, and DFT calculations 

GdSb has a lattice parameter of a = 6.219 Å between InSb (6.479 Å) and GaSb (6.096 

Å)/AlSb (6.136 Å), allowing high tensile and compressive biaxial strain by varying the 

underlying semiconducting III-V buffer layer structure as shown in Figure 4.1(d). MBE was 

used to grow epitaxial GdSb (001) thin films on InxGa1-xSb/InxAl1-xSb buffer layers nucleated 

on a GaSb (001) substrate. For photoemission and scanning tunneling microscopy (STM) 

studies, p-type doped substrates and p-type InxGa1-xSb buffer layers were used. By changing 

the Al/In concentration in the buffer layer, the in-plane lattice parameter was adjusted before 

GdSb growth, as shown in Figure 4.1(d). For magnetotransport measurements, undoped 

InxAl1-xSb buffer layers and epi-ready semi-insulating GaSb (001) wafers were used. Further 

details on the GdSb growth window, ARPES measurement conditions, and electronic 
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characterization of lattice-matched unstrained films are detailed in our previous report [154]. 

The growth of strained films was studied in situ with reflection high-energy electron 

diffraction, STM, and confirmed ex situ with x-ray diffraction reciprocal space map (RSM) 

measurements. Grazing incidence RSM of the (226) reflections for 4-nm-thick GdSb films is 

shown in Figure 4.1(b-c), confirming that the layers remain pseudomorphically strained. In 

situ STM scans of the 2% compressive strained GdSb film grown directly on GaSb in Figure 

4.1(e) and other GdSb films on ternary III-V buffers [154] confirm the growth of a smooth and 

continuous GdSb film with terrace step heights consistent with half of a unit cell (one atomic 

monolayer).  

To reduce thin-film contributions to the electronic band structure, such as substrate charge 

transfer and quantum confinement [57], highly strained films as thick as possible (i.e., near the 

critical relaxation thickness) are studied. In GdSb, strong film-substrate interactions and 

interlayer bonding allow pseudomorphic growth at high strain levels. The critical thickness 

(ℎ𝑐) is determined empirically as the onset of partial relaxation observed with reciprocal space 

mapping, with ℎ𝑐 = 5.5 𝑛𝑚 in 2% compressively strained films. Consequently, all strained 

growths are limited to a thickness of 4 nm. From the RSM-extracted in-plane and out-of-plane 

GdSb lattice parameters, we calculated the planar (𝜀∥) and vertical (𝜀⊥) strains and Poisson’s 

ratio: 
𝜀⊥

𝜀∥
=

−2𝑣

1−𝑣
  [194] such that νexp = 0.12±0.03. The experimental Poisson’s ratio agrees with 

our DFT-calculated value νDFT = 0.10 and is comparable to earlier predictions made for other 

RE-V compounds [195,196]. 

ARPES measurements at the Advanced Light Source (ALS) at beamline 10.0.1.2 were 

conducted at 11 K and at the Stanford Synchrotron Radiation Lightsource (SSRL) at beamline 

5-2 at 20 K. Both were acquired with a Scienta DA30L hemispherical analyzer. ALS 
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measurements were conducted for in vacuo transferred samples, where a custom-built vacuum 

suitcase with a base pressure <10-10 Torr was used to transfer films from the growth chamber 

at UC, Santa Barbara, to beamline 10.0.1.2 at the ALS in Berkeley. The SSRL measurements 

at beamline 5−2 were performed for ex situ transferred films. To prevent oxidation of the GdSb 

films during the ex situ transfer to SSRL, a thick ~800 nm antimony capping layer was 

deposited with Sb2 flux after GdSb growth during sample cool down beginning at a 

temperature of 230-130 oC. Before measurement, samples were heated to 420 ± 20 oC 

(calibrated by pyrometry) in an ultra-high vacuum chamber and held at that temperature for 

~30 min to fully desorb the Sb cap. The potential thermal decomposition of the InxGa1-xSb 

buffer film limits the maximum annealing temperature. During the final stage of Sb desorption, 

a spike in pressure to 1×10-8 Torr was observed, and the film surface visually transitioned from 

a shiny to a hazy-matt finish and back to a polished appearance. The thermal desorption 

window of the Sb cap was confirmed by scanning tunneling microscopy at UCSB and at the 

SSRL beamline by examination of the Sb 4d and Gd f core levels. All films showed no 

evidence of oxidation in XPS scans: a single binding energy component in the Gd 4f level was 

seen, and no oxygen 2s core levels were present. An Sb-related surface state was observed for 

all films and was remarkably stable for the compressive film, see sharp linear dispersions 

crossing the Fermi level at kF ~ 0.9 Å−1 in Figure 4.2(b,d,f). The Fermi surface of the surface 

state differs from the expected electronic band structure of elemental Sb and might have 

originated from a stabilized square-net Sb-rich surface reconstruction [197]. 

Dai Q. Ho and Anderson Janotti at the University of Delaware investigated the electronic 

structure of GdSb theoretically using density functional theory (DFT) and the screened hybrid 

functional of Heyd, Scuseria, and Ernzerhof (HSE06) [198,199] with 25% of exact exchange 



 

70 

and accounting for spin-orbit coupling, as implemented in the Vienna ab initio simulation 

package (VASP) code [200,201]. The Gd 4f electrons were treated as valence electrons for 

antiferromagnet (AFM) calculations in Figure 4.2(g-h), whereas for the nonmagnetic phase 

calculation in the slab calculations the 4f electrons were treated as core electrons. The 

configurations of the valence shells of Gd and Sb are 4f75s25p65d26s1 and 5s25p3, respectively. 

The calculated equilibrium lattice parameter of 6.197 Å for GdSb was used to consistently 

determine the Poisson ratio. The experimental lattice parameter of GdSb at room-temperature 

is reported to be between 6.210 Å [202] and 6.219 Å [142]. For the 2% compressive (tensile) 

GdSb calculations we used an in-plane lattice parameter of 6.073 Å (6.321 Å), obtaining an 

out-of-plane lattice parameter of 6.222 Å (6.171 Å).  

Kohn-Sham orbitals in DFT [177,178] were expanded using a plane-wave basis set with 

the value of energy cutoff of 400 eV. Interactions between ion cores and valence electrons 

were described by the projector augmented wave (PAW) method [179]. We used a 

rhombohedral unit cell consisting of 4 atoms for magnetic phase calculations to simulate the 

AFM state in GdSb. The local magnetic moment on each Gd site was constrained to point 

along [112̅] direction. An 8 × 8 × 8 𝛤-centered k-point mesh was used for integration over 

the first Brillouin zone. The folded band structure of the AFM unit cell was then unfolded back 

to the FCC primitive unit cell to facilitate a direct comparison with ARPES data [180,181].  

The Fermi surface and Fermi volume were obtained by Wannier interpolation from first 

principles using the nonmagnetic phase. Since the Gd d and Sb p are relevant orbitals around 

the Fermi level, they were used as the starting projectors for the Wannier orbitals construction. 

The charge carrier concentrations were then estimated from the obtained Fermi volumes by 

using the SKEAF code [182]. Hopping term values used in constructing the TB model were 
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extracted from the Wannier orbitals-based Hamiltonian, which is directly achieved from the 

wannierization process. 

We have further investigated the consequence of the size quantization effect on the 4 nm 

thin films by performing calculations for 4-nm-thick freestanding slabs. Unstrained and in-

plane strained cases were simulated using a supercell consisting of 13 monolayers (ML, 2 ML 

in one unit cell) thick slabs along the [001] direction, assuming a nonmagnetic phase. A 

vacuum space of at least 20 Å was included in the [001] direction of the supercell to remove 

artificial interaction between images of the slabs. 

4.3 Band topology evolution of strained GdSb 

The Fermi surface of GdSb is composed of two hole pockets (β,δ) at the Brillouin zone 

center (Γ), a third spin-orbit split-off band (γ) positioned below the Fermi level, and three 

ellipsoidal electron pockets (α) at the Brillouin zone edge (X1, X2, X3, the X3 high-symmetry 

point transforming to the Z point in the tetragonal I4/mmm space group under biaxial strain). 

Figure 4.2(a-d) highlights the ARPES high-symmetry cuts studied for the electron pockets 

located at X1,2 points in the film plane. Due to the high kz broadening expected for the vacuum 

ultraviolet light used in the ARPES measurements [148], the scans of the electron pocket in 

Figure 4.2(d) present both the minor axis cut of the ellipsoidal electron pocket and project the 

electron pocket from the neighboring Brillouin zone in Figure 4.2(b). Figure 4.2(e-f) shows 

the electron pocket at the Z high-symmetry point, positioned along the film plane normal. 

Figure 4.3 depicts the expanded momentum range of the E-k cuts in Figure 4.2(e-f), capturing 

electron and hole pockets lying perpendicular to the film plane (𝑍 high-symmetry point for 

𝑘|| = 0) and in the film plane (𝑋1,2 high-symmetry points in the neighboring Brillouin zones 
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projecting to 𝑀̅ at 𝑘|| =
2𝜋

𝑎
). Figure 4.4 displays the valence band pockets in the kz= Γ plane 

dispersing along 𝑀̅ − 𝛤 − 𝑀̅. We first review the band topology evolution under strain, and at 

a later stage address the effect of finite thickness quantization on the additional subbands 

observed in ARPES and modeled with DFT. 

 
Figure 4.2. Band dispersion of electron pockets and hole bands in GdSb films studied with ARPES and strain-

induced modifications for +2% tensile (left) and −2% compressive (right) biaxial strain. (a), (c), and (e) 

Schematics of the bulk Brillouin zone projected to the (001) surface Brillouin zone, showing the measured kz 

plane (pink square) and E-k spectra directions (black line). 𝛤 − 𝑀̅ − 𝛤 cut along the in-plane electron pockets 

X1,2 for the (a,b) semimajor axis (𝛤 − 𝑋1 − 𝛤) measured at kz=Z with a photon energy of 94 eV, and (c,d) 

semiminor axis (𝑊 − 𝑋2 − 𝑊) measured at kz= Γ with a photon energy of 60 eV. (e,f) 𝑀̅ − 𝛤 − 𝑀̅ cuts of the 

out-of-plane electron pocket semiminor axis (𝑊 − 𝑍 − 𝑊) measured at kz=Z with a photon energy of 88 eV. 

Black dotted lines are hyperbolic fits to the band dispersions, and the green dotted lines highlight the band shifts. 

See Table 4.1 for the Fermi wave vectors and band extrema extracted from the fits. (g-h) DFT-calculated band 

structures for ε = +2, −2% along (g) the in-plane high-symmetry points and (h) film plane normal direction. Fermi 

levels were set at 0. Shaded regions in (g-h) highlight the E-k cuts in panels (b,d,f).Figure reprinted with 

permission from [193]. 

ARPES of the electron pockets at X1,2 (Figure 4.2(a-d)) shows an increased bandwidth and 

major axis Fermi wave vector upon compressive strain, with the band minima shifting from 
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𝛼𝑋1,2

+2% = −0.375 eV to 𝛼𝑋1,2

−2% = −0.440 eV. The hole band extrema in the film plane remain 

largely unchanged: δ𝑋1,2

+2% = −0.66 eV, β𝑋1,2

+2% = −1.41 eV, and δ𝑋1,2

−2% = −0.68 eV, β𝑋1,2

−2% =

−1.45 eV (see Figure 4.4 and Table 4.1). Fitting the electron and hole bands maximum at Z 

along 𝑊 − 𝑍 − 𝑊 in (Figure 4.2(f) and Figure 4.3), we see a downward shift in the electron 

pocket from 𝛼𝑍
+2% = −0.34 eV to 𝛼𝑍

−2% = −0.41 eV , and for the valence band pockets we 

notice an upward shift: 𝛿𝑍
+2% = −0.9 eV to 𝛿𝑍

−2% = −0.59 eV for the heavy-hole band, and 

𝛽𝑍
+2% = −1.45 eV to 𝛽𝑍

−2% = −1.31 eV for the light-hole band. The influence of epitaxial 

strain on the hole bands, primarily lying along 𝛤 − 𝑍 (and only small shifts for the bands 

dispersing in-plane), agrees with our calculations in Figure 4.2(g-h) and earlier DFT 

calculations performed for LaSb [150]. Due to high kz broadening, in Figure 4.2(e-f) and 

Figure 4.3, the valence band pockets at kz=Γ also project to the kz=Z plane, leading to a blurred 

background intensity preventing the observation of the expected topological surface states 

(TSS) for the compressively strained film (TSS in RE-Vs typically have a weaker spectral 

intensity compared to the bulk bands [147,166], and leading to a larger error bar in our 

estimation of electron band minima at Z. Further work using bulk-sensitive soft x-ray ARPES 

would enable better ability to resolve the bulk band dispersion along 𝛤 − 𝑍.  Nevertheless, the 

ARPES dispersions for the hole bands at X and Z and the electron bands lying in the film plane 

are consistent with our DFT calculations and support the predicted bandgap reduction scenario 

at Z moving from tensile to compressive strain. 

Our DFT calculations in Figure 4.2(g-h) show that at 𝜀 = −2% GdSb transitions into a 

topological semimetal state as the hole and electron bands anti-cross along 𝛤 − 𝑍 and are 

inverted at Z. In contrast, the in-plane electron and hole bands at X1,2 remain gapped. The 

ARPES dispersions for bands lying in the film plane are consistent with our DFT calculations 
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and support the predicted bandgap reduction scenario. The DFT-calculated and ARPES-

extracted Fermi wave vectors and band extrema positions for both strain values are 

summarized in Table 4.1, and the calculated gap at Z, Eg(Z), between the conduction and 

valence bands as a function of strain level is shown in Figure 4.5(c). Compressive strain widens 

the bandwidth along 𝑋/𝑍 − 𝑊 for the hole and electron pockets (see Table 4.1 and Figure 

4.2(g-h)).   

Table 4.1. Fermi surface of 4 nm-thick strained GdSb (001) films. Band maximum/minimum energy positions, 

Fermi wave vectors (𝑘F) for all bands, and the carrier density ratio, obtained from ARPES measurements and 

DFT calculations. Band extrema are reported for all quantum-well subbands observed via ARPES.    
+2% (tensile strain) −2% (compressive strain) 

ARPES DFT ARPES DFT 

α 

𝑘𝐹 (Å−1) 

Minor 

𝑊 − 𝑋 

X1,2 0.085 (±0.02) 0.103 0.084 (±0.02) 0.110 

Z 0.11 (±0.05) 0.108 0.089 (±0.02) 0.103 

Major 

𝛤 − 𝑋 

X1,2 0.356 (±0.02) 0.374 0.371 (±0.03) 0.423 

Z NA 0.364 NA 0.434 

α Band Extrema 

(eV) 

X1,2 α1: −0.375 

(±0.004) 

α2: −0.118 

(±0.006) 

−0.405 α1: −0.440 

(±0.004) 

α2: −0.157 

(±0.004) 

−0.540 

Z -0.34 (±0.02) −0.398 −0.41 (±0.02) −0.512 

δ 

𝑘𝐹 (Å−1) 

𝑀̅ − 𝛤 − 𝑀̅ 0.230 (±0.030) 0.238 0.184 (±0.030) 0.248 

𝑋̅ − 𝛤 − 𝑋̅ 0.123 (±0.01) 0.175 0.124 (±0.018) 0.189 

β 

𝑘𝐹 (Å−1) 

𝑀̅ − 𝛤 − 𝑀̅ 0.116 (±0.017) 0.127 0.105 (±0.005) 0.151 

𝑋̅ − 𝛤 − 𝑋̅ 0.064 (±0.008) 0.127 0.077 (±0.010) 0.151 

γ Band Extrema 

(eV) 

Γ −0.32 (±0.01) −0.255 −0.30 (±0.01) −0.102 

X1,2 −3.205 (±0.05) −3.33 −3.12 (±0.05) −3.27 

δ Band Extrema 

(eV) 

X1,2 δ1: −0.66 (±0.02) 

δ2: −0.82 (±0.02) 

δ3: −1.09 (±0.02) 

-0.70 δ1: −0.68 (±0.02) 

δ2: −0.88 (±0.05) 

δ3: −1.21 (±0.02) 

−0.66 

 

Z δ1: −0.90 (±0.02) −0.855 δ1: −0.59 (±0.08) −0.55 

β Band Extrema 

(eV) 

X1,2 β1: −1.41 (±0.01) 

β2: −1.62 (±0.03) 

−1.33 β1: −1.45 (±0.03) 

β2: −1.70 (±0.05) 

−1.33 

 

Z β1: −1.45 (±0.02) −1.45 β1: −1.28 (±0.02) −1.18 

Eg X1,2 0.285 (±0.02) 0.295 0.24 (±0.02) 0.12 

Z 0.56 (±0.03) 0.457 0.18 (±0.08) -0.04 

ne/nh  1.52 1.09 1.85 1.11 
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Figure 4.3. E-k dispersion along 𝑀̅ − 𝛤 − 𝑀̅ in the biaxial strained GdSb films measured a photon energy of 88 

eV, capturing a wider energy and momentum range of the cuts shown in Figure 4.2(e-f). (a,c) Raw data, (b,d) 

curvature plots of the raw data. (a,b) Narrow energy range near the Fermi level (c,d) wider energy range showing 

the β hole pocket maximum. Fermi wave vectors and band extrema extracted from the fits are detailed in Table 

4.1. Figure reprinted with permission from [193]. 

Table 4.1 summarizes the experimental and calculated bandgaps at X and Z for each strain 

level, 𝐸𝑔𝑋/𝑍 = 𝛼𝑋/𝑍 − δ𝑋/𝑍  and shows qualitative agreement. The reduced bandgap when 

transitioning from tensile to compressive strain suggests two possible scenarios for 𝜀 = −2%: 

inverted bands with a nontrivial topology or uninverted bands with a smaller trivial gap. The 

gap measured for the compressive strained film is closer to that of unstrained GdSb films [154] 

(with a 20 nm thickness) 𝐸𝑔𝑋
0% = 𝐸𝑔𝑍

0% = 𝛼𝑋
0% − δ𝑋

0% = 0.21 eV. Compared to the thicker 
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unstrained film, quantum confinement effects in the thinner 4 nm thick strained films are 

expected to be stronger in the in-plane electron pockets (X) and negligible in the out-of-plane 

pocket (Z) [203] as demonstrated in our DFT calculation in Figure 4.7. Therefore, the close 

values of 𝐸𝑔𝑍
0%, 𝐸𝑔𝑍

−2% suggest that a transition past the critical bandgap closing point is 

possible under compressive strain. In order to unequivocally determine a nontrivial band 

topology in compressive strained GdSb, future work should examine additional strain levels 

between 0 and -2% biaxial strain to track the gap closing, as well as apply strain beyond 𝜀 =

−2% to access a larger inverted gap. We expect that by further optimizing growth conditions 

higher compressive strain should also be possible, for example by growing directly on InAs, 

𝜀 = −2.5%. 

We have further checked the predicted topological nature of the strained GdSb by 

evaluating the ℤ2 strong topological index 𝜈0 according to the band parity product criteria [4] 

considered at eight time-reversal inversion momenta (TRIM) points: Γ, 4 L, 2 X, and Z where 

(−1)𝜈0 = ∏ 𝛿𝑖
8
𝑖=1  , with 𝛿𝑖 being the parity product at each TRIM point for all occupied bands. 

Time-reversal symmetry (Θ) and primitive-lattice translation symmetry (𝑇1/2) in GdSb are 

broken; however, their combination is preserved (S=Θ𝑇1/2), enabling the classification of the 

topological nature using the ℤ2 topological invariant [204]. In the unstrained and tensile cases, 

the ℤ2 invariant 𝜈0 = 0, demonstrating a trivial topological state. In contrast, we observe a 

change in the parity product at the Z point (from + to −) in the compressively strained case, 

resulting in a ℤ2 index 𝜈0 = 1 which indicates a nontrivial topological band structure. We have 

found that there are only minor changes in our DFT calculation between the room-temperature 

lattice parameter (6.219 Å) and low-temperature/DFT relaxed GdSb lattice parameter (6.197 

Å), with band extrema changes smaller than 50 meV. We used the calculated equilibrium 
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lattice parameter of 6.197 Å for unstrained GdSb to consistently determine the Poisson ratio. 

However, since the calculated inverted gap for the 2% compressive layer is 40 meV, it can be 

sensitive to the starting relaxed lattice parameter used. In our earlier work, we showed that 

HSE06 AFM calculations for unstrained GdSb accurately describe the electronic bandgap at 

the bulk X point compared to other DFT functionals [154]. Thus, the 2% compressive GdSb 

appears to lie within the transition region between a strong topological insulator with a nonzero 

value of the topological invariant and a ℤ2 trivial topological state.  

Table 4.1 lists also band positions collected via ARPES and results from DFT calculations. 

The values of hole and electron carrier Fermi wave vectors for both GdSb strain levels are 

similar to other bulk crystal RE-V compounds studied with ARPES [55,147,148,156–158]. 

Comparison to other RE-Vs also demonstrates that for the in-plane dispersions, biaxial lattice 

compression shows a similar trend as chemical pressure induced by lanthanide contraction; a 

smaller lattice parameter leads to a higher chemical potential [60,158]. The experimental 

Fermi velocity of both the hole and electron carriers does not show a significant change as a 

function of strain, which can be explained by the relatively high energy separation of the Fermi 

level from the band extrema, where most effective mass changes are expected to take 

place [205].  

The hole band Fermi wave vectors and γ band extrema near the valence band in Table 4.1 

(extracted from Figure 4.2(f), Figure 4.3, and Figure 4.4) deviate from our DFT calculations, 

which predicted a displacement of the valence band maximum with strain (Figure 4.2(g-h) and 

Table 4.1), a trend we do not observe experimentally. In Figure 4.4, the hole split-off γ band 

maximum at Γ does not shift significantly with strain and remains at the same maximum energy 

of −0.3 eV. In addition, when transitioning from tensile to compressive strain we observe a 
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decrease in kF along 𝑀̅ − 𝛤 − 𝑀̅ in contrast to DFT predictions. These two trends suggest 

that the observed position of the Fermi level in the compressive film could differ from the 

initial DFT-calculated position shown in Figure 4.2(g-h). The origin of this variation between 

ARPES results and DFT calculations could be either due to quantum size effects in the hole 

band [57], related to the hydrostatic tensor contributions to the DFT-modeled valence band 

shift [206], or resulting from experimental effects such as defects in the compressively strained 

film leading to bulk doping or potential Fermi level pinning at the film surface.  

 
Figure 4.4. E-k dispersion of the hole pockets in the biaxial strained GdSb films measured at kz= Γ (photon energy 

of 60 eV). ARPES spectra near the Fermi level, the green dotted line highlights the same γ valence band maximum 

position, and black lines show overlaid fits along (a,b) 𝑀̅ − 𝛤 − 𝑀̅ and (c,d) 𝑋̅ − 𝛤 − 𝑋̅. Top panel: raw data, 

bottom panel: curvature plot of the raw data. (e-h) Wider energy range of the same cuts in (a-d), showing the 

quantum well states. The plots on the right-hand side present the raw data, and the plots on left-hand side display 

the curvature plot. Fermi wave vectors extracted from the fits to the valence band and band extrema in panels (e-

h) are detailed in Table 4.1. Figure reprinted with permission from [193]. 
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4.4 Tight binding model 

The bands lying in the normal direction of the film plane, i.e. along [001] (𝛤 − 𝑍), are 

primarily affected by epitaxial strain, whereas in RE-Vs under hydrostatic pressure  [60,149] 

all three 𝛤 − 𝑋 high-symmetry directions are equivalent. The bandgap changes in 𝛤 − 𝑍 can 

be explained using a simple tight-binding (TB) model, accounting for the orbital composition 

of the electron and hole bands near the Fermi level and the scaling of nearest-neighbor and 

next-nearest neighbor interactions with strain (see Figure 4.5(b-c)). Our orbital composition 

determination in Figure 4.5(a) shows the p- and d- orbital composition of the valence and 

conduction band, respectively, and agrees with ARPES measurements by Nummy et al. [147] 

assigning the orbital characters in the analogous La-Vs. In addition, we do not observe 

significant mixing between s orbitals and the group of p and d orbitals near the Fermi level.  

Based on the orbital-resolved DFT electronic band structure in Figure 4.5(a), a TB model 

was constructed that reproduces well the DFT-calculated band structure and the effect of strain 

on hopping terms (Table 4.2). The TB Hamiltonian is thus constructed by 16x16 matrix 

elements, consisting of 8 atomic orbitals (Sb: px, py, pz; and Gd: dyz, dzx, dxy, dx2-y2, dz2) and 

accounting for spin-orbit coupling (SOC) which contains the atomic SOC parameter λGd and 

λSb. These parameters are matched to the Gd 5d and Sb 5p atomic values, which are λGd =0.43 

eV and λSb=0.53 eV [207]. On-site energies are derived from the unstrained GdSb calculation: 

Sbp=4.190 eV, Gdd(eg)=9.283 eV, and Gdd(t2g)=7.562 eV. Taking the two-center 

approximation and considering only the nearest-neighbor Gd-Sb interactions and the next 

nearest-neighbor Gd-Gd and Sb-Sb interatomic couplings, the hopping terms are expressed 

by [208]: 

t(px,py)[110]=1/2 (pSbpSbσ − pSbpSbπ) 
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t(px,pX)[110]=1/2 (pSbpSbσ + pSbpSbπ) 

t(px/y,dxy)[100]/[010] = pSbdGdπ 

t(dxy,dxy)[110]=1/4(3dGddGdσ + dGddGdδ) 

t(dxy,dxy)[011]=1/2(dGddGdπ + dGddGdδ) 

t(dxy,dyz)[101]=1/2(dGddGdπ − dGddGdδ) 

t(px/y,dx^2-y^2)[100]/[010] = 
√3

2
pSbdGdσ 

 

The obtained TB parameters in the standard Slater-Koster notation are tabulated in Table 4.2. 

The Fermi level was set to 5.6 eV so that the DFT and TB dispersions match in position for 

unstrained GdSb. 

Using the parameters listed in Table 4.2, the TB model is constructed using the open-source 

package chinook [209]. The energy dispersion obtained from the TB model in Figure 4.5(d) 

and Figure 4.6 reproduces well the ARPES and DFT results. Being isotropic, the TB model 

accounts for the strain-induced changes in hopping terms by using Slater-Koster parameters 

derived primarily from hopping terms in the (001) plane (except t(dxy,dxy)[011] and t(dxy,dyz)[101] 

in order to extract dGddGdπ and dGddGdδ). The hopping term decay rate, 𝑉∗ − 𝑉0, is calculated 

based on the absolute difference between the strained (𝑉∗) and unstrained (𝑉0) hopping terms. 

For example,  𝑉(pSbpSbπ)+2% − 𝑉(pSbpSbπ)0% = −0.064 − (−0.090) = 0.026 . 

Table 4.2. Nearest- and next-nearest neighbors TB parameters for GdSb, extracted from DFT calculations.  

Parameters (eV)/Strain −2% 0% +2% 

pSbpSbσ 0.713 0.661 0.583 

pSbpSbπ -0.095 -0.090 -0.064 

dGddGdσ -0.814 -0.745 -0.695 

dGddGdπ 0.233 0.239 0.238 

dGddGdδ 0.051 0.046 0.056 

pSbdGdπ -0.964 -0.894 -0.845 

pSbdGdσ -1.899 -1.745 -1.665 

λGd  0.43  

λSb  0.53  



 

81 

The band structure of GdSb resulting from our TB parametrization is presented in Figure 

4.5(d) and Figure 4.6 over narrow and wide energy ranges, respectively. From Figure 4.5(a), 

it is apparent that the out-of-plane electron pocket centered at 𝑍 is mainly composed of Gd dxy 

orbitals, which form ddσ-like bonds in the <110> direction and ddπ-like bonds along the 

<101> direction (highlighted in Figure 4.5(b), with ddδ hopping being negligible, i.e., close to 

0). The heavy- (δ) and light- (β) hole bands consist of Sb px + py orbitals along 𝛤 − 𝑍, forming 

three different hopping terms 𝑡1,2 = 𝑝𝑝𝜋 ± 𝑝𝑝𝜎  𝑡3 = 𝑝𝑝𝜋. The split-off valence band (γ) is 

made up of pz orbitals. Moreover, p-d mixing in GdSb through pdσ and pdπ bond formation is 

necessary to describe the sharp conduction and valence band dispersions along 𝑍 − 𝑊. 

Similarly, the in-plane electron pockets at 𝑋1/ 𝑋2 and δ hole band dispersing along the 𝛤 −

𝑋1,2 axis are composed of Gd dyz / dxz orbitals and Sb py + pz / px + pz orbitals, respectively. 

 
Figure 4.5. Strain effect on orbital overlap in GdSb. (a) Nonmagnetic DFT calculations of the electronic band 

structure in GdSb and the orbital character of the DFT wavefunctions. (b) Illustration of relevant atomic orbitals 

and primary interaction paths at the Z point. (c) Tight binding hopping term decay rate with increasing strain and 

the evolution of the DFT-calculated gap at the TRIM Z point vs strain. (d) Tight binding band structure of GdSb 

and its dependence on the strain level. Figure reprinted with permission from [193]. 

Upon applying compressive strain, the orbital overlap increases between the in-plane 

hopping terms of the px py dxy orbitals, leading to increased dispersion in both the valence and 

the conduction bands. However, because the d orbital hopping terms have a stronger distance 



 

82 

dependence than the p orbitals Figure 4.5(c) [210], the electron pocket has a more significant 

increase in its bandwidth moving from tensile to compressive strain. This behavior also 

explains the topological phase transition trend observed for RE-Vs due to lanthanide 

contraction [60,146]. Lighter lanthanide elements have both larger ionic radius [211] and 

larger unit cells [202], yet overall the ratio of the lanthanide ionic radius to the RE-V unit cell 

increases for the lighter lanthanides, leading to higher d-d orbital overlap eventually resulting 

in band inversion, despite the decrease in p-p orbital overlap. 

Strain-induced band inversion along 𝛤 − 𝑍 in Figure 4.2(h) and Figure 4.3 is reproduced 

in the TB model in Figure 4.5(d) and explains the more substantial modifications observed in 

ARPES and measured in DFT for band dispersions composed of atomic orbitals distributed 

within the film plane. For the in-plane electron pockets at 𝑋1,2 under compressive strain, the 

d-d orbital overlap in the (011)/(101) faces is affected by both the reduced distance along 

<010>/<100> and slightly expanded out-of-plane lattice parameter along <001>. However, 

due to the small Poisson ratio, the total distance between the dxz/dyz orbitals decreases, leading 

to a slight reduction of the gap at 𝑋1,2. In conclusion, the TB model demonstrates the 

importance of both Gd-Gd ddσ and Sb-Sb ppπ bonding in determining the degree of band 

inversion at the Z high-symmetry point. 

 
Figure 4.6. Wide energy range E-k dispersion based on the constructed TB model for unstrained GdSb. Figure 

reprinted with permission from [193]. 
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4.5 Confinement effects 

Next, we map the quantum well states in the conduction and valence bands. Two electron 

sub-band pockets are present for both strain levels in Figure 4.2(b). Scans of the hole pockets 

along 𝑀̅ − 𝛤 − 𝑀̅ (𝑋1,2 − Γ − 𝑋1,2 in the bulk Brillouin zone) and 𝑋̅ − 𝛤 − 𝑋̅ (𝐾 − 𝛤 − 𝐾 

in the bulk Brillouin zone) in Figure 4.4 show multiple quantum well states and agree with the 

number of subbands seen in our DFT calculations in Figure 4.7 for films of the same thickness. 

The same number of quantum well sub-bands and similar energy splitting for the biaxially 

strained films confirm the growth of atomically uniform films of the same thickness and 

comparable interface potentials when grown on GaSb (ε = −2%) and In0.65Ga0.35Sb (ε = +2%) 

buffer layers.  

Due to quantum size effects, the band extrema positions in the 4-nm-thick films (detailed 

in Table 4.1) are expected to be shifted to higher (lower) binding energies for the in-plane 

dispersing hole (electron) pockets at X1,2 compared to the DFT calculations in Figure 4.2(g) 

performed for bulk-like GdSb. DFT calculations in Figure 4.7 modeling the effect of quantum 

confinement in 13 ML of GdSb (001) slabs show that the electron pockets in the film plane 

are experiencing quantum confinement, in contrast to the electron bands lying in the [001] 

direction which follow the bulk band-structure calculations. The pockets in the film plane 

normal direction are less susceptible to quantum confinement in the (001) plane due to their 

in-plane orbital composition. 

In Figure 4.7, the 4 nm strained GdSb films showed an experimental shift in the γ hole 

band by ~ 0.1 eV away from the Fermi level and reduced Fermi wave vectors in both the light- 

and heavy-hole bands along 𝑋̅ − 𝛤 − 𝑋̅ compared to the bulk-limit 20-nm-thick unstrained 

film [154]. The electron pocket second quantum well state at 𝑀̅ is predicted to nearly graze 
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the Fermi level in our calculation in Figure 4.7 but experimentally lies well below the Fermi 

level in Figure 4.2(b). The smaller quantum well state spacing is most likely due to the finite 

potential barrier at the film-substrate/buffer layer interface, whereas our calculation assumes a 

freestanding GdSb slab. 

 
Figure 4.7. DFT-calculated electronic structure of free-standing GdSb (001) films that are 13 ML thick for (a) 

2% compressively strained, (b) unstrained, and (c) 2% tensile strained films. The electron pockets lying in the 

film plane (X1,2, projecting to 𝑀̅) shift to higher energies compared to the electron pockets in the film plane 

normal direction (Z, projecting to Γ̅), with an energy difference of 124 meV calculated for the unstrained film. 

Figure reprinted with permission from [193]. 

A modest change in the concentration of all charge carriers is seen as a function of strain 

(see chapter 3.5 for details on the carrier density analysis). Overall, the charge carrier ratio 

increases with compressive strain from (
𝑛𝑒

𝑛ℎ
)

+2%
= 1.52 to (

𝑛𝑒

𝑛ℎ
)

−2%
= 1.85, suggesting that 

biaxial strain could serve as another degree of freedom to tune magnetoresistance in RE-Vs. 

As in past observations for LuSb [57] (a nonmagnetic RE-V analog), due to quantum 

confinement effects in the 4-nm-thick films, the Fermi surface area of the hole pockets and the 

electron pockets in the strained thin films is slightly smaller than the values extracted via 

ARPES for thicker unstrained GdSb films [154]. The electron-rich carrier ratio measured for 

both thin films, deviating from exact compensation in unstrained bulk GdSb, agrees with our 

earlier studies of quantum confinement effects in RE-Vs [57].  
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4.6 Magnetic properties of strained GdSb films 

Finally, we address the effect of strain on the magnetic properties of GdSb. Due to the 

absence of orbital angular momentum in the 4f7 configuration of the Gd3+ ion, GdSb represents 

an ideal isotropic Heisenberg model system for studying magnetic exchange interactions. 

GdSb can be considered a parent compound of the half-Heusler structure GdPtV (V = Bi, Sb), 

which shows complex behavior, such as an antiferromagnetic to ferromagnetic transition in 

GdPtSb due to strain gradients [33] and chiral anomaly and anisotropic magnetotransport in 

the predicted Weyl semimetal GdPtBi [212]. 

GdSb can be considered an orbitally quenched system since the 4f7 configuration results in 

zero orbital angular momentum. Therefore, there is a negligible crystalline electric field (CEF) 

effect. The weak CEF effect in GdSb permits us to overlook the impact of strain on local 

symmetry breaking and to easily elucidate the role strain-driven band structure modifications 

and orbital overlap might have on magnetic ordering in GdSb. The 4f electrons in GdSb are 

well localized, with occupied states at 8.7 eV below the Fermi level [155]. Superexchange 

interactions (via p-d hopping in Gd-Sb) and Ruderman-Kittel-Kasuya-Yosida (RKKY) 

indirect-exchange interactions are expected to coexist in this compound [213], the former 

leading to antiferromagnetic behavior, and the latter contributing to a competing ferromagnetic 

order. Assuming a molecular field approximation can describe well the ordering in 

GdSb [141], the Néel Temperature (TN) of a type II Heisenberg AFM with S=7/2 is [214]: 

𝑘𝐵𝑇𝑁 =
2

3
𝑆(𝑆 + 1)ℏ2(−6𝐽2) = −63ℏ2𝐽2 

𝐽2 being the next nearest neighbor exchange constant. The pnictogen p-orbitals mediate the 

AFM superexchange interactions between the Gd atoms, and 𝐽2 can be expressed by the 
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empirical relation used for transition-metal compounds: 𝐽2
𝑠𝑢𝑝𝑒𝑟 = −

𝑛𝑑t𝑝𝑑
4

Δ2 (
1

𝑈
+

1

Δ
) where 𝑛𝑑 is 

the d moment induced by intra-atomic 5f-4d exchange, t𝑝𝑑 is the hopping integral between the 

Sb-p and Gd-d orbitals, 𝑈 is the on-site coulomb energy and Δ is the energy difference between 

the d and p orbitals  [213,215]. From Table 4.2, we can see that both t𝑝𝑑𝜎 and t𝑝𝑑𝜋 hopping 

terms increase (in absolute value) moving from tensile to compressive strain, in agreement 

with the stronger superexchange interaction expected with decreasing lattice constant.  

The electrical resistivity of the GdSb films, shown in Figure 4.8 is measured between 2 

and 70 K (above 70 K the III-V buffer layer and GaSb substrate contribute to transport), in 

order to estimate TN for the two GdSb strain levels. The resistivity measured for the 4 nm thick 

−2% biaxial strained film (without a metamorphic buffer contributing to the film roughness 

and scattering) is 𝜌−2%(2𝐾, 𝐵 = 0 𝑇) = 84 𝜇Ω − 𝑐𝑚. A resistivity kink near the Néel 

temperature is typically seen for RE-V bulk crystals in an otherwise linear temperature 

dependence, in good agreement with specific-heat measurements and magnetic-susceptibility 

data [142,145,216]. A monotonic increase in TN (including the lattice-matched film 

results [154]) is measured as a function of strain. TN in the thin films is inferred from the kink 

in the resistivity temperature dependence, similar to features previously reported in GdSb bulk 

single crystals [142,145,216] and RE-V thin films [163]. A 2.6 oC increase in TN from +2% 

tensile (24.3 K) to −2% compressive (26.9 K) strained films is observed in Figure 4.8. Similar 

strain-dependent changes were measured for EuTe, an S=7/2 rare-earth analogue [217]. 

However, the superexchange parameter 𝐽2 in GdSb is predicted to be much larger and more 

sensitive to variations in the lattice constant [141]. Based on our TB model, a reduction in the 

lattice parameter results in increased p-d orbital hopping, which in turn, leads to a higher TN. 

To our knowledge, this is the first study showing the direct impact of epitaxial strain on 
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superexchange p-d hopping in a RE-V and could guide future efforts in strain tuning the 

magnetic ordering temperature of additional materials beyond the RE-V family. Building on 

these results, the effect of strain/pressure in other RE-Vs with more complex magnetic 

behavior, such as Ce-V [52] and Eu-VI [217], can be modeled or applied to semiconducting 

RE-V nitrides, such as ScN [218] and GdN [196]. 

 
Figure 4.8. Néel temperature in strained 4-nm-thick GdSb films. (a) Temperature dependence of the longitudinal 

resistivity normalized to the maximum resistivity. At high temperatures > 70 K, transport is dominated by the III-

V substrate and/or buffer layer. Under 70 K, the charge carriers in the III-V buffer layer and GaSb substrate freeze 

out, and transport is dominated by the GdSb films. (b-c) Néel temperature extracted from a parabolic fit (black 

line) to the second derivative of the resistivity at B=0 T, for (b) +2% strain (TN=24.3 K) and (c) −2% biaxial 

strain (TN=26.9 K). Figure reprinted with permission from [193]. 

4.7 Conclusions 

In summary, we have followed with ARPES and DFT the evolution of the bulk band 

structure in biaxial strained GdSb quantum wells and demonstrated the tuning of bandgaps in 

RE-Vs through epitaxial strain. We report the successful growth of strained GdSb films 

integrated with a conventional III-V semiconducting substrate, and the resulting trends in 

magnetic ordering temperature and charge carrier ratios are discussed. The synthesis of high-
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quality epitaxial GdSb is an important step toward practical control of transport characteristics 

in magnetic Weyl semimetals. Our TB model based on nearest and next-nearest neighbor 

interactions describes well the electronic structure of GdSb. We have shown that biaxial 

compressive strain is expected to promote d-d hopping in the rare earth t2g conduction bands 

to a larger extent than the pnictogen p band hopping, resulting in band inversion and a higher 

electron carrier density. This work opens the door to future studies of strain-controlled 

topological phase transitions and semimetal-semiconductor transitions in RE-Vs and RE-V 

derived compounds, such as topological half-Heusler alloys (RE Pt/Pd V) [97–99]. 
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5 Inversion symmetry breaking in epitaxial ultrathin Bi (111) 

films  

5.1 Introduction 

Scientists have studied strain and quantum size effects in bismuth (Bi) (111) films for 

decades, which provide a rich platform for tuning topological order [62], semimetal to 

semiconducting transitions [63], and quantum-well states [64]. The low carrier density, long 

mean free path, large spin-orbit coupling, and presence of spin-polarized surface states [65] 

have made Bi films a promising system for future applications in spintronics [66]. Group-V 

elemental two-dimensional (2D) layers have also attracted interest in classical electronic and 

optoelectronic device applications due to their high carrier mobility and potential bandgap 

tunability [67]. The large mass anisotropy in the surface state and the bulk band valleys in the 

band structure of Bi allow valley degeneracy to be controlled by the orientation of an applied 

magnetic field, a feature that can be used in valleytronic devices which encode information 

through valley-polarized currents [68].  

In the field of topological materials, there is an ongoing effort to classify the ℤ2 invariant 

of Bi experimentally [32,72], which also proves challenging to calculate computationally [73]. 

A single Bi (111) bilayer (BL) with a nontrivial ℤ2 topological number is predicted to behave 

as a quantum spin Hall insulator [74]. Along the Bi (111) step edges (running perpendicular to 

〈1̅  1̅ 2〉) one-dimensional (1D) helical modes were also observed [71], an ingredient in one 

proposed platform to construct Majorana zero modes [76]. Yet, the synthesis of the (111) 

rhombohedral phase on a semiconducting substrate has remained elusive, with only planar 

bismuthene wetting layers on SiC reported thus far [79]. The synthesis of large-area, single-
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domain ultrathin (<6 BL) buckled Bi (111) epitaxial films on semiconducting substrates has 

remained a materials science challenge for many decades. For Si or Ge (111) substrates, weak 

film-substrate van der Waals (vdW) interactions [84] have led to the nucleation of a nearly 

freestanding-like Bi layer. Due to weak epitaxial stabilization, a competing black phosphorus-

like pseudocubic {012} allotropic phase is favorable in the few-BL growth regime. The 

pseudocubic phase transforms to the (111) rhombohedral phase only after the film coalesces 

beyond a thickness of 6 BL for Si(111) [77]. Ultrathin Bi (111) films were nucleated on 

metallic substrates such as highly oriented pyrolytic graphite [219] and the topological 

insulator substrate Bi2Te3 [86–89]. However, those films suffer from parallel conduction paths 

from the underlying metallic bulk or surface states of the substrate with which they hybridize.  

Bulk Bi in the rhombohedral A7 structure (space group R3̅m, ) is a low-carrier semimetal 

(Figure 5.1, A and B) with a valence-band maximum at the time-reversal invariant momentum 

(TRIM) T point (projecting to Γ̅ for the (111) surface) and a conduction-band minimum at the 

L TRIM point (projecting to M̅). The small direct bandgap at the L point is only a few meV 

and determines whether Bi is a topological insulator (an inverted bandgap at L) or a higher-

order topological insulator (no band inversion at L). 

Bi is predicted to lie at the border of a topological phase transition between a higher-order 

topological insulator and a topological insulator phase [32]. Calculations have shown that the 

indirect T-L gap and the direct inversion bandgap at L depend on electron doping [93], biaxial 

and shear strain [32,62,87], and bulk alloying in Bi1-xSbx [4]. Yet despite the challenge of 

estimating the gap size at the L point, most DFT calculations [62,73] predict a trivial band 

order at the L point for unstrained bulk Bi crystals. More accurate quasiparticle self-consistent 
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GW (QSGW) calculations also yield nontrivial behavior, with a gap at L of 13 meV compared 

to 86 meV in standard DFT [62]. 

 
Figure 5.1. Surface state dispersion of Bi (111) (A) Calculated bulk band structure of Bi showing the hole and 

electron pockets at the TRIM points T and L, respectively. (B) Schematic of the bulk Brillouin zone and TRIM 

points projected onto the (111) surface Brillouin zone. (C and D) Schematic drawings of two possible surface 

state (SS) dispersions and projected valence and conduction bands (VB, CB) along Γ̅ − 𝑀̅ (C) Connectivity of 

SS1 and SS2 with the CB and VB, respectively, at the 𝑀̅ point. The SS gap could indicate either a topologically 

nontrivial band structure for a semi-infinite crystal or interactions between surface states at the top and bottom 

surfaces in a thin film. (D) Surface state degeneracy at 𝑀̅, indicating a ℤ2 trivial band structure. (E and F) ARPES 

E-k dispersion of the surface states at hv = 37.5 eV for a 200 BL thick film Bi (111) film grown on InSb (111)B 

presenting a very small/nonexistent gap at the 𝑀̅ point. (E) Raw data and the (F) curvature plot [220] of the raw 

data, enhancing dispersive features. Figure reprinted with permission from [221]. 

ARPES measurements [69,72,94] of Bi thin films have nonetheless shown surface states 

gapped at the 𝑀̅ point, which in the past were attributed to a ℤ2 nontrivial band topology 

(Figure 5.1C). Since the surface states near the Brillouin-zone edge penetrate deep into the 

film bulk, on the order of 100s of bilayers [73,95,96], crosstalk between surface states on 

neighboring surfaces could lead to the formation of a hybridization gap and the appearance of 

a topological-like signature even in the trivial semimetal case (Figure 5.1C). ARPES spectra 

of films as thick as 200 BL grown on Ge (111) still show gapped surface states lying close to 

each other [72], obscuring the direct determination of a surface state gap/degeneracy even for 

relatively thick films. 

Recent ab initio calculations have predicted that in an inversion a-symmetric film 

(resulting from surface perturbations/functionalization [222,223] or inter/intra-bilayer 

expansion [224]), one could more easily distinguish between the topologically trivial and 

nontrivial phases due to the emergence of degenerate surface states observed only from one 
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surface, as schematically portrayed in Figure 5.1D. Thus, in order to study the true topological 

nature of Bi, a substrate/overlayer with strong bonding to Bi films would break inversion 

symmetry and prevent surface state hybridization, facilitating the topological phase 

assignment of Bi. In this work, we have identified a semiconducting substrate, InSb (111)B, 

satisfying this condition and allowing us to break inversion symmetry in epitaxial Bi films 

through strong film-substrate interactions. Unlike previously explored substrates, these strong 

interactions allow us to stabilize ultrathin (<6 BL) large-area Bi films in the (111) orientation 

down to 1 BL thick films and take advantage of the film-substrate interface perturbation to 

study only the top surface of the Bi film with ARPES and DFT.   

5.2  Growth and epitaxy of Bi (111) on InSb (111)B 

A well-ordered (3⨯3) surface of unintentionally doped epi-ready InSb (111)B wafers 

(Wafer Technology Ltd.) was prepared with atomic hydrogen cleaning for native oxide 

removal and was studied in vacuo with RHEED and STM [225]. To hydrogen clean the 

samples, the samples were heated to 360 oC, as measured by a thermocouple near the sample, 

and exposed for an hour to a chamber pressure of 5×10−6 Torr of atomic hydrogen, as measured 

by an ion gauge in the chamber. The atomic hydrogen was generated by flowing hydrogen gas 

through a leak valve and into a thermal cracker (Dr. Eberl MBE-Komponenten GmbH) 

operated at 1700 oC. Following hydrogen cleaning the substrate was cooled at a slow rate (≤5 

oC/min) to room temperature to obtain a (3⨯3) surface, otherwise for faster cooling rates a 

metastable (3⨯1) surface reconstruction was obtained. The starting (111)B face was selected 

due to previous reports predicting improved wetting over InSb (111)A [226]. Layer-by-layer 

growth was observed for Bi nucleated both on the InSb (3⨯3) In-rich and (2⨯2) Sb-rich surface 
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reconstructions, with a (3⨯3) reconstruction selected in this study to avoid unintentional Sb 

doping of the Bi film [227]. 

The thin Bi (111) films were grown by MBE in a MOD Gen II growth chamber with a base 

pressure <1x10-10 Torr. Bi was evaporated from a conventional effusion cell with a pyrolytic 

boron nitride crucible at a temperature of 482 oC with a deposition rate of 1.9x1014 

atoms/cm2min, determined by Rutherford backscattering spectrometry measurements of the 

elemental area atomic density of calibration samples grown on Si. The nominal thickness is 

represented in units of bilayers (BLs), where 1 BL corresponds to the 2 ML atom density in 

(111) planes assuming lattice matching to the underlying InSb substrate (aBi
InSb=4.582 Å): 

1.10x1015 atoms/cm2 (see Figure 5.2(A-C)). The surface crystal quality was monitored in situ 

with RHEED during film growth and post-annealing. Thin films are nucleated at 14 oC 

followed by low-temperature annealing at 80-120 oC for several hours to allow local ordering 

of the Bi atoms but avoid film dewetting observed at higher temperatures. Hotter annealing 

temperatures led to three-dimensional islands, confirmed by STM, and showed up in RHEED 

as a dim (2⨯1) pattern. The samples were transferred in vacuo for ARPES and STM 

measurements and were eventually capped with a 5-nm-thick AlOx layer deposited by 

electron-beam evaporation of Al2O3 source material to prevent film oxidation and dewetting 

when loaded out of ultrahigh-vacuum for ex situ characterization.  

Figure 5.2(A-C) shows the epitaxial relationship between the InSb (111)B substrate and 

the (111)r/(0001)hex Bi film. The (111) rhombohedral orientation of Bi can also be simplified 

using the (0001) quasi-hexagonal unit cell shown in Figure 5.2A, where 3 BL (BL=3.95 Å) 

define the out-of-plane lattice constant of c0=11.862 Å, with the in-plane lattice constant 

a0=4.546 Å [228]. Each Bi BL has a buckled structure with a vdW-like gap separating the 
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bilayers. The lattice mismatch between the bulk Bi lattice constant and InSb <110> atomic 

spacing is small, with only 0.8% nominal biaxial tensile strain applied to the Bi film. RHEED 

patterns in Figure 5.2D confirm the nucleation of smooth (1⨯1) unreconstructed Bi films on a 

well-ordered (3⨯3) InSb (111)B surface reconstruction.  

 
Figure 5.2. (A) Rhombohedral (green) unit cell and hexagonal crystal structure of bulk Bi. Purple and blue atoms 

are at the bottom and top row of each bilayer, respectively. Adapted from [62]. The Side and top-view models of 

(B) the Bi (0001)hex surface ((111)r in the rhombohedral notation) illustrating intralayer covalent-like bonds and 

interlayer vdW stacking and (C) InSb (111)B unreconstructed surface. (D) RHEED patterns and epitaxial 

alignment of the (3⨯3) InSb (111)B substrate and (1⨯1) Bi (0001)hex surface. (E - H) STM images of InSb and 

ultrathin Bi films 400⨯400 nm2. (E) InSb (111)B substrate (bias voltage, Vb: 1.2 V), 20⨯20 nm2 inset exhibits 

the atomic resolution of the (3⨯3) surface reconstruction (Vb: 1 V). (F) 1 BL Bi film (Vb: 3 V). 50⨯50 nm2 inset 

depicts the fractal pattern (Vb: 3 V). (G) 2.6 BL Bi film, featuring continuous coverage above the percolation 

threshold; exposed patch area and density determined by annealing duration (Vb: 3 V). (H) 5.4 BL thick film, 

showing progressive film relaxation (Vb: 3 V); 50⨯50 nm2 inset highlights a soliton node (Vb: 0.25 V). Figure 

reprinted with permission from [221]. 

In vacuo STM was performed with an Omicron LT STM at 77 K with a base pressure <

4 × 10−11 Torr. STM images in Figure 5.2(E-H) show the evolution of the ultrathin film 

morphology with film thickness. In Figure 5.2, an atomically smooth InSb (111)B starting 

surface is measured, with an atomic (3⨯3) surface reconstruction (Figure 5.2D, inset) 

consistent with previous observations [229]. Following the deposition of 1 BL, the Bi film 

evolves into a fractal Sierpiński triangle-like structure (Figure 5.2F) which was recently 

reported for the same film-substrate system [229]. Examining line profiles, the step height 

between the first bilayer and InSb is 358±3 pm, smaller than the spacing expected from the 

trigonal lattice constant of pseudomorphic bismuth films measured via XRD (at 298K, 
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dvdW+dBL=394±1 pm) or thicker bilayer spacing measured via STM (at 78K: dvdW+dBL=391±1 

pm). The spacing measured via STM convolutes both structural and electronic effects, 

however could indicate strong interactions between the Bi film and InSb. For Bi films with a 

thickness of 2-3 BL, the fractal pattern transforms to a uniform coverage of (111) oriented Bi 

with 1-2 BL steps and wetting layer patch areas. In Figure 5.2G, we observe only a single 

domain orientation in our STM images, unlike the common rotational domains seen thus far 

for thin Bi films [85]. 

Lattice parameters, film thickness, and crystallinity information were extracted from high-

resolution x-ray diffraction in Figure 5.3 and confirmed that the films have high crystalline 

ordering and sharp interfaces. The azimuthal alignment and in-plane strain are further studied 

with STM (Figure 5.2) and XRD (Figure 5.3), where the epitaxial film-substrate relationship 

and film strain relaxation are monitored as a function of film thickness. The large-area single 

domain orientation observed for Bi (111)/InSb(111)B is in contrast to the two rotational 

domains typically seen for Bi films nucleated on Si (111) [85]. It was shown via STM that 

coherent strain is maintained in the film only up to a thickness of 2 BL. Films thicker than 2 

BL begin to partially relax and form a soliton network, a unique strain relief mechanism in 

vdW materials [230], which was observed in Bi films only when grown on InSb [229,231]. 

The relaxed soliton network is also evident in Figure 5.2H for a 5.4 BL film. Reciprocal space 

maps (RSMs) of the Bi (1 0 1̅ 11) peak for the 5.4 and 13 BL samples are shown in Figure 

5.3(C and D). The RSMs reveal the film has significant biaxial strain at the ultrathin limit, in 

agreement with the experimental Poisson ratio of 0.28 for basal plane biaxial strain [232]. The 

thinner sample has the diffracted intensity mostly centered at the InSb in-plane lattice constant 

( with strained lattice parameters: as =4.58 Å, cs =11.81 Å), whereas the thicker 13 BL film has 
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the peak weight shifted to a smaller in-plane lattice constant due to more significant relaxation, 

yet maintains a fraction of a coherently strained film even after strain relaxation occurs (as 

=4.58 Å, cs =11.86 Å, and for the relaxed peak: aR =4.524 Å, cR =11.892 Å).  

 
Figure 5.3. Epitaxy of bismuth on InSb (111)B. (A) θ-2θ XRD scan exhibiting thickness fringes indicating a sharp 

interface. (B) In-plane φ scan of the Bi (1 0 1̅ 11) and InSb (4̅ 4̅ 2̅) reflections showing the 3-fold symmetry of 

a single crystal domain orientation. Reciprocal space map of (C) 5.4 BL and a (D) 13 BL thick film showing 

partial relaxation, with both coherently strained (S) and relaxed peaks (R) present. (E) DFT-calculated lattice 

parameter of freestanding ultrathin Bi films vs. film thickness, see section 5.3.2 for details. 

Interestingly, the relaxed in-plane (a) and trigonal (c) lattice constants shrink/expand 

(respectively) compared to the literature bulk crystal lattice constants of a=4.546 Å, c =11.862 

Å [228]. This contraction in a for thinner films and expansion in c was predicted in 

computational studies of Bi (111) nanofilms [233] and was also reproduced in our DFT 

calculations for freestanding films (Figure 5.3E, see section 5.3.2 for details) and would 

explain the early onset of strain relaxation observed in our STM scans with tensile strain as 

high as 3% possible at the 2 BL limit. Therefore, a lattice mismatch higher than the nominal 

0.8% tensile strain (with respect to the Bi bulk lattice constant) is applied at the ultrathin limit 

when Bi is nucleated on InSb. Bi films thicker than 30BL are fully relaxed in the topmost 

bilayer, presenting no biaxial strain [231]. 

  



 

97 

5.3 Electronic structure of ultrathin Bi (111) films 

5.3.1 Photoemission spectra 

ARPES measurements at the Advanced Light Source (ALS) at Lawrence Berkeley 

National Laboratory were conducted at 11 K and acquired with a Scienta DA30L 

hemispherical analyzer. The ALS measurements were performed on in vacuo transferred 

samples, where a custom-built vacuum suitcase with a base pressure <10-10 Torr was used to 

transfer films from the growth chamber at UCSB to beamline 10.0.1.2 at the ALS in Berkeley.  

 
Figure 5.4. Fermi surface and surface states measured with ARPES at an incident photon energy hv = 37.5 eV for 

various film thicknesses. (A) Fermi surface of a 5.4 BL thick Bi (111) film at the Fermi energy, EF. The 

corresponding E–k cut along the Γ̅ − 𝑀̅ path in (B) and (C) is highlighted. (B) ARPES raw images and (C) 

curvature plots, enhancing the dispersive features of the surface states (SS1, SS2) and quantum-well states. The 

surface state band degeneracy at 𝑀̅ (𝑘 = 0.8 Å−1), marked by X, is observed due to inversion symmetry breaking. 

(D) Momentum distribution curves at EF. The surface state Fermi level crossings near 𝑀̅, highlighted by arrows 

in (C) and (D), decrease in separation as the films become thinner. (E) Energy distribution curves at the 𝑀̅ point 

showing the evolution in quantum-well state energy spacing as a function of film thickness. Figure reprinted with 

permission from [221]. 

Figure 5.4A shows the Fermi surface of a 5.4 BL Bi film measured using ARPES, 

presenting a dominant three-fold symmetry as the surface states disperse from the valence band 
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at 𝛤 towards the valence and electron pocket at 𝑀̅ (Figure 5.1) indicating a single epitaxial 

domain orientation and in agreement with the STM measurements. In Figure 5.4(B and C) we 

present narrow energy-range ARPES measurements along 𝛤 − 𝑀̅ for Bi films with varying 

thicknesses (wide energy range scans provided in Figure 5.5). Due to the small bulk carrier 

density, quantum confinement effects in Bi films emerge for films 10s of bilayers thick, 

leading to well-resolved quantum-well states for all films thinner than 200 BL. Despite the 

ultrathin thickness of the Bi films studied (< 6 BL), we do not observe in ARPES any bands 

originating from the underlying InSb substrate, as confirmed by examining a reference InSb 

(3⨯3) reconstructed surface in Figure 5.6.  

 
Figure 5.5. ARPES spectra of Bi films along 𝑀̅ − Γ̅ over a wide energy range. ARPES images of the raw spectra 

(A-E) and two-dimensional curvature plots (F-J), enhancing the dispersive band features. Quantum-well states 

(QWS) and the crossing of the second pair of surface states at ~0.5 eV, marked by X, are highlighted. The spectra 

are measured at an incident photon energy hv = 37.5 eV. Figure reprinted with permission from [221]. 

In Figure 5.5, four Fermi-level band crossings are observed along 𝑀̅ − Γ̅, twice for each 

surface state band highlighted in Figure 5.4. An additional set of surface state bands [234] is 

centered at the Γ̅ point near 0.2-0.6 eV with a crossing marked by X in Figure 5.5. The valence 

bulk bands at the T and L high-symmetry points were not detected for any of the Bi films over 
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an energy range of 18-60 eV in Figure 5.4, Figure 5.5, Figure 5.8, and Figure 5.9 owing to 

their low cross-section compared to the surface states. As the surface states (crossing the Fermi 

level) disperse towards 𝑀̅, additional quantum-well states are observed due to the 

hybridization of the surface states with the quantum-well states originating from the bulk band 

(and additional bulk quantum-well states are also apparent at the Γ̅ point).  

 
Figure 5.6. InSb surface and bulk band structure and ARPES spectra. (A) Surface Brillouin zone and symmetry 

points of the (1x1) unreconstructed (orange) and (3⨯3) reconstructed surface (blue) of InSb (111)B. (B) HSE06-

calculated band structure of InSb showing the heavy-hole (hh), light-hole (lh), and split-off (so) bands. (C-J) 

ARPES images of the raw spectra (top/left panels) and two-dimensional curvature plots, enhancing the dispersive 

band features (bottom/right panels). (C-D) 𝑀̅ − Γ̅ − 𝑀̅ cuts collected at an incident photon energy hv = 37.5 eV 

for (C) narrow and (D) wide energy ranges. Shadow bands due to the (3⨯3) surface reconstruction are marked 

by green lines. (E-F) 𝑀̅ − Γ̅ − 𝑀̅ cuts at an incident photon energy hv = 20 eV for (E) narrow and (F) wide energy 

ranges. (G-H) 𝐾 − Γ̅ − 𝐾 cuts at an incident photon energy hv = 37.5 eV for (G) narrow and (H) wide energy 

ranges. (I-J) 𝐾 − Γ̅ − 𝐾 cuts at an incident photon energy hv = 20 eV for (I) narrow and (J) wide energy ranges. 

Figure reprinted with permission from [221]. 
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Figure 5.6 shows reference ARPES images for the atomic hydrogen-cleaned InSb (111)B 

substrate, collected at the same photon energies and E-k cut directions used for studying the 

Bi films. We observe bulk valence bands and surface shadow bands due to the (3⨯3) surface 

reconstruction (resulting in the folding of the surface Brillouin zone, as shown in Figure 5.6A). 

At hv = 37.5 eV (Figure 5.6, C and D), there is a resonant enhancement of the valence band 

photoemission cross-section due to the proximity in energy to the Sb 4d → 5p (valence band) 

transition, also leading to a stronger intensity of the shadow bands. While the photon energies 

of 37.5 and 20 eV should reflect cuts near the bulk Γ and L points [235] (see Figure 5.6B), 

respectively, the valence band dispersion remains essentially unchanged, with the addition of 

bands centered at L for the 20 eV scans, indicating high kz broadening. The InSb bands in 

Figure 5.6 are not apparent in any of the Bi film ARPES measurements. Since InSb has a finite 

bandgap of 0.235 eV [236], the valence band maximum in Figure 5.6 was set to the Fermi 

level position as it was shown in scanning tunneling spectroscopy measurements that the Fermi 

level of the (3⨯3) InSb (111)B surface is pinned near the valence band edge [225]. However, 

based on Bi/InSb Fermi level calibrations, the Fermi level position is likely 0.17 eV above the 

valence band maximum, which also yielded better agreement with literature values of InSb 

photoemission core level binding energies [237]. 

Figure 5.7 presents the ultraviolet photoemission spectra collected as a function of the Bi 

film thickness for the Bi 5d5/2, Sb 4d, and In 4d core levels. A survey scan of the 1.3 BL film 

in Figure 5.7A shows Bi 5d core levels with an intensity order of magnitude higher than the In 

and Sb-related peaks. The quenched intensity of the Sb and In peaks following the growth of 

just a few bilayers highlights the smooth InSb starting surface and the layer-by-layer growth 

of the Bi film. In Figure 5.7B, the 1.3 BL Bi 5d5/2 peak presents additional components at a 
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higher binding energy, either due to Bi-Sb bonds forming at the Bi-InSb (111)B interface or 

due to surface components related to Bi atoms with dangling bonds on the fractal-like surface 

(see Figure 5.2). Upon increasing Bi film thickness, the Bi lineshape evolves into the bulk-like 

core level spectra with no pronounced change in the Bi core level binding energy. 

 
Figure 5.7. Bi-InSb interfacial bonding revealed by ultraviolet photoemission scans collected for the InSb (111)B 

(3⨯3) surface and Bi thin films with varying thicknesses. (A) Log-scale survey spectrum of the 1.3 BL Bi film 

collected at 80 eV. Photoemission spectra of (B) Bi 5d5/2 measured at 80 eV, (C) In 4d at 50 eV, and (D) Sb 4d 

at 80 eV. In (B) the arrow indicates the transition from a single BL to bulk-like Bi lineshape. The higher binding 

energy component present for 1 BL bismuth could be either due to bonding with InSb or due to another surface 

core level that is specific to the 1BL fractal pattern. Arrows in (C) and (D) highlight the decreasing binding 

energies of both Sb and In peaks with increasing Bi film thickness. Figure reprinted with permission from [221]. 

In Figure 5.7C, a single In 4d core level bulk component is used to fit the InSb substrate spectra 

(In 4d5/2 = 17.18 eV , In 4d3/2 = 18.01 eV), and upon Bi deposition, a gradual decrease in 

binding energies is observed as the Bi film thickness increases. This shift in the In 4d spectra 

could be related to In-Bi bonds forming and/or band-bending in InSb (Fermi level pinning near 

the InSb valence band). In Figure 5.7D, two Sb 4d core level components are used to fit the 

InSb spectra: Sb 4d5/2 = 31.38 eV, 31.58 eV, and Sb 4d3/2 = 32.82 eV, 32.62 eV in agreement 

with previous photoemission measurements [237]. A sharp jump in the Sb 4d binding energy 

occurs upon Bi deposition. This shift could result from Sb-Bi bonds forming at the Bi-InSb 

interface. Similar to In 4d, the Sb core level binding energies decrease with increasing Bi film 

thickness, indicating Fermi level pinning near the InSb valence band. 
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Figure 5.8. ARPES spectra of 

Bi films near Γ̅, highlighting 

the surface state band energy 

shift. ARPES images of the 

raw spectra (top panels) and 

two-dimensional curvature 

plots (bottom panels), 

enhancing the dispersive 

band features. (A and B) 𝑀̅ −
Γ̅ − 𝑀̅ and (C and D) 𝐾 −
Γ̅ − 𝐾 cuts collected at an 

incident photon energy (A 

and C) hv = 37.5 eV and (B 

and D) hv = 20 eV. In (A and 

B) the surface state band 

minimum energy for each 

film thickness is highlighted 

with an arrow. In (C and D) 

the change in the surface state 

band dispersion to a more 

linear-like E-k dispersion is 

highlighted with an arrow. 

Figure reprinted with 

permission from [221]. 
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In Figure 5.8, high-resolution photoemission scans near Γ̅ are collected at 20 and 37.5 eV 

photon energies, which should be close to the bulk 𝛤 and T points, respectively, assuming an 

inner potential of 6-10 eV. No surface state dispersion is observed as a function of photon 

energy, yet the scans collected at 30 – 40 eV show a higher surface state cross-section and are 

more bulk sensitive (i.e., show the 3-fold symmetry near 𝑀̅) than scans collected at 20 eV. The 

surface state energy minimum in the 𝑀̅ − Γ̅ direction in Figure 5.8A-B is monitored as a 

function of film thickness, showing a shift towards the Fermi level with decreasing film 

thickness. Moreover, as the film thickness decreases, the bottom surface state band along 𝐾̅ −

Γ̅ evolves into a more linear-like dispersion. No additional surface states (from the Bi-InSb 

interface) are observed in the 𝐾̅ − Γ̅ direction for any of the films thicker than 1.3 BL. 

 
Figure 5.9. ARPES spectra of a 1.3 BL thick Bi film. ARPES images of the raw spectra (top panel) and two-

dimensional curvature plots (bottom panel) enhancing the dispersive band features. (A-D) 𝑀̅ − Γ̅ − 𝑀̅ cuts 

collected at a photon energy of (A-B) hv = 37.5 eV and (C-D) hv = 20 eV. (E-H) 𝐾 − Γ̅ − 𝐾 cuts collected at 

photon a energy of (E-F) hv = 37.5 eV and (G-H) hv = 20 eV. The two surface states (indistinguishable due to 

their overlap) at the Bi-vacuum interface are highlighted in (B). The surface state originating at the Bi-InSb 

interface is highlighted in (H). Figure reprinted with permission from [221]. 
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ARPES spectra of a 1.3 BL thick Bi film in Figure 5.9 show no evidence of InSb bulk or 

surface bands (see Figure 5.6) in any of the cuts along the 𝑀̅ − Γ̅ − 𝑀̅ or 𝐾̅ − Γ̅ − 𝐾̅ directions, 

in contrast to the 1 BL Bi films grown on Bi2Te3 showing strong hybridization between the 

film and the underlying substrate [86,89]. While the bands are slightly more diffuse due to the 

absence of long-range order in ~ 1 BL films (Figure 5.2F), we observe the Bi-vacuum surface 

states crossing the Fermi level along 𝑀̅ − Γ̅ − 𝑀̅, similar to thicker films. Along 𝐾̅ − Γ̅ − 𝐾̅ in 

Figure 5.9(G-H) we see an additional surface state band which we suspect originates at the Bi-

InSb interface and was also predicted by our DFT calculations.  

5.3.2 First-principles calculations 

The DFT calculations in this chapter were conducted by Muhammad Zubair under the 

supervision of Anderson Janotti at the University of Delaware. We investigated the electronic 

structure of Bi thin films with DFT-based first-principles calculations with the projector 

augmented wave (PAW) method as implemented in the VASP code [200,201]. The 

generalized gradient approximation (GGA) of Perdew-Burke-Ernzerhof (PBE) for the 

exchange-correlation functional was used [238], including spin-orbit coupling as implemented 

in the VASP code. We used PAW potentials for Bi with five valence electrons, 6s26p3, three 

valence electrons for In, 5s25p1, and five valence electrons for Sb, 5s25p3. For convergence of 

the electronic self-consistent calculations, a total energy difference criterion was defined as 

10−6 eV. A cutoff energy of 500 eV is used in the plane wave basis set, and a Γ-centered 8×8×1 

k-point mesh was employed in the slab calculations. All the band structures were plotted using 

the PyProcar package [239]. 
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Freestanding Bi layers and Bi/InSb structures were modeled with varying numbers of Bi 

BLs, from 1 to 6 BL. The lattice parameter of the 1-6 BL freestanding Bi films in Figure 5.10C 

is fixed to the in-plane relaxed lattice parameter of bulk Bi: 𝑎𝐵𝑖,𝑓𝑖𝑥𝑒𝑑
𝑓𝑟𝑒𝑒𝑠𝑡𝑎𝑛𝑑𝑖𝑛𝑔

= 4.523  Å. To study 

the effect of Bi ultrathin films on an InSb substrate, we modeled the same varying number of 

Bi BLs on a 2-unit cell thick InSb (111)B slab with a vacuum thickness of 15 Å. The top 

surface of the InSb (111) slab (B face) was an unreconstructed Sb-polar layer, and the In atoms 

at the bottom surface (A face) were passivated with hydrogen with a 5/4 fractional charge to 

fulfill 2 electrons per bond. The structures are relaxed vertically while keeping the in-plane 

lattice parameter fixed. The Bi/InSb structures with varying Bi layer thicknesses were 

constrained to the underlying InSb substrate lattice parameter 𝑎𝐵𝑖,𝑓𝑖𝑥𝑒𝑑
𝐵𝑖/𝐼𝑛𝑆𝑏

= 𝑎[110]
𝐼𝑛𝑆𝑏 = 4.628 Å, 

shown in Figure 5.10D.  

 
Figure 5.10. Effect of inversion symmetry breaking in ultrathin Bi films. Schematics of representative stacks for 

(A) a freestanding film preserving inversion symmetry and (B) a film with broken inversion symmetry. DFT 

calculations along 𝑀̅ − Γ̅ − 𝑀̅ for varying ultrathin film thicknesses for (C) the freestanding Bi slab in (A) and 

(D) the film with broken inversion symmetry in (B). In (D), all states with more than 60% of their spectral weight 

in the Bi film are marked in purple, and states with 0% of their weight in the Bi film (originating from the InSb 

layer) are marked in yellow. (E) DFT (green) and ARPES (yellow, blue, purple) quantum-well state energy 

position at 𝑀̅ vs inverse film thickness, 1/N. The full solid lines are linear fits used for analyzing the total phase 

shift, and the dotted lines are drawn as guides for the eye. Figure reprinted with permission from [221]. 

In order to gain more insight into the electronic and structural modifications of the 

heteroepitaxial structure, we calculate (i) the bulk electronic structure of Bi and InSb, (ii) the 

band structure calculations for fully relaxed in-plane freestanding Bi and Bi/InSb, (iii) the top 
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and bottom bilayer-resolved calculations for trivial and nontrivial band structures, and (iv) the 

stacking arrangement of Bi bilayers with respect to InSb.  

We investigated the electronic structure of bulk InSb (see Figure 5.6B) using the screened 

hybrid functional of Heyd, Scuseria, and Ernzerhof (HSE06) [198,199] with 25% of exact 

exchange and accounting for spin-orbit coupling. A Γ-centered 6 × 6 × 6 k-point mesh was 

employed in the InSb bulk band structure calculations to optimize the lattice parameters and 

the self-energy. The calculations for bulk Bi in Figure 5.1A were performed using a primitive 

rhombohedral cell with 2 atoms and a Γ-centered 12×12×12 k-point mesh. The optimized 

lattice parameters of the primitive rhombohedral cell correspond to an in-plane lattice 

parameter 𝑎𝐵𝑖
𝑏𝑢𝑙𝑘 = 4.523 Å and an out-of-plane lattice parameter 𝑐𝐵𝑖

𝑏𝑢𝑙𝑘 = 3(𝑑𝑣𝑑𝑊 + 𝑑𝐵𝐿) =

11.75 Å  for the conventional hexagonal cell containing 6 atoms (where the interlayer vdW-

like gap is: 𝑑𝑣𝑑𝑊 = 2.308 Å and the intralayer BL height is: 𝑑𝐵𝐿 = 1.609 Å). 

 
Figure 5.11. DFT calculations along 𝑀̅ − Γ̅ − 𝑀̅ of the relaxed Bi/InSb (111) structure. States with more than 

60% of their weight in the Bi film are marked in purple, and states with 0% of their weight in the Bi film 

(originating from the InSb layer) are marked in yellow. Figure reprinted with permission from [221]. 

Band structure calculations of freestanding Bi ultrathin films with a relaxed in-plane lattice 

parameter, present a decrease in the lattice parameter as the film thickness decreases: 

𝑎𝐵𝑖,𝑟𝑒𝑙𝑎𝑥𝑒𝑑
𝑓𝑟𝑒𝑒𝑠𝑡𝑎𝑛𝑑𝑖𝑛𝑔

= 4.264, 4.402, 4.441, 4.463, 4.475, and 4.484 Å for 1, 2, 3, 4, 5, and 6 BL 

thick films, respectively. This contraction in the lattice parameter for the freestanding film is 

consistent with earlier studies of ultrathin Bi films [233]. To confirm strong interfacial 

bonding, we also let the in-plane lattice parameter of the Bi/InSb films relax (presented in 

Figure 5.11). The in-plane relaxed lattice parameter of the Bi films on InSb gradually decreases 
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(elastically, i.e., without introducing dislocations) , approaching the Bi bulk lattice parameter 

with increasing film thickness: 𝑎
𝐵𝑖,𝑟𝑒𝑙𝑎𝑥𝑒𝑑

𝐵𝑖

𝐼𝑛𝑆𝑏 = 4.603, 4.607, 4.597, 4.592, 4.588, 4.583 Å for 

1-6 BL thick films, respectively. The band structure of the relaxed Bi/InSb films is very similar 

to the in-plane-constrained structures in Figure 5.10B when comparing band dispersion and 

quantum-well energies at 𝑀̅ (within a 20 meV energy difference). Thus, the ℤ2 trivial 

topological band assignment is not heavily dependent on the relaxed/strained ranges for 

ultrathin films of Bi/InSb. 

 
Figure 5.12. DFT calculations along 𝑀̅ − Γ̅ − 𝑀̅ near Γ̅ for 6 BL thick Bi/InSb (111) films, for states localized at 

the top and bottom bilayers of trivial and nontrivial band structures. The color scheme depicts the fraction of 

localization of a state at each surface, where the bottom bilayer in the Bi film is interfaced with InSb, and the top 

bilayer is at the film-vacuum interface. (A and B) The Bi/InSb band structure with the c-axis strained by 15% is 

predicted to have a ℤ2 nontrivial band topology. (C and D) The Bi/InSb band structure without strain in the c-

axis, with a trivial ℤ2 band topology, the same structure as shown in Figure 5.10D only for a narrower k range. 

(A and C) Bottom bilayer-resolved bands and (B and D) top bilayer-resolved bands. The surface state pairs for 

each interface in the nontrivial band structure are marked with letters (a and a′, b and b′). Figure reprinted with 

permission from [221]. 

We have also investigated bilayer-resolved DFT calculations for the topological trivial and 

nontrivial cases of the Bi/InSb structures in Figure 5.12 to highlight the difference in the 

intensity of bands originating from the top and bottom layers in inversion asymmetric films 

based on band topology. This treatment follows earlier detailed studies performed on other 

inversion asymmetric structures [73,222,240]. To accurately determine the layer-resolved 

band origin, we have focused on the region near the surface Brillouin zone center due to the 

higher localization of surface state bands and their reduced penetration into the film bulk [95]. 
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In both cases, the Bi film has the same in-plane lattice constant fixed to the computed InSb 

lattice parameter of 𝑎𝐵𝑖,𝑓𝑖𝑥𝑒𝑑
𝐵𝑖/𝐼𝑛𝑆𝑏

= 𝑎[110]
𝐼𝑛𝑆𝑏 = 4.628 Å, and the same Bi-InSb interfacial distance. 

The Bi film with a trivial band structure has an out-of-plane lattice constant of 𝑐𝐵𝑖
𝑏𝑢𝑙𝑘 =

11.709 Å and the ℤ2 nontrivial band topology was modeled by fixing the out-of-plane lattice 

parameter to a relatively high value of 𝑐𝐵𝑖
𝑛𝑜𝑛𝑡𝑟𝑖𝑣𝑖𝑎𝑙 = 1.15 × 𝑐𝐵𝑖

𝑏𝑢𝑙𝑘 = 13.465 Å to ensure a 

transition to a ℤ2 nontrivial band topology based on earlier reports modeling the inversion gap 

at L [62,222,241]. 

Surface states from opposite interfaces will still leak to the adjacent interface at a thickness 

of 6 BL, however their origin can be distinguished based on the relative changes in band 

localization. In the ℤ2 nontrivial case, Figure 5.12(A and B), we observe a strong intensity of 

two surface state pairs labeled (i) a and a′ and (ii) b and b′. A third pair of bands with weaker 

intensities was observed to cross the Fermi level near 𝑘~0.25 1/Å and was confirmed to have 

In/Sb atom contributions and was therefore assumed to be an InSb-related surface state. The 

pairs a and a′ correspond to states localized at the upper surface, and b and b′ to states localized 

at the bottom bilayer. Each pair is expected to gap out at 𝑀̅, though bands a and b, and bands 

a′ and b′ will each meet at 𝑀̅ as discussed at length in [222]. In the trivial band structure case 

in Figure 5.12(C and D), we see only one pair of surface states intersecting the Fermi level in 

the top bilayer (Figure 5.12D). The bottom bilayer in Figure 5.12C shows no significant 

contributions from those surface states. The surface states at the top bilayer are confirmed to 

cross at 𝑀̅, as shown in Figure 5.10D.  

The arrangement of the Bi atom positions on top of the InSb slab was studied via HSE 

calculations, showing only minor energy differences (ΔE) between three InSb-Bi stackings in 

Figure 5.13: C-A (ΔE=0 meV), C-B (ΔE=8.62 meV), and C-C (ΔE=5.74 meV), with the InSb 
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substrate following the conventional face-centered cubic A-B-C-A-B-C stacking. In the C-A 

stacking, the first Bi monolayer (lower plane of the buckled BL) lies vertically above the last 

layer of Sb atoms in the InSb slab. In the C-C stacking, that monolayer lies above the last layer 

of In atoms in the InSb slab. We present the DFT calculations performed for the C-A stackings, 

which agree better with the ARPES-measured binding energy scaling of quantum-well states 

with film thickness shown in Figure 5.10E.  

 
Figure 5.13. Bi-InSb stacking arrangements studied in DFT calculations.  

5.3.3 Inversion symmetry breaking 

In Figure 5.4(B-E), we follow the evolution of the surface states (SS1 and SS2) and 

quantum-well states as a function of film thickness. Contrary to earlier ARPES measurement 

reports for Bi (111) grown on any other substrate, such as Si(111) [64], Ge (111) [72], or 

Bi2Te3 (111) [87,89], we observe a distinct surface state band degeneracy at the 𝑀̅ point, 

consistent with the trivial surface state assignment of Bi (Figure 5.1D) and indicative of the 

surface state bands avoiding crosstalk between the top and bottom surfaces from 𝛤 to 𝑀̅. One-
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dimensional edge states [242] are ruled out as we do not observe a similar dispersion along 

𝛤 − 𝐾̅. We further trace the separation between the Fermi wave vectors of the surface states 

(highlighted in arrows in Figure 5.4(C and D)) and observe a decrease in the surface state 

separation as the film thickness decreases. 

To elucidate the origin of the surface state crossing, we perform DFT calculations for two 

possible Bi film structures with thicknesses varying from 1 to 6 BLs: (i) an inversion-

symmetric freestanding Bi slab (Figure 5.10A) without any surface terminations and (ii) a Bi 

film on an InSb slab (Figure 5.10B). Our band structure calculations for freestanding Bi layers 

in Figure 5.10C are consistent with earlier studies [92,233], predicting a semimetal to 

semiconductor transition for the thinnest 1 BL thick film and two surface states gapped at the 

𝑀̅ point. On the other hand, the Bi/InSb stack in Figure 5.10D shows a surface state degeneracy 

at the 𝑀̅ point and an increasing separation in the surface state Fermi wave vectors with film 

thickness. These results for the Bi/InSb (111)B structure calculations agree with our 

experimental observations in Figure 5.4(B and C) and Figure 5.5. 

The surface state crossing behavior in thin films can be explained by arguing inversion 

symmetry breaking due to strong Bi-InSb interfacial bonding. Bi films grown on other 

substrates have not exhibited this band degeneracy due to weak vdW-like interactions at the 

film-substrate interface [77]. Several observations support the existence of strong Bi-InSb 

bonding. First, we note the epitaxial stabilization of ultrathin Bi in the (111) orientation on 

InSb for films as thin as 1 BL in Figure 5.2F, and the formation of a unique fractal structure 

which requires strong Bi-InSb bonding [229]. Moreover, the nucleation of tensile-strained and 

azimuthally aligned Bi films [231] to the underlying InSb substrate suggests that the bonding 

energy initially surpasses the elastic energy later gained when the film relaxes. Finally, 
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ultraviolet photoemission measurements reveal a shift in both the In 4d and Sb 4d core levels 

upon Bi deposition in Figure 5.7, indicating the formation of Bi-Sb bonds and Fermi level 

pinning near the InSb valence band. No In or Sb core levels were observed for films thicker 

than 5.4 BL, confirming layer-by-layer deposition and large-area uniform coverage of the 

ultrathin films. 

According to earlier predictions, freestanding Bi films subjected to tensile strain should 

undergo a semimetal to semiconducting transition resulting in a valence-band edge displaced 

to higher binding energies and a lowered surface state minima at the Γ̅ 

point  [62,69,87,89,92,233]. However, our Bi/InSb structure calculations show that the surface 

state crossing at Γ̅ (at the binding energy range of 0-0.1 eV) should move closer to the Fermi 

level as the film thickness decreases, both in Bi films that are tensile strained to the underlying 

InSb structure (Figure 5.10D) and Bi films that relax above the InSb slab. ARPES data in 

Figure 5.8 show that the surface state crossing energy approaches the Fermi level as the film 

thickness decreases. A similar trend was observed for ultrathin films of Sb/InSb(111)A [240]. 

Thus, film-substrate interactions at the few BL limit could be driving this energy shift.  

 Another property affected by inversion-symmetry breaking in ultrathin Bi films is the 

predicted bandgap opening in a 1 BL Bi film [92,243]. In our DFT calculations (Figure 5.10D), 

the surface states for a 1 BL thick film on InSb are predicted to cross the Fermi level, leading 

to metallic transport. Therefore, any edge transport channel will coexist with surface state 

conduction. Our DFT calculation is consistent with ARPES measurements of a 1.3 BL thick 

film (Figure 5.9), showing the surface states crossing the Fermi level twice along 𝛤 − 𝑀̅. 

To understand the nature of bonding between Bi and InSb and whether biaxial strain could 

influence our topological phase assignment, we examined the degree of in-plane relaxation 
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predicted by DFT calculations (Figure 5.11) and compared the lattice parameters to 

experimental values [231]. The in-plane relaxed Bi/InSb structure reproduces the experimental 

trend of early film relaxation starting from 2 BL thick films (Figure 5.2G)  [231] and shows 

no significant change in the surface state dispersion or quantum-well energies, therefore our 

band assignment applies to Bi films with biaxial strain ranging from 0-0.8% tensile strain. By 

investigating the bilayer localization of the surface states in DFT calculations along 𝛤 − 𝑀̅ 

(Figure 5.12) we also demonstrate that for a ℤ2 trivial Bi film, the surface states are heavily 

weighted only at the film-vacuum surface and have diminished presence at the InSb interface. 

Conversely, in a modeled ℤ2 nontrivial film we have shown that the surface states at the top 

and bottom interfaces remain robust against substrate perturbations (Figure 5.12).  

5.3.4 Phase accumulation model 

Next, we analyzed the extent of film-substrate band hybridization and the degree of 

quantum confinement in the Bi films. The weighted atom-resolved bands in Figure 5.10D show 

no significant mixing between the In/Sb- and Bi-derived bands. The quantum-well states in 

Figure 5.4E and Figure 5.5 observed at 𝑀̅ originate due to the quantization of the bulk band 

along the X-L direction, and are analyzed using a phase accumulation model [64,69,72]. For 

additional information and equations, please see Chapter 2.2.1. At a thickness of 200 BL, 

quantum-well states are not observed in Figure 5.4E due to the small energy spacing, but 

thinner films display a larger quantum-well state energy separation with decreasing film 

thickness. The binding energies at 𝑀̅ of the top three quantum-well bands (n=1 the surface 

state crossing point and n=2,3 the following two quantum-well states below) in the DFT 
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calculations and ARPES measurements for varying Bi film thicknesses (N) are compared in 

Figure 5.4E, showing excellent agreement.  

Along the X-L path, the 𝐸(𝑘𝑧) band disperses nearly linearly up to a 1.5 eV binding energy 

(see Figure 5.1); therefore, a linear approximation 𝐸 = 𝛼𝑘𝑧 + 𝛽 was suggested [72] to 

estimate the dispersion relation. To find 𝛼, we extract 𝑘𝑧 by linearly interpolating multiple 

binding energies in Table 5.1.  𝛼 = 3.85 𝑒𝑉Å. We eventually arrive at: 

𝐸 ∝  0.487[2𝜋(𝑛 − 1) − 𝜙𝑡𝑜𝑡]
1

𝑁
   

Table 5.1. DFT-calculated and ARPES-extracted binding energies of quantum-well states n=1,2,3 at 𝑀̅ for the Bi 

films 

# of DFT calculated bilayers 
Binding Energy (eV) 

n=1 n=2 n=3 

1 -0.442 -1.047 -1.291 

2 -0.381 -1.002 -1.239 

3 -0.323 -0.923 -1.178 

4 -0.277 -0.842 -1.132 

5 -0.253 -0.763 -1.080 

6 -0.214 -0.696 -1.022 

# of ARPES measured bilayers    

1.25 -0.412 -1.00 -1.4 

2.63 -0.324 -0.940 -1.27 

4 -0.24 -0.782 -1.175 

5.38 -0.203 -0.647 -1.034 

7.87 -0.175 -0.510 -0.750 

13 -0.116 -0.323 -0.529 

30 -0.049 -0.166 -0.280 

200 -0.03 -0.03 -0.03 

 

For films thicker than 10 BLs, a linear-like region in E for band energy vs. inverse film 

thickness describes the expected E-kz bulk-like film dispersion [72]. Ultrathin Bi films with 

less than 10 BL do not obey the linear relationship 𝐸 ∝
1

𝑁
, thus indicating a deviation from 

bulk-like dispersion along the X-L, suggesting a transition to 2D-like behavior in ultrathin 

films. From the linear slopes in Figure 5.10E, we extract the total phase shift, Φ𝑡𝑜𝑡, obtained 

for each quantum number: 



 

114 

𝜙𝑡𝑜𝑡
𝑛=1 = 1.20𝜋, 𝜙𝑡𝑜𝑡

𝑛=2 = 1.48𝜋 , 𝜙𝑡𝑜𝑡
𝑛=3 = 1.53𝜋 

The vacuum phase 𝜙𝐵𝑖−𝑣𝑎𝑐𝑢𝑢𝑚 is calculated using the Wentzel, Kramers, and Brillouin 

(WKB) approximation for a pure image potential [132] assuming the film’s work function is 

4.34 eV [244]. Therefore, near the Fermi level at a binding energy E =

−0.15 eV: 𝜙𝐵𝑖−𝑣𝑎𝑐𝑢𝑢𝑚 = −0.13 𝑒𝑉, and the phase shift at the Bi-InSb interface is: 

𝜙𝐵𝑖−𝐼𝑛𝑆𝑏
𝑛=1 = 1.33𝜋, 𝜙𝐵𝑖−𝐼𝑛𝑆𝑏

𝑛=2 = 1.61𝜋 , 𝜙𝐵𝑖−𝐼𝑛𝑆𝑏
𝑛=3 = 1.66𝜋 

The phase shift calculated for the surface state Bi band n=1 is close to the value reported 

for Bi films grown on Si [64], indicating a similar confining potential for the top surface state. 

For the n=2,3 quantum-well states, a less confining phase shift is measured. This suggests a 

gradual increase in the degree of spilling of the quantum-well state electron density into the 

underlying InSb substrate for higher quantum numbers.  

5.4 Summary 

In conclusion, we report the growth and evolution of surface state dispersion for large-area, 

single-domain ultrathin films of Bi (111) synthesized on InSb (111)B. We find that strong 

film-substrate bonds stabilize the ultrathin Bi films in the (111) orientation, offering a new 

route for the epitaxial growth and integration of other related topological systems, such as 

compressive strained Bi films and Bi1-xSbx 2D layers on insulating III-V substrates. For the 

first time in Bi films, we observe a surface state crossing at the 𝑀̅ point, a signature of inversion 

symmetry-breaking in the ℤ2 topological trivial phase. We studied the Bi film quantum-well 

potential through a phase accumulation model and showed a significant increase in 2D-like 

behavior for films thinner than 10 BL. Contrary to previous predictions of confinement- [92] 

or strain-induced [241] semimetal to semiconductor transition in freestanding Bi films, we find 
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that for inversion-symmetry broken films the metallic surface states cross the Fermi level for 

all thicknesses down to 1 BL, characterizing a topologically trivial phase.   

Our work demonstrates experimentally the possibility of tailoring topological and trivial 

surface states in group-V ultrathin 2D layers through heteroepitaxial interfaces. Despite 

numerous theoretical studies on the surface chemistry of buckled Bi films [222,223,245] and 

other elemental 2D materials [246], there are still few experimental reports on inorganic or 

molecular functionalization. Future attempts to control surface terminations in 2D materials 

through overlayer growth could aid in band structure engineering of inversion-symmetric 

structures and identifying topological phases and their transport signatures in inversion-

symmetric / a-symmetric films. A wide range of possibilities is now open for exploring wafer-

scale ultrathin Bi/Bi1-xSbx films of high crystalline quality for topological edge-transport 

studies and electronic and optoelectronic device applications. 
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6 Growth of LuPtBi films 

6.1 Introduction 

The half-Heusler compound LuPtBi belongs to a unique group of superconductors with a 

topologically non-trivial band structure and very low carrier densities (<1020 cm-3). Given the 

semimetallic nature of LuPtBi, the phase transition temperature Tc of ≈ 1 K cannot be 

explained within the Bardeen-Cooper-Schrieffer theory framework [247,248]. Due to strong 

spin-orbit coupling and broken inversion symmetry in LuPtBi (Figure 6.1A), new mixed 

pairing states beyond the singlet s wave (J = 0) and triplet p wave (J = 1) are possible [249]. In 

addition to unconventional pairing states, the strong band inversion found in LuPtBi could 

suggest three-dimensional (3D) topological superconducting behavior [249]. Topological 

superconductivity can be thought of as the combination of a topological insulator and a 

superconductor. Unlike 1D/2D systems, in which proximity-induced topological 

superconductivity is engineered artificially, 3D topological superconductivity is intrinsic and 

thus highly desirable.  

 
Figure 6.1. (A) Superconducting phase transition observed in both resistivity and magnetic susceptibility in bulk 

LuPtBi crystals, occurring at Tc = 1K. (B) Strong spin-orbit coupling in high Z half-Heuslers pushes the s-like 

band below the chemical potential energy and produces a topological semimetal, which retains the spin 3
2⁄  

character of the original p-like band. (A) Adapted from [249] and (B) adapted from [250]. 
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Experimental evidence of mixed even and odd pairing was shown for REPdBi (RE: rare 

earth) ( [251] LuPtBi [249] and YPtBi [250,252]. Since the chemical potential is situated in 

the p-like Γ8 band for many of these Heulslers, the total angular momentum of conduction 

electrons is j = 3/2, and pairing states with a total angular momentum beyond the singlet s 

wave (J = 0) and triplet p wave (J = 1) are possible. Finally, the low carrier density in Heusler 

semimetals also presents these compounds as highly promising tunable superconductors. 

Synthesizing LuPtBi in thin film form is challenging. Compared to III-V compounds, 

epitaxial Heusler films are difficult to synthesize due to narrow adsorption-controlled growth 

windows and precise flux control required to obtain stoichiometric transition metals [110]. 

Unlike Sb-based half-Heuslers grown by MBE [104,253], Bismuth-containing half-Heuslers 

have additional unique growth complications: (i) low Bi atom incorporation [103,254–256], 

(ii) a lack of lattice-matched substrates, and (iii) narrower chemical potential stability fields 

(i.e., lower point-defect tolerance) [257].  

Achieving high Bi incorporation in thin films is a common issue found in III-V-Bi ternary 

growth [258] and bismuthide half-Heusler films [103,254–256]. In III-Vs, Bi alloying is 

limited to only a few percent before phase separation occurs, typically resulting in Bi surface 

segregation [258]. This behavior is attributed to the weak metal-Bi bonding energy, the large 

size of the Bi atom, the low melting point (271 oC), and high vapor pressure of Bi limiting 

high-temperature growth. Similar evaporation and segregation challenges are also faced in 

Heusler growth, resulting in reduced carrier mobilities and high carrier concentrations [254].  

Compared to conventional semiconducting substrates, bismuthide half-Heuslers have 

relatively large lattice constants far from group-IV or III-V compounds (Figure 1.7). The 

substrates closest to Bi-based half Heuslers in lattice matching are InSb (6.479 Å, see Figure 
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6.2), CdTe (6.481 Å), and sapphire (for c-plane Al2O3: a=4.765 Å), yet still incur significant 

lattice mismatch (|𝜀| ≥ 1.5%). Typical III-V metamorphic buffer layer growth schemes 

cannot be easily applied to produce lattice-matched buffer layers for a > 6.479 Å, thereby 

limiting epitaxial strain control. 

 
Figure 6.2. Bandgaps and lattice constants of III-V compounds and half-Heusler alloys. The green field shows 

the composition range of potential buffers falling within a 2% compressive biaxial strain of LuPtBi. 

6.2 Growth of LuPtSb and LuPtBi on InSb (111)B 

A (3⨯1) surface of unintentionally doped epi-ready InSb (111)B wafers (Wafer 

Technology Ltd.) was prepared with atomic hydrogen cleaning for native oxide removal and 

studied in vacuo with RHEED and STM [225]. To hydrogen clean the samples, the samples 

were heated to 360 oC, as measured by a thermocouple near the sample, and exposed to a 

chamber pressure of 5×10−6 Torr of atomic hydrogen, as measured by an ion gauge in the 

chamber. The atomic hydrogen was generated by flowing hydrogen gas through a leak valve 

and into a thermal cracker (Dr. Eberl MBE-Komponenten GmbH) operated at 1700 oC. 

Following an Sb-soak at growth temperatures (for LuPtSb growths), an Sb-rich (2⨯2) surface 
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reconstruction is obtained. The starting (111)B face was selected due to the unreconstructed 

Sb-polar surface, which was expected to be less reactive with LuPtSb and LuPtBi. 

The films were grown in a modified Veeco Gen-II MBE system with a base pressure 

<1x10-10 Torr. Pt:Lu:Sb flux ratios were set to 1:1:1.1-1.3, and Pt:Lu:Bi flux ratios were set to 

1:1:1. Nearly stoichiometric conditions were set for Bi-based growths due to the near-unity sticking 

coefficient at growth temperatures below 320 oC [259]. The elements Sb, Bi, and Lu were 

evaporated from effusion cells with a deposition rate of 2x1014 atoms/cm2min, while Pt was 

evaporated using an e-beam evaporator. Atomic fluxes were determined by Rutherford 

backscattering spectrometry measurements of the elemental area atomic density of calibration 

samples grown on Si. These measurements were then used to calibrate in situ beam flux 

measurements using an ion gauge for Lu, Sb, and Bi and a quartz crystal microbalance for Pt. 

Surface crystal quality was monitored in situ with RHEED. The samples were transferred 

under vacuum for ARPES and STM measurements and were eventually capped with a 5-nm-

thick AlOx layer deposited by electron-beam evaporation of Al2O3 source material to prevent 

film oxidation when loaded out of ultrahigh-vacuum for ex situ characterization. Lattice 

parameters, film thickness, and crystallinity information were extracted from high-resolution 

X-ray diffraction. 

 
Figure 6.3. (a) RHEED 3D diffraction patterns of a 10 unit cell thick (11.4 nm) LuPtBi film deposited on 

InSb(111)B at 100 oC. (b) Polar stacking of atomic layeres in a (111) oriented half-Heusler film. 



 

120 

3D nucleation was observed via RHEED in Figure 6.3(a) for both LuPSb and LuPtBi films 

nucleated on InSb (111)B within the first unit cell nucleated, without significant improvement 

as the film thickness is increased. The 3D growth mode of both LuPtBi and LuPtSb is 

independent of the InSb (111)B surface reconstruction, studied for Sb-rich (2⨯2) and Sb-poor 

(3⨯1)/ (3⨯3) surfaces. 3D nucleation was observed at substrate growth temperatures ranging 

from room temperature to 320 oC.  

While strain energy could drive early relaxation and 3D growth for LuPtBi, it does not 

explain the early roughening of LuPtSb on InSb (111)B. LuPtSb is only ~0.3% lattice 

mismatched with respect to InSb (with a lattice parameter of 6.457 Å, see Figure 6.2), and 

when grown directly on InSb (001) it does not relax for at least a thickness of 10 nm. One 

possible explanation for the early roughening of {111} oriented LuPtSb/Bi Heuslers is the high 

surface energy and charge polarity of the {111} planes in the half-Heusler structure [44], see 

Figure 6.3(b). Instead of forming highly-charged {111} layers of Lu3+ and V3-, charge-neutral 

planes such as the (001) facets have a lower formation energy and would lead to 3D islands. 

Previous reports of bismuthide Heuslers grown on c-plane sapphire also show a pyramid 

island-like growth mode leading to high film roughness [254,256,260,261].  

In addition to 3D roughening, we also observe phase separation for (111) oriented LuPtBi 

films, even at low nucleation temperatures of 100 oC. XRD in Figure 6.4 shows two sets of 

reflections, corresponding to a hexagonal (0001) oriented Bi film and a Bi-deficient (111) 

LuPtBi1-x phase. In the XRD θ-2θ survey scan in Figure 6.4 we found no evidence of the 

formation of the most stable neighboring phases: LuPt, LuPt3, LuBi [257], or any In-Bi 

phases [262] (see Figure 6.5). Phase separation in LuPtBi is likely driven by surface 

segregation of Bi due to the low surface energy expected for the vdW-like Bi (111) layers 
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stabilized by the underlying InSb (111)B substrate. Due to the high adatom mobility of Bi, 

even low growth temperatures result in phase separation. The challenges faced by (111) 

oriented LuPtSb/LuPtBi films led us to study (001) LuPtBi synthesis. 

 
Figure 6.4. Out-of-plane θ-2θ XRD scan for a nominally 10 unit cell thick (11.4nm) LuPtBi film, grown on an 

InSb (111)B substrate. Inset shows the proposed phase segregation.  

6.3 Growth and characterization of LuPtBi (001) 

A well-ordered c(8⨯2) surface of unintentionally doped epi-ready InSb (001) wafers 

(Wafer Technology Ltd.) was prepared with atomic hydrogen cleaning similar to earlier 

conditions used for InSb (111)B [225]. Previous studies by S. Patel [259] have shown that 

LuPtBi films grown on InSb (001) require a LuPtSb barrier layer to mitigate substrate-film 

reactions resulting in 3D growth and the formation of unintentional InBix phases (Figure 6.5).  

The small lattice mismatch of LuPtSb with respect to InSb (Figure 6.2) allowed the growth 

of 10 UCs (6.5 nm) of LuPtSb without any relaxation observed via RHEED (Figure 6.6) or 

STM (Figure 6.8). Following LuPtSb growth, LuPtBi nucleation was studied at two 

temperature ranges: room temperature - 180 oC and 200-300 oC. Both LuPtBi growth 
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temperatures produced streaky RHEED patterns suggesting a smooth surface. However, hotter 

growths led to weaker pattern intensities and the appearance of an additional set of unidentified 

reflections (not associated with a surface reconstruction). These additional streaks suggest 

another phase is present and was later confirmed via XRD to originate from an InBix phase. 

 
Figure 6.5. Convex hull diagram in the InSb-LuPtBi chemical space. The formation energies are calculated 

from the Open Quantum Materials Database (OQMD) [263,264]. 

While InSb-LuPtBi reactions at ~200 oC should be mitigated by the LuPtSb buffer, bismuth 

incorporation in the LuPtBi film appears to be reduced at high growth temperatures due to 

surface segregation of the highly mobile Bi atoms. Surface segregation of Bi could be due to 

the low surface energy of elemental Bi and is likely exacerbated by a composition-pulling 

effect [265,266]. The compressive strain induced by the InSb substrate promotes surface phase 

separation of bismuth in LuPtBi, similar to effects observed in Ge1-xSnx alloys grown on 

Ge [267] and Ga1-xInxN grown on GaN [266]. Upon cooling below the Bi-InBi eutectic (~ 105 

oC) the excess surface Bi reacts with elemental indium on the surface (present due to wafer 

bonding) and forms an InBi phase. This mechanism was confirmed by growing on Ga-bonded 

InSb which did not present the InBi phase (however did suffer from poor quality as Ga is a 
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known Bi anti-surfactant [268], increasing the interfacial surface energy due to a miscibility 

gap in the Ga-Bi phase diagram and leading to Bi dewetting).  

 
Figure 6.6. RHEED pattern evolution for the underlying (1×3) surface reconstructed LuPtSb (001) layer and the 

top layer of c(2×2) LuPtBi (001) along different azimuths.  

Due to the low Bi incorporation and InBi defect phase forming at higher growth 

temperatures, room-temperature nucleation was selected for subsequent growths, followed by 

post-growth annealing at ~260 oC. RHEED images in Figure 6.6 show a streaky pattern for 

both LuPtSb and LuPtBi layers, indicating a smooth surface is obtained. The faint c(2×2) 

surface reconstruction observed for LuPtBi suggests a Bi-rich surface is obtained.  

 
Figure 6.7. UPS scan collected for an in vacuo transferred film of 6.5 nm LuPtBi / 6.5 nm LuPtSb / InSb (001) 

measured at hv=100 eV. 

In vacuo ultraviolet photoemission spectroscopy (UPS) scans of the LuPtBi film in Figure 

6.7 show all core levels from the LuPtBi film, as well as In and Sb core levels. For the Bi 5d 
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core level, both bulk and surface state core levels are seen supporting our hypothesis of a Bi-

rich surface. The In and Sb origin is unclear and could be from the underlying LuPtSb and 

InSb layers or the elemental In used for wafer bonding. Due to the cold growth conditions, the 

LuPtBi film quality was not high enough to study the electronic band structure with ARPES.  

 
Figure 6.8. STM image of a 6.5 nm LuPtSb/InSb (001) structure measured at (A) bias voltage Vb: 0.5 V, current 

I: 3 nA and (B-C) 6.5 nm LuPtBi / 6.5 nm LuPtSb/InSb (001) measured at (B) Vb: 1.5 V, I: 5 pA and (C) Vb: 1 

V, I: 5 pA. 

The surface morphology of the films was studied by in situ STM. Figure 6.8(A) shows an 

empty-state STM image of the underlying LuPtSb buffer layer, and the LuPtBi film grown on 

top in Figure 6.8(B and C). A smooth surface is obtained for both films. The LuPtBi film was 

found to have a high density of screw dislocations (shown in Figure 6.8(C)) despite appearing 

unrelaxed in XRD measurements (Figure 6.9). These screw dislocations might be limited to  
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Figure 6.9. Reciprocal space maps of the (115) reflections for (A) 6.5 nm LuPtBi / 6.5 nm LuPtSb/InSb (001) 

and (B) 3 nm LuPtBi / 6.5 nm LuPtSb/InSb (001). In both samples all layers appear to be coherently strained.  

the top Bi-rich surface, where an ultrathin Bi layer could be weakly bonded to the underlying 

LuPtBi film. The Bi-rich surface is likely restricted to a few monolayers as we could not see a 

Bi phase in our XRD scan (Figure 6.10) and our UPS scan showed the Lu and Pt core levels 

(Figure 6.7). 

 
Figure 6.10. θ-2θ XRD scan for a 6.5 nm LuPtBi / 6.5 nm LuPtSb/InSb (001) structure showing thickness fringes 

indicating a sharp interface and absence of impurity phases. 
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6.4 Summary 

In conclusion, we have studied the growth window of the Heusler compound LuPtBi for 

different growth orientations, (001) and (111), varying the growth temperature from room 

temperature to 350 OC, and nucleation interface chemistry. Bismuth-containing Heuslers have 

additional unique growth complications due to the low bulk incorporation of Bi atoms and lack 

of lattice-matched substrates. (111) oriented growths of LuPtBi and LuPtSb resulted in 3D 

films. One potential explanation for the high film roughness for (111) oriented half-Heuslers 

is the unstable (111) polar growth front. Phase separation from LuPtBi (111) to Bi (0001) and 

a Bi-deficient phase of LuPtBi1-x was observed.  

InSb (001) substrates were pursued as an alternative growth front for LuPtBi films. While 

(001) LuPtSb can be epitaxially grown directly on InSb (001), LuPtBi (001) films require a 

barrier layer to mitigate substrate-film reactions forming unintentional InBix phases. In 

addition, low growth temperatures <100 oC were necessary to ensure bismuth incorporation in 

LuPtBi, which otherwise would surface segregate at 200 OC <Tg<300 OC. Our work shows that 

InSb substrates do not serve as appropriate templates for bismuthide half-Heusler growth due 

to two main drawbacks: (1) interfacial reactions between indium and bismuth and (2) 

compressive strain leading to composition pulling and low Bi incorporation. Cold nucleation 

on a LuPtSb buffer layer resulted in smooth, coherently strained LuPtBi films with a Bi-rich 

surface. 
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7 Conclusions and outlook 

In this thesis, we have investigated the relationship between epitaxial growth and electronic 

properties of three materials systems integrated with III-V compound semiconductors: (1) 

biaxially strained and lattice-matched GdSb thin films, (2) ultrathin bismuth films, and (3) 

LuPtBi half-Heusler films. 

7.1 Strained and lattice-matched GdSb 

In chapters 3 and 4 of the dissertation, we study the evolution of band topology and 

magnetoresistance in lattice-matched and biaxially strained GdSb (001) epitaxial films using 

STM, ARPES, DFT, and magnetotransport. First, we achieved high-grade epitaxial GdSb thin 

films, which allowed us to study the Fermi surface, magnetic ordering, and electrical properties 

of these GdSb films. We found that lattice-matched GdSb films show a mobility and carrier 

concentration imbalance, deviating from the commonly assumed compensated charge carrier 

densities in bulk semimetals showing XMR.  

Next, we study the effect of biaxial strain on band topology. Few experimental reports 

visualize the electronic band structure of strain-tuned topological semimetals, and hardly any 

rely on epitaxial thin films. We established a clear connection between biaxial strain in GdSb 

films and the affected band dispersions based on their orbital composition. Biaxial strain in 

GdSb continuously tunes the electronic structure from a topologically trivial to a nontrivial 

regime, reducing the gap between the hole and the electron bands dispersing in the [001] 

direction.  

Using a simple tight-binding model accounting for the orbital symmetry of each band, we 

reproduced trends seen in DFT calculations and ARPES measurements and elucidated the 
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origin of conduction and valence band shifts. The effect of biaxial strain on carrier 

compensation and magnetic ordering temperature is also explained based on the modified band 

structure. Our tight-binding model can be applied to other RE-Vs, alternative rocksalt 

compounds, and other RE-V-derived compounds such as Heusler alloys. The development of 

highly-quality GdSb films will have a substantial impact in the field of epitaxial semimetal 

growth and will serve as a foundation for additional studies aimed at integrating topological 

semimetals with III-V semiconductors and studying their transport behavior and applications 

in plasmonics, spintronics, and magnetoresistive devices. Trends in magnetic ordering 

temperature and the tight binding model developed for strained GdSb can also serve as a 

stepping stone for characterizing biaxially strained RE-N semiconductor thin films, a 

promising system for spintronic applications of rock salt nitride metal/semiconductor 

superlattices [269]. 

Further work is needed to map strain and thickness-mediated topological phase transitions 

in RE-V compounds. With their superior epitaxial quality and band inversion point well below 

the Fermi level, RE-V thin films make an ideal material system for studying topological 

transitions using ARPES. The conduction and valence band crossing in the nontrivial ℤ2 state 

of GdSb ~0.4 eV below the Fermi level facilitates easier analysis of strain-induced bandwidth 

changes but limits the contribution of topological surface states to magnetotransport 

characteristics. Lighter RE-Vs like LaSb, which have a band crossing closer to the Fermi level, 

are therefore best suited to magnetotransport studies. The biaxial strain required for band 

inversion in LaSb is also smaller than in GdSb [150]. Moreover, LaSb has the lowest carrier 

density of all RE-Sb [270], which makes it ideal for studying semimetal to semiconductor 

quantum size effects at ultrathin scales. A quantum spin Hall insulator phase was recently 
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predicted to emerge for the thickness range of 3-7 monolayers of LaSb(001) [203]. Future 

studies could explore the growth and electronic structure of ultrathin LaSb films on closely 

lattice-matched systems such as InSb.  

7.2 Assigning topology in bismuth via heteroepitaxial functionalization 

The second part of this dissertation reports the first ARPES investigation conclusively 

assigning bismuth's topological character to the trivial ℤ2 state by studying ultrathin films 

grown on InSb (111)B. The trivial bulk L gap would then classify Bi as a higher-order 

topological insulator rather than a strong one, which has remained ambiguous until now. We 

find that film-substrate interactions lead to inversion symmetry breaking, thereby artificially 

isolating the top surface layer from the bottom interface. Other 2D films could benefit from 

this heteroepitaxial termination approach in controlling surface state dispersions and gapping 

out bands. While there have been numerous computational predictions of band engineering in 

terminated group-V 2D films, experiments in the field have lagged due to synthesis challenges. 

We achieved large-area high-quality bismuth thin films using MBE grown on atomic 

hydrogen cleaned InSb (111)B surfaces and studied the film surface comprehensively using 

electron diffraction, STM, and ARPES. Realizing single-crystal low-dimensional materials at 

a wafer scale and gaining a deep understanding of their basic electronic properties is important 

for next-generation electronic device applications. Our bismuth films experience epitaxial 

stabilization promoting layer-by-layer growth of the (111) orientation starting from a thickness 

of 1 bilayer. This finding allows us to study the predicted semimetal-to-semiconductor 

transition in ultrathin bismuth and could be used to characterize one-dimensional edge 

transport behavior in scalable devices.  
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In our study, we mapped the dispersion of surface states and quantum wells in Bi films, 

but bulk bands proved more difficult to detect due to their low cross-section in VUV-ARPES 

measurements. Future low-temperature magnetotransport measurements may reveal changes 

in the bulk band structure as a function of film strain and thickness. At low temperatures (< 2 

K) and high magnetic fields the InSb substrate is expected to undergo a magnetic-field-induced 

metal-insulator transition [271]. Therefore, magnetotransport signatures such as quantum 

oscillations and Hall resistance should originate primarily from the Bi thin film.  

Moving forward, to access a topological insulating phase one can study compressive 

strained Bi films or alloyed Bi films. Compressive strained Bi films can be grown on In1-xAlxSb 

virtual buffer layers. Due to the vdW-like epitaxial growth mode of bismuth, maintaining 

compressive strain beyond the ultrathin limit might prove challenging, as evidenced by the 

early onset of strain relaxation observed for tensile strained Bi films synthesized on 

InSb(111)B. In addition to accessing a topological phase, growth on alternative substrates such 

as GaAs, InAs, or GaSb (111) would allow studying the evolution of a soliton network as a 

function of film strain and interface chemistry. Changing the substrate material will also 

influence the strength of interface bonds. This will affect the formation of soliton networks 

and even the degree of inversion symmetry breaking if the interfacial bonds are weak.  

Compositional alloying can also be used to access the topological phase of Bi. Bi1-xSbx 

with a concentration of 0.07<x<0.21 was shown experimentally to lie within a three-

dimensional topological insulator regime [5,272]. While ultrathin films of Bi1-xSbx in the (111) 

orientation are challenging to synthesize on Si (111) due to an allotropic transition to the (012) 

orientation [273], Sb (111) was shown to be stable on InSb (111)B [240]. Therefore, the 

nucleation of ultrathin Bi1-xSbx on InSb (111)B will likely not suffer from the unwanted 
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orientation transition. Lastly, surface-state dominated transport could be achieved by removing 

the valence band Fermi level crossing using epitaxial tensile strain through direct growth of 

Bi1-xSbx on InSb (111)B. 

7.3 Growth window of LuPtBi thin films 

In the third part of this dissertation, the growth parameters of LuPtBi films were explored. 

Topological half-Heuslers have inverted bands near the Fermi level and could have TSS-

dominated transport assuming the bulk bands can be gapped through epitaxial strain. We have 

studied the growth window of the Heusler compound LuPtBi for different growth orientations, 

(001) and (111), varying the growth temperature from room temperature to 350 OC, and 

nucleation interface chemistry. A suitable growth window could not be identified for (111) 

oriented LuPtBi, which was affected by 3D nucleation of phase-separated films. Room-

temperature nucleation of LuPtBi on a LuPtSb/InSb (001) template produced smooth, 

coherently strained films. Hotter nucleation of LuPtBi at 200 OC < Tg < 300 OC, below the 

surface desorption temperature of Bi, still resulted in low Bi bulk incorporation due to a 

composition-pulling effect (where the solid composition is affected by elastic strain resulting 

in an alloy, or multiple alloy phases, that reduces the lattice mismatch strain energy [266]). 

Future work on strained bismuthide half-Heusler thin films should also consider surface 

kinetics and potential phase segregation, which might impede high-quality thin film growth, a 

necessary condition for characterization with ARPES and magnetotransport. Exploring other 

non-reactive substrates that apply tensile strain or are close to lattice-matching conditions is 

one possible solution, as we have shown that InSb substrates are limited only to low growth 

temperatures. One potential substrate meeting these conditions is sapphire (a = 4.76 Å, c=12.99 
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Å) which is +1.2% lattice mismatched from YPtBi [256] and +2.3% mismatched from LuPtBi. 

Previous reports of half-Heuslers grown on c-plane sapphire show an island-like growth mode 

leading to high film roughness [254,256,260,261], resulting in thick relaxed films. In order to 

mitigate 3D growth, other orientations could be studied, such as r-plane or m-plane oriented 

sapphire, which might promote (001) growth in half Heuslers. Another approach to improving 

the epitaxial film quality of bismuthide topological Heuslers is through the growth of 

quaternary systems such as LuPtBi1-xSbx and YPtBi1-xSbx which should have improved 

thermodynamic stability and be less prone to defect phase formation. 
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