
UC Merced
Proceedings of the Annual Meeting of the Cognitive Science 
Society

Title
Using a Cognitive Model to Provide Instruction for a Dynamic Task

Permalink
https://escholarship.org/uc/item/5sz2d8v3

Journal
Proceedings of the Annual Meeting of the Cognitive Science Society, 33(33)

ISSN
1069-7977

Authors
Moon, Jungaa
Bothell, Dan
Anderson, John

Publication Date
2011
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/5sz2d8v3
https://escholarship.org
http://www.cdlib.org/


Using a Cognitive Model to Provide Instruction for a Dynamic Task 
 

Jungaa Moon (jungaam@andrew.cmu.edu) 
Department of Psychology 
Pittsburgh, PA 15213 USA 

 
Dan Bothell (db30@andrew.cmu.edu) 

Department of Psychology 
Pittsburgh, PA 15213 USA 

 
John R. Anderson (ja+@cmu.edu) 

Department of Psychology 
Pittsburgh, PA 15213 USA 

 
 

Abstract 

The current study used the Space Fortress game (Donchin, 
1989) to study the effects of training and instruction in 
acquisition of complex skills. The game requires flexible 
coordination of perceptual, cognitive and motor components 
in a dynamically changing environment. We examined 
whether effective instruction can be developed for such a task 
in the same way that instruction is developed for academic 
tasks. Instruction was developed for certain aspects of the 
game based on a set of explicit procedural rules in an ACT-R 
model that plays the game. Participants who were given these 
instructions were significantly better at handling those aspects 
of the game that the instructions targeted. The results indicate 
that it is possible to perform a task analysis of a dynamic task, 
develop explicit instructions from the analysis, and improve 
target skills. The results further provide implications for 
designing training and instructional systems for dynamic skill 
acquisition.  

Keywords: skill acquisition; Space Fortress game; ACT-R 
cognitive architecture. 

Introduction 
There has been a considerable history of taking cognitive 
models for the performance of various academic tasks and 
building successful instructional programs based on them 
(Anderson, Corbett, Koedinger, & Pelletier, 1995; Ritter, 
Anderson, Koedinger, & Corbett, 2007). Much of this work 
has used computer-based instructional systems where 
instruction is potentially available after each step of the task. 
The evidence is sparser for similar success in non-academic, 
time-pressured tasks. One challenge in providing 
instructions in such tasks is that processing instruction often 
interferes performing the task. In a study by Fu and his 
colleagues (Fu, Bothell, Douglass, Haimson, Sohn, & 
Anderson, 2006), participants were provided with real-time 
auditory instructions on an Anti-Air Warfare Coordinator 
(AAWC – see also Zachary, Cannon-Bowers, Bilazarian, 
Krecker, Lardieri, & Burns, 1999) task, based on a cognitive 
model of the task. This resulted in better decisions but 
slower performance and so no net improvement. It was 
speculated that this was because of interference in 
simultaneously processing instruction and performing the 

task. In this research we investigated whether instruction, 
based on a cognitive model, but given prior to the 
performance of a task, would improve performance of the 
task. 

We chose to pursue this issue within the context of the 
Space Fortress game, a computer-based video game. The 
Space Fortress game (Donchin, 1989) was developed for the 
learning strategy program initiated by DARPA to 
investigate the effectiveness of various learning strategies in 
complex tasks. The underlying assumption of the program 
was that there are learning strategies that make practice on 
complex tasks more efficient. Since then the game has been 
used in a number of skill acquisition studies to compare the 
effects of various training and instructional strategies on 
improving performance, minimizing performance 
decrements under dual-task conditions or facilitating the 
transfer of skills to a novel task (Fabiani, Buckley, Gratton, 
Coles, & Donchin, 1989; Frederiksen & White, 1989; 
Gopher, Weil, & Bareket, 1994; Ioerger, Sims, Volz, 
Workman, & Shebilske, 2003; Mane, Adams, & Donchin, 
1989; Newell, Carlton, Fisher, & Rutter, 1989; Whetzel, 
Arthur, & Volz, 2008).  

We have developed a cognitive model capable of 
performing the game and closely matching human 
performance (Bothell, 2010) in a modern version of the 
Space Fortress game developed by Destefano (2010). 
Perhaps because of a change from joystick navigation to 
key-based navigation common in modern video games, it 
turns out that the navigation strategy adopted by experts and 
incorporated in our model (as well as a model by Destefano, 
2010) is different than that the optimal strategy reported by 
Frederiksen and White (1989). We will explore the 
effectiveness of off-line instruction based on our cognitive 
model of this navigation strategy.  

The Space Fortress Game 
The main goal of the Space Fortress game (Figure 1) is to 
maximize the total scores by navigating a ship to destroy a 
fortress multiple times and protecting the ownship from the 
fortress and mines. The player navigates the ship in the 
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frictionless space by rotating it in a clockwise (by holding 
down ‘D’ keyboard key) or counter-clockwise (‘A’ key) 
direction or applying thrust (‘W’ key) to accelerate the ship. 
The player needs to fly the ship so that it can fly within an 
area enclosed by two hexagons.  
 

 
 

Figure 1: Schematic representation of Space Fortress game. 
 

A fortress stationed in the smaller hexagon rotates like a 
turret and tracks the ship wherever it moves and fires shells 
at the ship if the ship stays within one of the fortress sectors 
(the fixed-size areas each with 10 degree angle surrounding 
the fortress) longer than 1000 ms. The player has to shoot 
the fortress with an interval of at least 250 ms between shots 
to increment the vulnerability of the fortress. Once the 
vulnerability reaches 10, one can shoot a double shot (two 
hits with an interval less than 250 ms) to destroy the 
fortress. A mine appears at a random location in the screen 5 
seconds after the destruction of the previous mine and starts 
pursuing the ship. A mine is ‘foe’ if a letter associated with 
the mine (which appears under the IFF label at the bottom of 
the screen) matches with one of the three alphabet letters 
shown to the player in the beginning of the game. The 
player needs to press J key twice with a 250-400 ms interval 
then shoot a missile to ‘destroy’ the foe mine. If the letter 
does not match, the mine is a friend. The player needs to 
shoot a missile to ‘energize’ the friend mine. If the player 
fails to execute timely responses, the mine may collide with 
the ship. The mine identification task embeds the working 
memory task (Sternberg, 1966). The player also has to 
monitor symbols regularly flashing underneath the fortress. 
When the “$” symbol appears twice in a row, one can 
collect bonus missiles (‘K’ key) or bonus points (‘L’ key). 
The bonus collection task is similar to a 1-back task that 
requires judging whether an item matches the item one back 
in a sequentially presented list of items (McElree, 2001).  

The total score consists of four subscores: PNTS, 
CNTRL, VLCTY, and SPEED. The PNTS scores are earned 
by destroying fortress, energizing friend mines, destroying 
foe mines, and collecting point bonuses. They are lost when 
the fortress or mine damages the ship. The CNTRL scores 
are accumulated as the ship flies within the hexagon area. 
Hitting the smaller hexagon or wrapping the space (fly the 
ship off the edge of the screen) causes one to lose the 
CNTRL scores. The VLCTY scores are accumulated from 
flying at an intermediate speed, or steadily lost from moving 

very fast or very slow. The SPEED scores are earned based 
on how quickly and accurately one handles mines.  

Cognitive Model and the Navigation Instruction 
Bothell (2010) developed a cognitive model of the Space 
Fortress game in ACT-R (Anderson, Bothell, Byrne, 
Douglass, Lebiere, & Qin, 2004), a cognitive architecture 
that simulates cognitive processes of a person working on a 
task1. ACT-R is based on two types of knowledge: 
procedural knowledge and declarative knowledge. In ACT-
R, procedural knowledge is represented as productions, and 
declarative knowledge is represented as chunks. A 
production is a condition-action pair and is applied when a 
certain contingency (a pattern of chunks present) is met. In a 
dynamic task, the initial set of instructions is converted to 
chunks and a set of specific productions that operates upon 
the chunks is generated, which represents how skills are 
acquired in ACT-R.  

The ACT-R model tries to keep the ship aimed at the 
fortress and orbit in a clockwise direction at the reasonably 
close distance (approximately 95 pixels from the fortress). 
The model has a set of productions that respond to various 
deviations from this ideal pattern to return the ship to the 
ideal pattern. Because the ship is moving in a clockwise 
direction most of the direction corrections are right turns. 
The productions call for a right turn whenever the ship is 
more than 5 degrees behind a perfect aim at the fortress and 
a left turn should the ship ever be more than 15 degrees 
ahead of a perfect aim. Maintaining a perfect aim allows the 
fortress to be shot at all times and also enables a near perfect 
circular orbiting pattern. To achieve this perfect circular 
pattern the rules for thrust are designed to keep the direction 
of the fortress at a tangent to the circular orbit. Whenever 
the direction of the fortress is more than 90 degrees from the 
radius to center a short thrust is issued. Figure 2 compares 
the orbit achieved by a model with these rules with the orbit 
achieved by an expert player. 

 

 
 
Figure 2: Orbit achieved by model (left) and expert player 
(right). 

                                                
1	  The	  runnable	  model	  and	  a	  detailed	  description	  of	  that	  model	  
and	  its	  behavioral	  correspondence	  are	  available	  at	  http://act-‐
r.psy.cmu.edu/publications/pubinfo.php?id=974.	  We	  also	  have	  
placed	  there	  the	  experimental	  software	  that	  runs	  with	  human	  
subject	  or	  model	  and	  the	  detailed	  point	  structure	  of	  the	  game.	  
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Method 

Participants 
81 participants completed the four one-hour sessions. 
Participants were aged between 18 and 40 and had normal 
or corrected-to-normal vision.  

Apparatus 
Participants played the Space Fortress game using a 
computer keyboard to make inputs while the Space Fortress 
game was displayed on a monitor. The version of the Space 
Fortress game used in the study was the Pygame Space 
Fortress (Destefano, 2010) based on the Python 
programming language.  

Procedure 
Each session consisted of 17 three-minute games. In the first 
session, participants read a default instruction describing the 
basic rules of the Space Fortress game before they started 
the first game. In the beginning of each game, a screen with 
three alphabet letters for mine identification was displayed. 
At the end of each game, total score and subscores earned in 
that game were displayed.  

Design 
Participants were randomly assigned to one of the four 
conditions defined by crossing ‘instruction’ (whether they 
received the navigation instruction) and ‘training’ (whether 
they played training games in the first two sessions).  

Instructional Intervention 
After the fifth game in the first session, instruction 
participants received a written ‘navigation instruction’ based 
on the ACT-R model (in addition to the default instruction 
all participants read before the first game started)2.  
 

 
 

Figure 3: Illustration of the second rule 
 
The instruction described the following set of rules. First, 

the ship always has to make its tip point straight at the 
fortress. This can be achieved by constantly rotating the ship 
in a clockwise direction (by tapping the D key) to the 
appropriate degrees and overcorrecting when necessary (by 
tapping the A key). The second rule assumes that the first 
rule is in effect and the ship is reasonably close to the 

                                                
2 The navigation instruction is also available at http://act-

r.psy.cmu.edu/publications/pubinfo.php?id=974. 

fortress. When the ship points straight at the fortress, two 
vectors are formed (Figure 3). One of the vectors describes 
the direction the ship is aimed which should be the fortress. 
The second vector is the direction in which the ship is 
drifting. When the angle formed between these two vectors 
just exceeds 90 degrees, one has to apply thrust by tapping 
the W key. Following the vector addition rules, thrust 
applied at this moment keeps the ship’s trajectory tangent to 
the circular orbit it is traveling. Constantly applying thrust at 
the right moment keeps the ship stay in an orbit without 
drifting away from the fortress. 

In addition to the procedural rules above, the instruction 
also provided a couple of additional pieces of information 
based on the ACT-R model. First, the instruction 
emphasized the importance of maintaining a close distance 
between the ship and the fortress. Staying relatively close to 
the fortress makes aiming at the fortress easier (Frederiksen 
and White, 1989). Second, the instruction taught 
participants to ‘tap’ the keys instead of holding them down 
for an extended amount of time.  

Training Intervention 
Training games was designed for training participants in the 
first two sessions so that all games involved the basic 
components of navigation and dealing with the fortress but 
gradually introduced additional tasks (mine handling and 
bonus collection) and increased the speed of game objects 
(mines and fortress). Both to allow contrast with a control 
condition and to make sure participants did not lose track of 
the final task they would have to perform we interspersed 20 
‘baseline games’ (identical to the standard games) across the 
4 sessions. Note that non-training participants played 
standard games instead of training games. 

Results 
All participants performed the same 20 baseline games (1, 5, 
9, 13, and 17th game in each session). Reflecting the wide 
range of individual differences, the scores earned on the first 
baseline game (entry scores) ranged from -4597 to 1930, 
with mean -2182 and SD 1537.   

We performed an analysis of covariance on the 19 
baseline games after the first, using the first baseline game 
as a covariate. This revealed a significant benefit of 
instruction (t(76) = 1.73, p < 0.05, one-tailed) and no effect 
of training (t(76) = .40). As training intervention failed to 
have significant effects (including interactions with 
instruction) in the more detailed analyses that follow, we 
will just average over this variable from this point forward. 

Figure 4 shows the difference between the instruction 
group and no instruction group as a function of games. To 
help appreciate the effect of ability on performance in this 
task we have divided the population into two halves – those 
who had the higher scores and those who had the lower 
scores in the first baseline game. Although there might 
appear to be an interaction with ability, there is not a 
significant interaction between ability and instruction 
(F(1,72) = 1.12) or a significant three-way interaction with 
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these variables and games (F(18,1296) = 0.65). 
The navigation instruction concerned optimal control of 

the ship for purpose of shooting at the fortress. The total 
score, which is not a very sensitive measure of what has 
been learned, consists of four subscores which are more 
focused in what they represent. Table 1 shows the effect of 
instruction on the total score and subscores in 17 games in 
session 4. It also shows the maximum possible on each 
score. The actual maximum for PNTS cannot be exactly 
placed because it depends on some random factors that vary 
from game to game. What is apparent by comparing the 
actual scores with the maximum scores is that the CNTRL 
and VLCTY components of the total measure are near their 
maximum already while the PNTS and SPEED scores are 
not. The PNTS and SPEED score also show much greater 
variation among participants. 

 
Figure 4: The total scores in 20 baseline games. 

 
Instruction has a significant effect on only the CNTRL 

subscore. An effect on CNTRL would be expected because 
control of ship is one of the components targeted by the 
instruction. Instruction should also have a positive effect on 
the destruction of the fortress. This is represented in the 
PNTS measure but PNTS also reflects other components of 
the task and so is not a pure measure of fortress-handling.  
 

Table 1: ANCOVAs on score measures in session 4.  
 

 
 

Since the subscore measures do not provide enough 
resolution to investigate the influence of the instruction on 

the relevant parts of the task, we created more specified 
subscores: Instruction-Relevant (IR) and Non-Instruction-
Relevant (NIR) scores by classifying the measures into two 
categories. The purpose of creating these measures was to 
determine if the instruction indeed influenced performance 
in the measures that it was targeted to improve. Specifically, 
due to the hierarchical relations between maintaining an 
optimal orbiting pattern and destroying a fortress 
(Frederikson & White, 1989), the instruction taps both the 
CNTRL and the ‘fortress-handling’ part of the PNTS, which 
belong to the IR components. The ‘non-fortress-handling’ 
part of the PNTS (earned by handling mines, collecting 
point bonuses, and avoiding ship damage), the SPEED 
(earned by handling mines), and the VLCTY (earned by 
maintaining an intermediate ship speed) were classified as 
the NIR components since they were not directly concerned 
with the instruction.  

The equations below were used for the calculation of the 
IR and NIR. Note that the CNTRL and PNTS are based on 
the default Space Fortress score calculation: 

 
IR = CNTRL + fortress-handling-PNTS  
fortress-handling-PNTS = 100*(The number of fortresses 

destroyed) – 50*(The number of ship damage from fortress) 
NIR = total – IR 

 
The results (also in Table 1) confirmed the positive 
influence of the instruction on the IR scores  but not on the 
NIR scores. 

Having shown that the instruction does have an effect on 
the score measures, we then looked at various measures of 
performance that contributed to the scores. The purpose of 
this set of analyses was to investigate how the instruction 
influenced participants’ behaviors in more fine-grained 
measures and to identify which of them contributed to the 
higher IR scores. See Table 2 for the result of analyses (a 
and b) as well as the detailed description of the measures 
(c). As in the previous analyses, we performed ANCOVAs 
with training and instruction factors as independent 
variables and total score in the first game in session 1 as a 
covariate. For every variable we will look at there was a 
strong relationship between it and the first game total score 
in session 1, usually at the .001 level.  

 
Table 2: ANCOVAs on performance measures in session 4. 
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Table 2a presents analysis of three measures relevant to 

control of the ship – how often it wrapped around the space, 
how often it hit the inner hexagon, and how close it stayed 
to the fortress. The first two are measures of lack of control 
while the third is a measure of good control in that it is 
easier to aim at the fortress the closer one is to it. The first 
and third measures show significant benefits of instruction. 

Table 2b presents five measures relevant to success at 
destroying the fortress – number of fortresses destroyed, 
number of shots that hit the fortress, number of shots taken 
at the fortress, aiming accuracy, and aiming percentage. All 
of these measures show a benefit of instruction and in four 
cases their effects reach statistical significance at the .05 
level and the other effect is at the .10 level (note these are 
two-tailed tests). Instructed participants destroyed 23% 
more fortresses. It is worth noting that the difference in 
number of fortresses destroyed is worth 180 points – 
approximately the difference between the two groups on the 
PNTS in Table 1. However, because of the noise of other 
factors that difference is not significant for PNTS in Table 1 
but is significant here. Instruction participants also showed 
higher aiming accuracy and spent larger proportion of time 
keeping the ship aimed at the fortress. Recall that the 
instruction encouraged participants to apply the second rule 
when the two conditions are satisfied: 1) the ship always has 
to make its tip point straight at the fortress and 2) the ship 
should be reasonably close to the fortress. Table 2a 
(distance) and b (aimed percentage) results suggest that 
instructed participants successfully met those conditions. 

General Discussion 
The current study provided a set of explicit procedural rules 
to improve ship navigation performance in the Space 
Fortress game. The results suggest the positive effect of the 
instruction in earning more scores as well as improving 
performance in the measures associated with ship control 
and fortress handling. The benefits of the instruction were 

almost exclusively on the ship control and fortress handling.  
These effects of instruction are striking in two ways. First 

they are focused, seeming to target all aspects of the 
performance that they addressed and having little effect on 
anything else. This seems clear evidence that one can take a 
cognitive model of successful performance, identify critical 
features in its performance, and communicate these features 
to learners – even for a skill that has such a strong 
perceptual motor component. Second, it is striking that a 
one-time instruction given after the fifth game in the first 
session continued to have a positive effect in the fourth 
session. One might expect the effect would have been 
stronger had these instructions been repeated. 

Given the difficulty of the task and relatively little time-
on-task (compared to some other Space Fortress studies 
with more than 20 hours of practice), it is possible that 
participants with different abilities were in the different 
stages of skill acquisition by the end of the practices. 
Assuming the three stages of skill acquisition (Fitts & 
Posner, 1967), some participants with initially low ability 
might have exited the study somewhere between the 
declarative and associative stages while some other 
participants with initially high ability might have been in the 
autonomous stage by the end. Despite this, the study 
provided a promising result: instructing a set of explicit 
procedural rules on how to perform a major task led to 
improvement in the targeted task. 

Finally, we should note that the instructional effect was 
not that large. In Figure 4 we can see that it is dwarfed by 
the ability differences in the experiment. We noted that 
differences in entry performance were related to prior 
experience with video games. On the other hand, Figure 4 
also shows that these ability differences are dwarfed in turn 
by the effect of 4 sessions of practice. Both the ability and 
practice effects reflect the importance of the perceptual-
motor components of this task. Participants with more 
experience at game playing had such skills practiced and the 
game provided targeted practice of those skills.  

Transfer of learning is one of the major issues in skill 
acquisition studies. Many studies (e.g., Ball, Berch, 
Helmers, Jobe, Leveck, & Marsiske, 2002; Dustman, 
Emmerson, Steinhaus, Shearer, & Dustman, 1992) show 
specificity of training-induced learning – positive effects on 
the trained task but minimal transfer to novel tasks.  On the 
other hand it has been shown that video game experience 
leads to improvement in a number of basic cognitive tasks 
(Boot, Kramer, Simons, Fabiani, & Gratton, 2008; Green, 
Pouget, & Bavelier, 2010) and the experience can be 
transferred to real-world tasks (Gopher, Weil, & Bareket, 
1994).  In light of these two classes of results it needs to be 
studied how instructional interventions can be designed to 
provide a generalizable benefit. 

Based on the previous success of intelligent tutoring 
systems in academic tasks, there have been some efforts to 
bring some of the components of intelligent tutors to real-
time, dynamic tasks. For example, individuals trained with 
intelligent agents as team-training partners showed 
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improved Space Fortress performance comparable to those 
trained with human partners (Whetzel et al., 2008). Partner 
agent protocol (Ioerger et al., 2003) based on cognitive task 
analysis by Frederikson and White (1989) significantly 
improved Space Fortress performance compared to 
individual training. Especially participants who worked with 
expert level agents showed the most benefit compared to 
those with novice or intermediate level agents. The 
explanation is that demonstrating optimal behavior 
facilitates learning since the learners can model the correct 
behaviors of their partners. Those results suggest that the 
instructional intervention can be potentially integrated with 
training protocols in order to instruct learners to model 
optimal behaviors of the cognitive model.  

The current instructional approach suggests one possible 
way to instruct learners in dynamic task: provide procedural 
instruction based on a task analysis of the targeted skills. 
One can further investigate 1) how to improve the 
instruction to have transferable benefit and 2) how to 
optimally integrate the instruction into the task so that the 
learners can effectively process the instruction. 
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