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Abstract

What do infants and young children tend to see in their every-
day lives? Relatively little work has examined the categories
and objects that tend to be in the infant view during everyday
experience, despite the fact that this knowledge is central to
theories of category learning. Here, we analyzed the preva-
lence of the categories (e.g., people, animals, food) in the in-
fant view in a longitudinal dataset of egocentric infant visual
experience. Overall, we found a surprising amount of con-
sistency in the broad characteristics of children’s visual envi-
ronment across individuals and across developmental time, in
contrast to prior work examining the changing nature of the
social signals in the infant view. In addition, we analyzed the
distribution and identity of the categories that children tended
to touch and interact with in this dataset, generalizing previous
findings that these objects tended to be distributed in a Zipfian
manner. Taken together, these findings take a first step towards
characterizing infants’ changing visual environment, and call
for future work to examine the generalizability of these results
and to link them to learning outcomes.
Keywords: Object categorization; infant visual experience;
head-mounted cameras; longitudinal data.

Introduction
What do children tend to see in their everyday lives? While
an understanding of children’s visual environment is central
to both theories of language acquisition and visual develop-
ment, we know remarkably little about the categories and ob-
jects that tend to be in the infant view, or in what format they
are experienced. For example, how often do infants tend to
see animals in real-life vs. in storybooks or as toys? How
consistent are children’s visual environments across individ-
uals and across developmental time?

Over the past decade, researchers have begun to answer
these questions by documenting the infant egocentric per-
spective using head-mounted cameras (Franchak, Kretch,
Soska, & Adolph, 2011; Yoshida & Smith, 2008) and quan-
tifying the degree to which there are substantial shifts in in-
fants’ viewpoints that may have downstream developmental
consequences. As adults, it is hard to intuit how strange this
viewpoint can be, and how much it varies across develop-
ment, transitioning over the first two years of life from close-
up views of faces to restricted views of hands manipulating
objects (Fausey, Jayaraman, & Smith, 2016; Long, Kacher-
gis, Agrawal, & Frank, 2020), with children’s postural de-
velopments to a large extent shaping what they see (Sanchez,
Long, Kraus, & Frank, 2018). Most work, however, has fo-
cused on documenting the social information that infants and

children have access to across early development (Fausey et
al., 2016; Sanchez et al., 2018; Yoshida & Smith, 2008).

More recent research has made progress towards under-
standing what objects tend to be the infant view, starting with
analyzing the basic-level categories (e.g., spoons, cups) in
the view of 8-10 month-olds during mealtime. This work
suggests that a small number of objects are both pervasively
present during mealtime and among infants’ first-learned
words (Clerkin, Hart, Rehg, Yu, & Smith, 2017), pointing
towards a link between visual experience and early word and
category learning.

Thus, a more complete understanding of the visual envi-
ronment of infants and young children could yield insights
about the inputs to both category learning and word learn-
ing. Indeed, different distributions of these visual referents
lead to constraints on the kinds of learning mechanisms that
must operate to form robust category representations – and
to learn words for these categories. However, at present, no
datasets are sufficiently annotated to constrain these theoreti-
cal accounts.

For example, if the categories in the infant view shift dra-
matically over the first few years of life, then we might expect
infants to learn about certain categories earlier vs. later during
development. Prior work documenting the proportion of so-
cial information in view has suggested that children see more
hands relative to faces in this same age range (Fausey et al.,
2016; Long et al., 2020). Thus, one possibility is that as chil-
dren learn to crawl and walk (Franchak et al., 2011; Long et
al., 2020; Sanchez et al., 2018), the categories that children
are likely to interact with (i.e., toys, small objects) may also
become more prevalent in the child’s view. If this was the
case, this finding would support a view where the inputs to
early category learning are shaped by children’s own ability
to actively explore their environment.

On the other hand, the broad characteristics of children’s
visual environments may be relatively stable and mostly de-
termined by the activities that they tend to engage in. Indeed,
some theoretical accounts have suggested that the statistics
of children’s visual environment are mostly driven by these
stereotyped activity contexts (Bruner, 1985) – e.g. mealtime
or storytime – and that children learn most robustly in these
contexts. On these accounts, children might become very sen-
sitive to the co-occurrences between different activities (e.g.,
eating) and object categories (e.g., spoons, food). However,
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Figure 1: Example frames with annotations of four different categories.

no work has identified how consistently categories co-occur
in natural environments. For example, while some activity
contexts (e.g., storytime) lead to intuitive co-occurrences be-
tween object categories (e.g., between books and people), not
all activity contexts will generate intuitive or consistent co-
occurrences between object categories.

Finally, how infants interact with object categories will un-
doubtedly change what they learn about them. For example,
children tend to generate informative views of objects while
manipulating them – and, early in development, children’s
ability to sit and manipulate objects correlates with their per-
ceptual abilities (Soska, Adolph, & Johnson, 2010). Yet while
most datasets used to train deep neural network models con-
tain only photographs of object categories, many children
– especially those in Western, industrialized cultures – will
likely experience many categories through picture books as
flat, stylized, 2D depictions. If children see very few real-life
exemplars of a category relative to depictions (e.g., giraffes),
this suggests that children must learn to generalize between
these different visual formats in order to group these exem-
plars into one category. Further, this implies that these rep-
resentations might be coarser than those experienced across
many different formats. And if children only interact and ma-
nipulate a small set of categories – as suggested by Clerkin
et al., 2017 – children may first learn about these frequently
experienced categories and then use these representations to
generalize to the categories they encounter very infrequently.

Here, we take a step towards answering these questions

by characterizing the visual environment of two young chil-
dren in a longitudinal corpus of head-mounted camera data
(Sullivan, Mei, Perfors, Wojcik, & Frank, 2020) from 6-32
months of age. To characterize trends in the visual environ-
ment over development, we collected annotations of several
categories of objects (e.g., animals, vehicles, toys, food, fur-
niture) present in the infant view, obtaining annotations on a
randomly sampled set of 24,000 frames (i.e. around 59 frames
per hour of recorded video). To provide a closer look into
the kinds of objects children have the most intensive visual
and haptic experience with, we also examined the specific ob-
jects that children interacted with during everyday activities.
To do so, we annotated the basic-level identities (e.g., spoon,
marker) of the objects that children were interacting with in
the subset of frames where children’s hands were visible.

Method
Dataset
The dataset is described in detail in Sullivan et al. (2020).
Children wore Veho Muvi miniature cameras mounted on
a custom camping headlamp harness (“headcams”) at least
twice weekly, for approximately one hour per recording ses-
sion. One weekly session was on the same day each week at
a roughly constant time of day, while the other(s) were cho-
sen arbitrarily at the participating family’s discretion. Videos
captured by the headcam were 640x480 pixels, and a fisheye
lens was attached to the camera to increase the field of view
to approximately 109 degrees horizontal x 70 degrees verti-
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Figure 2: Frequency of categories annotated across the 24K random frames plotted as a function of each child’s age (in months);
each child’s age was calculated in days relative to the date that the videos were filmed and converted to months. Each color
represents data from a different child.

cal. We randomly sampled 24,000 frames from videos of two
of the children in the dataset (S, A) over the entire age range
(6-32 months of age) At the time of recording, both children
were in single-child households.

Annotation procedures
Categories in the infant view Annotations of the cate-
gories in the dataset were obtained using AWS Sagemaker;
adult participants were recruited via Amazon Mechanical
Turk. Participants viewed one image at a time and selected
whether the following categories were present in the shown
image: Animal (real), Animal (toy/drawing), Vehicle (real),
Vehicle (toy/drawing), Plant, Clothing, Person, Furniture,
Food, Utensil/Dish, Other Small Object, Other Big Object,
Book, None of the above, or Nothing visible. We included
Other Small Object and Other Big Object as categories that
participants could use to indicate the presence of objects that
fell outside of these categories but were still salient; addi-
tional instructions were provided to specify that Other Big
Object refers to objects bigger than a chair, and that Other
Small Object refers to objects small enough to be held with
one or two hands (Konkle & Caramazza, 2013). We chose
this coding scheme after iteratively piloting options and ex-
amining frames ourselves. Two participants annotated each
image, and were required to select at least one category be-
fore proceeding. Each category annotation in each image was
assigned a confidence score (possible range: 0-1, range in
dataset: 0.5-1) and individual annotations that had confidence
scores below the 25th percentile were excluded from analyses
(although all conclusions hold with and without these low-
confidence annotations).

We assessed the reliability of these annotations by com-
paring them to annotations made on the same task for a ran-
dom subsample of 1200 frames on AWS Sagemaker, again
using two participants per image (N=950 frames after exclud-
ing low-confidence annotations). We found agreement was
moderate (average Cohen’s Kappa = 0.29, but varied sub-

stantially between different categories (range = 0.02, 0.59),
as Cohen’s Kappa is known to beharsh for sparse annota-
tions. On average, there was a disagreement rate of 11.41%
across categories between these two samples. Annotators dis-
agreed most on whether Clothing was present in an image
and whether Other Big Object was present (i.e. a big ob-
ject that was not Furniture or a Vehicle). To assess the na-
ture of these disagreements, we manually examined a ran-
dom sample of 160 images with disagreements with 10 im-
ages from each category. There were relatively equal propor-
tions of images where annotations failed to identify a clear
example of a category (M=25%) or where annotations se-
lect an erroneous category label (M=24%). However, we
found that most (M=50.62%) of the disagreements resulted
from ambiguous exemplars, for example where the category
was present but very distant, occluded, or blurry. Annota-
tors also showed some disagreement about whether glossy
photos of different categories in books should be counted as
“real” or “toy/drawing,” and whether partial views of peo-
ple (i.e. child’s own hands) should count as a Person. Go-
ing forward, we analyze the larger set of annotations with
the caveat that there is inevitably some ambiguity in what
counts as an exemplar of these categories (and that these data
include both misses and false alarms). All annotations are
openly available at the repository associated with this project
(https://osf.io/ft4ka/).

Objects children interacted with We also annotated the
objects that children were interacting with in a subset of these
frames. To do so, we first selected the frames in which partic-
ipants (recruited via Amazon Mechanical Turk) indicated that
a child’s hand or hands were visible in the image (see Long
et al., 2020) and one author annotated 1817 of these frames,
spanning 7 to 28 months of age with roughly equal propor-
tions from the two children. The annotator noted what object
the child was touching or pointing to within frames contain-
ing children’s hands, using basic-level object categories such
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Figure 3: Frequency of animals (including toys) relative to big and small inanimate objects detected in the dataset, both when
analyzing all frames that were annotated (left) and the subset of frames where a child’s hand was visible in the frame (right).

as “block” and “cracker.” If a child was holding a book and
pointing to a depicted object in the book, the depicted object
was noted as the category they were interacting with; oth-
erwise, it was noted as Book. Food that was unidentifiable
as a specific item (e.g., as crackers) was marked as “food,”
and baby toys that were unidentifiable as specific toys were
marked “toy.” When children were interacting with drawing
or toy versions of different categories (e.g., a toy car), these
annotations were marked with a ‘-drawing’ and ‘-toy’ mod-
ifier and counted as separate entries. If a view was allocen-
tric, if there were no child hands in view, or if there were no
objects that were visible, these frames were excluded from
analysis; this left 1313 frames with annotations.

Results
Which categories are prevalent in the child’s view?
First, we examined the overall prevalence of each category
in the infant view. Somewhat surprisingly, we found that the
prevalence of most of these categories were relatively stable
both across the two children in the dataset as well as over
developmental time (see Figure 2). This stands in contrast to
prior work on the prevalence of faces/hands in the infant view
(Fausey et al., 2016; Long et al., 2020), suggesting that these
broader characteristics of children’s visual experience may be
more consistent.

We next examined the details of these environments. We
found that people were by far the most prevalent of these cat-
egories: over 20% of the annotated frames contained people,
far more than any other category (including all kinds of toys
combined). In contrast, there were relatively few instances
of animals in the infant view – either as toys or their real-
life counterparts. Less than 5% of the frames contained any
kind of depicted or real animal, and those frames contained
depicted vs. real animals in equal proportion. Manual in-
spection of these frames containing animals revealed that the
“real” animals had relatively little variety – they were over-
whelmingly frames containing images of household pets (i.e.,

cats, dogs, and chickens, in the case of A), whereas the an-
imals that were “toys/drawings” depicted a much larger va-
riety of animals, as one might expect. Overall, these results
suggest that – at least for these children – people are much
more frequent than depictions or real-life versions of animals,
indicating that toys and drawings may provide frequent in-
put to their representations of these categories – despite the
fact that animal names are often among children’s first words
(Frank, Braginsky, Yurovsky, & Marchman, 2021) and often
referenced in storybooks.

Far more prevalent than animals, instead, were objects.
Views of furniture were the next most common category after
people. However, in older age ranges, “big objects” – includ-
ing Furniture, Vehicles, and Other Big Objects – tended to
be less frequently in the view of infants than “small” objects
– including Toys (of all kinds), Food, Utensils, Books, and
Other Small Objects (see Figure 3). This effect was much ex-
aggerated when we conducted this analysis on a subset of the
frames where children’s hands were also in view as a proxy
for times when children were interacting with objects. In
these frames, small objects tended to be much more prevalent
in the frames that we annotated. These data are consistent
with the idea that as children grow and become more adept at
handling objects on their own, small objects may tend to be
more often in view.

Which categories co-occur in children’s visual
environment?

Next, we examined the degree to which these categories ap-
peared together in different frames. Figure 4 shows the co-
occurrence of these categories, and reveals some relatively
intuitive patterns that may reflect activity contexts. For exam-
ple, Dishes and Food co-occurred quite frequently together,
as did People and Clothing, and most Animals that were toys
or drawings appeared when Books were also present. To de-
termine which cells significantly deviate from chance we used
a permutation analysis in which we shuffled the annotated
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Figure 4: Co-occurrence between categories detected in the
dataset. Each cell represents the probability that the cate-
gory on the y-axis (e.g., clothing) occurs relative to the occur-
rence of the category on the x-axis (e.g., person). Lighter val-
ues indicate higher probabilities of co-occurrence (max=.8,
min=0). Permutation analysis was used to determine which
cell values were outside the 99% confidence intervals of
counts: -: less than 99%, +: greater than 99%.

category labels within each frame and examined the distribu-
tion of co-occurrences across 100 randomized co-occurrence
matrices. The cells in the plot that occurred fewer times than
expected by chance (<99% of permuted cells) are labeled
with a ‘-’, while those that occurred more often than expected
by chance (>99% of permuted cells) are labeled with a ‘+’.
These results suggest a strong co-occurrence structure rather
than random occurrence, plausibly driven by activity contexts
– such as playtime, mealtime, or storytime (Bruner, 1985).

What objects do children tend to interact with?
While many different categories may be in the child’s view,
not all of these objects may be experienced in the same way.
In particular, it may be that children are more likely to form
robust representations of objects that they physically interact
with more often, and by extension they may also learn the
labels of these objects earlier. In this analysis, we sought to
analyze the basic-level identities of the objects that children
tended to be interacting with in their home environments, and
the distributions of those identities. While some work has
found that the objects in view during mealtime tend to have
a long-tailed Zipfian distribution (Clerkin et al., 2017), it is
not yet known whether this finding will extend to objects that
do not appear during mealtime and that children interact with
during a wide range of activities. For example, there may

Figure 5: Example frames where we annotated the basic-level
categories of objects children interacted with; many of these
frames contained books and generic toys.

be far fewer objects that are only interacted with a limited
number of times vs. seen a limited number of times.

In the frames with objects that children were interacting
with, we found 132 unique categories when collapsing across
formats (i.e. drawings, toys, real-life), and 148 unique cat-
egories when exemplars were considered separately across
formats. When we examined which categories were most fre-
quent, we found that books were overwhelmingly the most
present object in the views of these two children, comprising
over 20% of the objects that these children were seen to be in-
teracting with. Generic baby toys (that were unidentifiable to
the authors as specific toys) were the next most prevalent ob-
ject category, and children were often seen to be touching or
holding on to their caregivers (see top 20 most frequent cate-
gories in Figure 6 and example frames in Figure 5). Further,
these three categories – book, toy, and person – were con-
sistently the top three most frequent when we examined data
separately for each child and by age groups (6-12 months,
12-18 months, 18-24 months).

Importantly, we found that the distribution of the objects
children were interacting with roughly followed a power law
distribution, when we included separate categories for differ-
ent formats (α = 1.82, Kolmogorov-Smirnov distance D =
0.07), when we collapsed across them (α = 1.8, D = 0.07),
or when we excluded book, toy, and person (α = 1.94, D =
0.09); the small D-values in each case suggest that the data
roughly follow a power-law distribution. Thus, overall these
results confirm that the distribution of the objects that chil-
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dren interact with is highly skewed, generalizing the findings
of Clerkin et al., 2017.
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Figure 6: Top 20 most frequent categories that children’s
hands were interacting with in these egocentric videos.

General Discussion
What determines the categories that infants tend to see and
interact with across early development? To examine the cat-
egories in the infant view, we analyzed a sample of random
frames taken from a longitudinal dataset of two children (Sul-
livan et al., 2020). Overall, we found relative stability in these
two children’s visual environment over development, in con-
trast to prior work on the prevalence of social signals over this
same developmental time period (Fausey et al., 2016; Long
et al., 2020). The relative proportions of categories of objects
(i.e., furniture, toys, animals, people) were consistent among
the two individuals here, and across developmental time. Peo-
ple were most frequent, and a non-trivial proportion of frames
didn’t contain any discernible objects at all. However, these
categories co-occured together in reliable patterns, revealing
stereotypical combinations (i.e. utensil/dish and food, person
and clothing) and suggesting that activity contexts, such as
mealtime or storytime (Bruner, 1985) may structure the broad
characteristics of young children’s visual environment.

Yet while people were incredibly frequent in the child’s
view, animals – either as toys or their real-life versions – were
relatively infrequent and occurred in equal proportions. This
finding stands in contrast to a long literature documenting that
even newborns prefer to attend to animate agents (Farroni et
al., 2005), that visual cortex dedicates a remarkable amount
of space to processing animals (Konkle & Caramazza, 2013),
and that animal names tend to be among children’s first-
learned words (Frank et al., 2021). Therefore, children’s
heightened attention to animals (Farroni et al., 2005) likely
interacts with frequency of occurrence in the visual field to
drive early category learning.

Instead, we found that these children’s viewpoints were
likely to be dominated by small objects – such as food, books,
or toys – especially when their own hands were present in the

frame, suggesting that the statistics of children’s visual envi-
ronment shift substantially when they are acting on the world
themselves. We also found that the distribution of these ob-
jects seem to follow a power-law distribution, as does word
usage in natural language (Zipf, 1949). While mealtime has
previously been used to characterize the objects in the infant
view (Clerkin et al., 2017) and frames with food or utensil and
dishes accounted for less than 5% of views in the SAYcam
dataset, we were unsure whether this also would be the case.
However, the present analysis suggests that infants’ interac-
tions with different object categories may be Zipf-distributed,
with most categories seen quite rarely, and a few categories
dominating their experience.

If this result is generalizable, and children’s visual experi-
ence is as skewed as their language experience, this distribu-
tional regularity provides strong constraints on the category
and word learning mechanisms that can succeed in this en-
vironment (Hidaka, Torii, & Kachergis, 2017; Lavi-Rotbain
& Arnon, 2021). Although the Zipfian distribution of words
can help learners segment speech (e.g., Kurumada, Meylan,
& Frank, 2013), it is theoretically challenging to learn word-
referent mappings from such skewed distributions both be-
cause the many rare referents are seen with such low fre-
quency that learners may not have time to form strong mental
representations and because the few frequent items may of-
ten co-occur and thus be difficult to disambiguate (Hidaka et
al., 2017; Vogt, 2012). However, some word learning stud-
ies have found that Zipfian frequency distributions can im-
prove learning (Hendrickson & Perfors, 2019) and that adults
can leverage knowledge of common objects to bootstrap the
meanings of infrequent objects (Kachergis, Yu, & Shiffrin,
2017). Indeed, the skewed distributions found here and in
Clerkin et al. (2017) are dramatically different than the uni-
form distributions of categories fed to modern models of vi-
sual category learning – which nonetheless appear to mimic
many aspects of the visual system (Jacob, Pramod, Katti, &
Arun, 2021). Future work that feeds computational models of
category learning the same sequence of visual learning envi-
ronments experienced by children across development may
elucidate the set of online learning mechanisms needed to
form robust representations from realistic visual inputs.

This work thus takes a first step in characterizing the cat-
egories in the visual environment over early development,
calling for future work to understand the generalizability of
these findings and their implications for models of early cat-
egory learning. While we found consistent results across
both age and the two children analyzed here, both children
are from similar households, socioeconomic groups, and cul-
tural contexts. Furthermore, these recordings were only taken
when children were home with their parents (vs. at daycare),
and these parents may have changed how they interacted
with their children during these recording sessions. Variation
across different households and communities will certainly
change the objects that are frequently in the infant view: for
example, picture books and toys are unlikely to be present in
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the views of many children in subsistence farming communi-
ties (Casillas, Brown, & Levinson, 2020). Nonetheless, we
predict that the distribution of objects that children interact
will continue to follow a Zipfian distribution – regardless of
which specific objects are most frequently experienced.

Of course, these results do not preclude the possibility that
there are finer grained changes in how children experience
object categories or changes the information that they encode.
For example, the current analysis supports the intuition that
toys and books are prevalent in the views of some infants, it
does not document how children are interacting with these
toys or what categories in the books their caregivers may be
pointing out. More detailed coding schemes of the categories
in the infant view could also yield divergent results. We antic-
ipate that finer-grained analysis of the activities in naturalistic
videos may uncover more subtle developmental trends.

Overall, this work highlights the need for systematic in-
vestigations of how the frequency of the categories in the
child’s view interacts with different attentional biases, learn-
ing mechanisms, and social cues to produce robust represen-
tations that support early category and language learning. An
understanding of what is – and what is not – learnable solely
from frequent exposures will provide constraints on our ac-
counts of the learning mechanisms that allow children to learn
so much so quickly.

All data and code for these analyses are available at
https://osf.io/ft4ka/
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