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ABSTRACT OF THE DISSERTATION

Transport and Electrodynamics of Electronic Condensates

by

Chao Xu

Doctor of Philosophy in Physics

University of California San Diego, 2021

Professor Michael Fogler, Chair

Superfluidity and superconductivity are similar and can be considered as the counterpart of

each other in various systems. In this dissertation, I will examine my works on both superfluidity

and superconductivity, which are two subjects that I mainly studied. The platform of bosonic

systems that I worked on is indirect exciton, and as for superconductivity I mainly focused on the

unconventional p−wave one.

Indirect excitons, or interlayer excitons are bound states of electrons and holes, where

electrons and holes live in separate layers. Indirect excitons can interact with photon at infrared

and visible wavelength. We first study the transport properties of one layer of exctions going

through a single quantum point contact, and discuss the conductance behavior of such bosonic

xi



quasiparticles, where we neglect the interaction between excitons. Then we include the interacting

effect by the Gross-Pitaevskii equation, and study the non-linear diffraction and interference

of interacting condensates, transporting through nanoconstrictions. Using the classical inverse

scattering method, we can map the interference problem to a one dimensional scattering problem

to solve the the interference pattern. Instead of the properties of one layer of excitons, we also

study the properties of two layers of excitons, electron-hole quadrilayers. If two electron-hole

bilayer is well separated, we can treat this quadrilayer system as two layers of excitons, that

have dipolar interaction between each other. We calculate ground state energies, static structural

factors, and collective modes (sound excitations) for various of densities of these two exciton

layers. If the densities of excitons in two layers are equal (balanced), the system may evolve into

a biexciton phase, where exciton pairs up with another exciton in another layer, when the density

is dilute enough. In the limit of strong imbalance, we can treat the exciton in the dilute layer as a

polaron interacting with sound modes of the other layer.

The p−wave superconducting pairing can be of two types, that are the counterparts of

3He-A and 3He-B phases. In a 3He-A type superconductor, which is also referred as px + ipy (or

simply p+ ip) superconductor, the pairing is quasi two dimensional. We study a junction between

a conventional s−wave superconductor and a p+ ip superconductor. Using Ginzburg-Landau

free energy analysis, we can determine the symmetry breaking patterns of superconducting

orders. In addition, we find that the symmetry breaking pattern at junction implies the existence

of a magnetoelectric effect, and a finite spin polarization at the edge of the junction. If the

3He-B type pairing and s−wave superconducting pairing coexist, they may prefer to have a π/2

phase difference, and it is called p+ is superconductor. We perform a systematic study of the

electrodynamics in p+ is superconductors, where we calculate the effective action for the external

fields, which proves to be similar to the axion action. We will show how to define the axion angle

in a p+ is superconductor, and we point out some differences between our effective action and

the axion action, which corresponds to the relativistic case.
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Chapter 1

Exciton Gas Transport Through

Nanoconstrictions

1.1 Introduction

Indirect excitons (IXs) in coupled quantum wells have emerged as a new platform for

investigating quantum transport. The IXs have long lifetime, [1] long propagation distance, [2,

3, 4, 5, 6, 7, 8, 9] and long coherence length at temperatures T below the temperature T0 of

quantum degeneracy [Eq. (1.7)].blue [10] Although an IX is overall charge neutral, it can couple

to an electric field via its static dipole moment ed, where d is the distance between the electron

and hole layers [Fig. 1.1(a)]. These properties enable experimentalists to study transport of

quasi-equilibrium IX systems subject to artificial potentials controlled by external electrodes

[Fig. 1.1(b)].

In this chapter, we examine theoretically the transport of IXs through nano-constrictions

[Fig. 1.1(c-e)]. [11] Historically, studies of transmission of particles through narrow constrictions

have led to many important discoveries. In particular, investigations of electron transport through

so called quantum-point contacts (QPCs) have revealed that at low T the conductance of smooth,

1



-2 0 2
0

2

4

-2 0 2

2
4
6
8

1

2

3

4

𝑉"

𝑉#
(c)

𝑥
𝑦

𝑉&

(e)

(d)

(a)

_ _

+ +

0 𝑑 𝑧

𝐸

DXIX

(b)

_

+

0 𝑑 𝑧

𝐸

IX

_

+
DX

Figure 1.1: (a) Schematic energy band diagrams of an atomically thin electron-hole bilayer
subject to an external electric field. The direct exciton (DX) is indicated by the red oval, the
indirect exciton (IX) by the black one. The bars represent atomic planes. (b) Same as (a)
for a spacer-free type II heterostructure. Various combinations of 2D materials can be used,
examples include: for GaAs structures, GaAs (green), AlAs (yellow), AlGaAs (blue); for
TMD type I structures, MoS2 (yellow), hBN (blue); for TMD type II structures, WSe2 (green),
MoSe2 (yellow), hBN (blue) (c) Schematic of an IX QPC device. Voltage Vs (Vd) controls the
electrochemical potential of the source (drain); Vg creates a potential constraining IXs from the
sides. (d) Variation of the IX potential along the line y = y0 across the QPC for ax = 180 and
400nm (dashed and solid trace, respectively) with other parameters as follows: A = 4.30meV ,
C = 1, ay = 200nm, Usd = 1.0meV , y0 = 4.0µm, y1 = 1.0µm, see Eq. (1.1). (e) False color map
of U(x,y) for the larger ax in (d) .
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electrostatically defined QPCs exhibits step-like behavior as a function of their width. [12, 13]

The steps appear in integer multiples of Ne2/h (except for the anomalous first one [14]) because

the electron spectrum in the constriction region is quantized into one-dimensional (1D) subbands

[Fig. 1.2(e)]. Here N is the spin-valley degeneracy. Associated with such subbands are current

density profiles analogous to the diffraction patterns of light passing through a narrow slit.

These patterns have been observed by nanoimaging of the electron flow. [15] The conductance

quantization has also been observed in another tunable fermionic system, a cold gas of 6Li

atoms. [16]

For the transport of bosonic IXs, we have in mind a conventional in solid-state physics

setup where the QPC is connected to the source and drain reservoirs of unequal electrochemical

potentials, ζs and ζd [Fig. 1.2(a-c)]. The difference ζs−ζd > 0 is analogous to the source-drain

voltage in electronic devices. Whereas electrons are fermions, IXs behave as bosons. This makes

our transport problem unlike the electronic one. The problem is also different from the slit

diffraction of photons or other bosons, such as phonons, considered so far. Indeed, one cannot

apply a source-drain voltage to photons or phonons in any usual sense. [However, quantized heat

transport of phonons [17, 18, 19] has been studied.]

To highlight the qualitative features, we do our numerical calculations for the case where

the drain side is empty, ζd =−∞. The conductance of the QPC can be described by the bosonic

variant of the standard Landauer-Büttiker theory. [20] It predicts that the contribution of a given

subband to the total conductance can exceed N/h if its Bose-Einstein occupation factor is larger

than unity. [21] To the best of our knowledge, there have been no direct experimental probes

of this prediction in bosonic systems. The closest related experiment is probably the study of

6Li atoms passing through a QPC in the regime of enhanced attractive interaction. [22] That

experiment has demonstrated the conductance exceeding N/h and the theory [23, 24, 25] has

attributed this excess to the virtual pairing of fermionic atoms into bosonic molecules by quantum

fluctuations.

3
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Figure 1.2: Energy spectra at the source (a, d), the QPC (b, e), and the drain (c, f). The
electrochemical potential of the source is indicated by the horizontal dashed line. The shading
represents the occupation factor. Panels (a-c) are for bosonic particles, such as IXs. Panels (d-f)
are for fermions, e.g., electrons.

Below we present our theoretical results for the IX transport through single, double, and

multiple QPCs. We ignore exciton-exciton interaction but comment on possible interaction effects

at the end of the chapter.

1.2 Model of a QPC

In the absence of external fields, the IXs are free to move in a two-dimensional (2D) x–y

plane. When an external electric field Ez = Ez(x,y) is applied in the z-direction [Fig. 1.1(a)], an IX

experiences the energy shift U =−eEzd. This property makes it possible to create desired external

potentials U(x,y) acting on the IXs. To engineer a QPC, U(x,y) needs to have a saddle-point

shape. Such a potential can be created using a configuration of electrodes: a global bottom gate

plus a few local gates on top of the device. As depicted in Fig. 1.1(b), two of such top electrodes

(gray) can provide the lateral confinement and another two (blue and orange) can control the

4



potential at the source and the drain. More electrodes can be added if needed. Following previous

work, [11] in our numerical simulations we use a simple model for U(x,y):

U(x,y) = A
(

1−Ce−x2/2a2
x

)
e−(y−y0)

2/2a2
y

+Usd fF

(
y− y1

s

)
,

(1.1)

where fF(x) = (ex + 1)−1 is the Fermi function. The width parameters ax and ay and the

coefficients A and C on the first line of Eq. (1.1) are tunable by the gate voltage Vg [Fig. 1.1(b)].

The second line in Eq. (1.1) represents a gradual potential drop of magnitude Usd, central

coordinate y1, and a characteristic width s in the y-direction. These parameters are controlled by

voltages Vs and Vd . Examples of U(x,y) are shown in Fig. 1.1(c,d).

For qualitative discussions, we also consider the model of a quasi-1D channel of a long

length Lc and a parabolic confining potential. The corresponding U(x,y) is obtained by replacing

the top line of Eq. (1.1) with

fF

(
y0−Lc− y

s

)
fF

(
y− y0

s

)(
U0 +

1
2

Uxxx2
)
, (1.2)

where Uxx = AC/a2
x . The energy subbands [Fig. 1.2(b)] in such a channel are

E j(ky) =U0 +~ωx

(
j+

1
2

)
+

~2k2
y

2m
, j = 0,1, . . . (1.3)

The associated eigenstates are the products of the plane waves eikyy and the harmonic oscillator

wavefunctions

χ j(x) = H j

(√
2x/w0

)
exp
(
−x2/w2

0
)
, (1.4)
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where H j(x) is the Hermite polynomial of degree j. The length w0 and frequency ωx are given by

w0 =

√
2~

mωx
, ωx =

√
Uxx

m
. (1.5)

The subband energy spacing ~ωx can be estimated as

~ωx ' 8.8meV
(m0

m

)1/2
(

AC
meV

)1/2(nm
ax

)
, (1.6)

which is approximately 0.1meV for devices made of transition metal dichalcogenides (TMDs),

where exciton effective mass m = 1.0m0 and ax = 180nm. Hence, the onset of quantization occurs

at T ∼ 1K. The same characteristic energy scales in GaAs quantum well devices, [11] can be

obtained in a wider QPC, ax = 400nm, taking advantage of the lighter mass, m = 0.2m0, cf. solid

and dashed lines in Fig. 1.1(d). In both examples ~ωx is much smaller than the IX binding

energy (∼ 300meV in TMDs [26] and ∼ 4meV in GaAs [27, 28]). Therefore, we consider the

approximation ignoring internal dynamics of the IXs as they pass through the QPC [29] and

treat them as point-like particles. Incidentally, we do not expect any significant reduction of the

exciton binding energy due to many-body screening in the considered low-carrier-density regime

in semiconductors with a sizable gap and no extrinsic doping. (At high carrier densities, the

screening effect can be substantial.[30])

1.3 Conductance of a QPC

As with usual electronic devices, we imagine that our QPC is connected to semi-infinite

source and drain leads (labeled by l = s,d). Inside the leads the IX potential energy U(x,y)

tends to asymptotic values Ul . Without loss of generality, we can take Ud = 0, as in Eq. (1.1).

The difference Usd =Us−Ud = α(eVs− eVd) is a linear function of the control voltages Vs, Vd

[Fig. 1.1(b)]. The coefficient of proportionality can be estimated as α∼ d/dg, where dg is the

6



vertical distance between the top and bottom electrodes. The IX energy dispersions at the source

and the drain are parabolic and are shifted by Usd with respect to one another, see Fig. 1.2(a, c).

In the experiment, the IX density of the reservoirs can be controlled by photoexcitation power.

For example, the IX density ns can be generated on the source side only, [11] while the drain

side can be left practically empty, nd � ns. This is the case we focus on below. The chemical

potentials µl are related to the densities nl via [31, 32]

µl = T ln
(

1− e−T0/T
)
, T0 ≡

2π~2nl

mN
. (1.7)

Note that we count the chemical potentials from the minima of the appropriate energy spectra

and that we use the units system kB ≡ 1. In turn, the electrochemical potentials are given by

ζl = µl +Ul , (1.8)

which implies

Usd = (ζs−ζd)− (µs−µd) . (1.9)

In the terminology of electron devices, the first term in Eq. (1.9) is related to the source-drain

voltage Vsd, viz., ζs− ζd ≡ −eVsd. The second term in Eq. (1.9) is referred to as the built-in

potential, which is said to originate from charge redistribution in the leads.

If the particle densities nl are fixed, variations of ζs−ζd rigidly track those of Usd. The

differential conductance can be computed by taking the derivative of the source-drain particle

current I with respect to Usd:

G = (∂I/∂Usd)ns,nd
. (1.10)

G has dimension of 1/h and its natural quantum unit is N/h. (The spin-valley degeneracy is

N = 4 in both TMDs and GaAs.)

For the long-channel model [Eq. (1.2)], G can be calculated analytically because the

7
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Figure 1.3: (a) Conductance of a bosonic QPC vs. Usd from the adiabatic approximation
[Eq. (1.12)] for T = 0.8~ωx, µs = −0.05~ωx. Inset: total current as a function of Usd. The
notation used on the y-axis is νx≡ωx/2π. (b) Conductance of a fermionic QPC for T = 0.05~ωx,
µs = 2.7~ωx. Note that the number of conductance steps occurring at Usd < E0

0 = 1
2~ωx is equal

to µs/~ωx rounded up to the nearest integer.

single-particle transmission coefficients through the QPC have the form t j(E) = θ
(
E −E0

j
)
,

i.e., they take values of either 0 or 1. Here E0
j ≡ E j(0) and θ(x) is the Heaviside step-function.

Adopting the standard Landauer-Büttiker theory for fermions [20] to the present case of bosons

(see also [21]), we find the total current to be I = ∑ j(Is, j− Id, j) where the partial currents are

Ia, j =
N
h

∞∫
Ua

fB

(
E−ζa

T

)
t j(E)dE (1.11)

and fB(x) = (ex−1)−1 is the Bose function. In turn, the conductance is

G =
N
h ∑

j
θ
(
E0

j −Usd
)

fB

(E0
j −Usd−µs

T

)
. (1.12)

The dependence of G on Usd is illustrated in Fig. 1.3(a). The conductance exhibits asym-

metric peaks. Each peak signals the activation of a new conduction channel whenever Usd
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Figure 1.4: The IX density distribution in a QPC for three different Usd. Panels (a-c) depict the
density distribution n in the x–y plane in units of 109cm−2. Panels (d-f) show the profiles of n
along the midline, y = 1µm, of the region plotted directly above. Values of Usd are adjusted to
highlight the contributions of particular subbands: (a, d) j = 0 for Usd = 0.52, (b, e) j = 1 for
Usd = 1.52, (c, f) j = 2 for Usd = 2.52, all in units of ~ωx = 0.10meV ; T = 1.0K everywhere.

approaches the bottom of a particular 1D subband. All the peaks have the same shape, which

is the mirror-reflected Bose function with a sharp cutoff. As T decreases, the width of the

peaks ∆∼min(T,−µs) decreases. The magnitude of the peaks Gmax = (N/h) fB (−µs/T ) can be

presented in the form

Gmax =
N
h

fmax , (1.13)

where fmax is the occupation of the lowest energy state at the source. For fermions, fmax is limited

by 1. For 2D bosons, fmax = eT0/T −1 exceeds 1 and, in turn, Gmax exceeds N/h at T < T0/ln2.

The sudden drops of G at Usd = E0
j [Fig. 1.3(a)] occur because the current carried by each

subband saturates as soon as it becomes accessible to all the IXs injected from the source, down

to the lowest energy Usd. These constant terms do not affect the differential conductance G. The

total current as a function of Usd is plotted in the inset of of Fig. 1.3(a).
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It is again instructive to compare these results with the more familiar ones for fermions,

which are obtained replacing the Bose function fB with the Fermi function fF in Eq. (1.12). In

the regime where Usd is large and negative, the Heaviside functions in Eq. (1.12) play no role, so

that G traces the expected quantized staircase shown in Fig. 1.3(b). The conductance steps occur

whenever Usd = E0
j −µs. Once Usd approaches E0

0 = ~ωx/2, a different behavior is found: the

conductance displays additional sudden drops at Usd = E0
j , which causes it to oscillate between

two quantized values. These drops appear for the same reason as in the bosonic case: current

saturation for each subband that satisfies the condition E0
j <Usd.

The adiabatic QPC model considered above is often a good approximation [13, 12] for

more realistic models, such as Eq. (1.1). The latter cannot be treated analytically but we were

able to compute G numerically, using the transfer matrix method [33] (see below). The results

are presented in the Supporting Information. The main difference from the adiabatic case is that

the conductance peaks are reduced in magnitude and broadened.

1.4 Density distribution in a QPC

In analogy to experiments with electronic QPCs, [15] it would be interesting to study

quantized conduction channels by optical imaging of IX flow. Unlike electrons, IXs can recombine

and emit light, so that the IX photoluminescence can be used for measuring their current paths.

This motivates us to model the density distribution n(x,y) of IXs in the QPC. We begin with

analytical considerations and then present our numerical results, Fig. 1.4.

The calculation of the n(x,y) involves two steps. First, we solve the Schrödinger equation

for the single-particle energies E = ~2k′2/(2m) and the wavefunctions ψ(x,y) of IXs subject to the

potential U(x,y). The boundary conditions for the ψ(x,y) is to approach linear combinations of

plane waves of momenta k′= (k′x,±k′y) at y→−∞ but contain no waves of momenta k′′= (k′′x ,k
′′
y )

with Rek′′y < 0 at y→+∞. Such states correspond to waves incident from the source. Second, we

10



sum the products fB(E−ζs)|ψ(x,y)|2 to obtain the n(x,y). We choose not to multiply the result

by N, so that our n(x,y) is the IX density per spin per valley.

For a qualitative discussion, let us concentrate on the simplest case of large k′y, i.e., fast

particles. As the incident wave propagates from the source lead, it first meets the smooth potential

drop Usd at y = y1. Assuming k′ys� 1, the over-the-barrier reflection at y = y1 can be neglected.

Therefore, the y-momentum increases to the value ky dictated by the energy conservation,

k2
y = k′2y +(2m/~2)Usd , (1.14)

while the x-momentum k′x remains the same. Subsequently, the incident wave impinges on the

QPC at y = y0. Typically, this causes a strong reflection back to the source. However, certain

eigenstates have a nonnegligible transmission. After passing the QPC, their wavefunctions expand

laterally with the characteristic angular divergence of 1/(kyw0)� 1. Such wavefunctions can be

factorized ψ(x,y) = eikyyχ(x,y), where the slowly varying amplitude χ(x,y) obeys the eikonal (or

paraxial) equation (
−i~vy∂y−

~2

2m
∂

2
x +U

)
χ = 0 , vy ≡

~ky

m
. (1.15)

If the model of the long constriction [Eq. (1.2)] is a good approximation, the solution is as follows.

Inside the QPC, χ(r) is proportional to a particular oscillator wavefunction χ j(x) [Eq. (1.4)].

Outside the QPC, it behaves as a Hermite-Gaussian beam whose probability density can be

written in the scaling form

|χ(x,y)|2 = 1
b(y)

χ
2
j

(
x

b(y)

)
, (1.16)

b(y) =

√
1+

(y− y0)2

w2
y

, (1.17)

wy =
1
2

kyw2
0 . (1.18)
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This representation has been used in the study of a Bose-Einstein condensate (BEC) expansion

from a harmonic trap. [34, 35] Our problem of the steady-state 2D transport through the QPC

maps to the noninteracting limit of this problem in 1+1D, with t = (y−y0)/vy playing the role of

time. In other words, the IX current emerging from the QPC is mathematically similar to a freely

expanding BEC. This mapping is accurate if the characteristic width of the energy distribution of

the IX injected into the QPC from the source is small enough, ∆� ~ω. Dimensionless function

b(y) has the meaning of the expansion factor. A salient feature of the eigenfunctions are the nodal

lines χ(x,y) = 0. The lowest subband j = 0 has no such lines whereas the higher subbands have

exactly j = 1,2, . . . of them.

For a quantitative modeling, we carried out simulations using the transfer matrix [33]

method. This method gives a numerical solution of the Schrödinger equation discretized on a

finite-size real-space grid for a given energy E and the boundary conditions described above.

To obtain the total particle density, we summed the contributions of individual states, making

sure to include enough E’s to achieve convergence. In all our calculations the chemical potential

µs was fixed to produce the density (per spin per valley) ns = 1.0× 1010cm−2 at the source.

Examples of such calculations for temperature T = 1.0K are shown in Fig. 1.4. Since the partial

densities |ψ(x,y)|2 are weighted with the Bose-Einstein factor fB(E − ζs), the lowest-energy

j = 0 subband typically dominates the total density, making it look like a nodeless Gaussian

beam [Fig. 1.4(a,d)]. However, if Usd is tuned slightly above the bottom of the j = 1 subband, the

contribution of this subband is greatly enhanced by the van Hove singularity of the 1D density

of states N/(π~vy) ∝
(
E −E0

j
)−1/2 inside the QPC. As a result, n(x,y) develops a valley line

(local minimum) at x = 0, which is the nodal line of function χ1(x/b,y) [Fig. 1.4(b,e)]. A similar

phenomenon occurs when we tune Usd to slightly above the bottom of j = 2 subband. Here

the density exhibits two valley lines, which approximately follow the nodal lines of function

χ2(x/b,y) [Fig. 1.4(c,f)]. These theoretical predictions may be tested by imaging IX emission

with high enough optical resolution. Note that these van Hove singularities do not enhance the
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Figure 1.5: Double-QPC IX device. (a) The profile of the IX potential across the two constric-
tions. (b) The IX density in units of 108 cm−2. (c) The IX density along the line y = 2µm in (b).
The ripples at the flanks of the fringes are finite-size artifacts.

differential conductivity G because of the cancellation between the density of states and the

particle velocity vy. As explained above, this leads to current saturation and thus negligible

contribution of jth subband to G at Usd > E0
j .

1.5 Double and multiple QPC devices

We have next explored the exciton analog of the Young double-slit interference. A short

distance downstream from the first QPC (1.0µm along y), we added another potential barrier
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constructed from two copies of the single-QPC potential [Eq. (1.1)] shifted laterally in x. As in

Young’s classical setup, the first QPC plays the role of a coherent source for the double-QPC. An

example of the latter with the center-to-center separation of 800nm is shown in Fig. 1.5(a). We

computed the IX density distribution in this system for Usd at which the IXs fluxes through all the

QPCs are dominated by the j = 0 subband. The IXs transmitted through the double-QPC create

distinct interference fringes, Fig. 1.5(b,c).

Finally, we considered a four-QPC array. To show the results more clearly, we simulated

the zero-temperature limit, where a single energy E contributes. As illustrated by Fig. 1.6(a), the

interference pattern begins to resemble that of a diffraction grating. Near the QPCs, it exhibits the

periodic refocusing known as the Talbot effect. The repeat distance for the complete refocusing

is [36]

yT =
λ

1−
√

1− λ2

a2

, (1.19)

where λ = 2π/ky is the de Broglie wavelength of the IXs and a is the distance between the

QPCs. For λ = 100nm and a = 1000nm, this distance yT ' 20µm is beyond the range plotted in

Fig. 1.6(a). Therefore, only the so-called fractional Talbot effect is seen in that Figure. Although

too fine for conventional imaging, these features may in principle be resolved by near-field optical

techniques. Note that for a grating with Ns slits the crossover to the far-field diffraction occurs

at the distance ∼ NsyT , which is prohibitively large for the transfer matrix simulations. For a

qualitative illustration of this crossover, we computed the interference pattern simply by adding a

number of Gaussian beams, see Fig. 1.6(b,c).

1.6 Discussion and outlook

In this chapter, we considered a few prototypical examples of mesoscopic IX phenomena.

We analyzed the subband quantization of IX transport through a single QPC, the double-slit

interference from two QPCs, and the Talbot effect in multiple QPCs. As for electrons, these
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Figure 1.6: False color maps illustrating IX density in multiple QPC systems. (a) Talbot-
like interference in a four-QPC device. The incident beam consists of a single plane wave,
corresponding to the T = 0 limit. Usd = 0.10meV . (b) Rescaled intensity I ≡ |ψ(r)|2x̄ of the
interference pattern of Ns = 4 Gaussian beams. Following an example in the literature, [37]
the horizontal axis is normalized by x̄ = (λy/a)+a with a = 1µm. The vertical axis represents
ȳ = (y/wy)+1. (c) Same as (b) for Ns = 10.
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phenomena should be experimentally observable at low enough temperatures. The present theory

may be straightforwardly expanded to more complicated potential landscapes and structures.

In the present work we neglected IX interactions. This interaction is dipolar, which in

2D is classified as short-range, parametrized by a certain interaction constant g. As mentioned

above, the problem of the IX transport through a QPC is closely related to the problem of a

BEC expansion from a harmonic trap. Following the studies of the latter, [34] interaction can be

included at the mean-field level by using the Gross-Pitaevskii equation instead of the Schrödinger

one. For the single-QPC case, we expect the GPE solution to show a faster lateral expansion of

the exciton “jet”, i.e., a more rapid growth of function b(y). For the double- and multi-QPC cases,

we expect repulsive interaction to suppress the interference fringes, similar to what is observed in

experiments with cold atoms. [38] The lineshape and amplitude (visibility) of the fringes remain

to be investigated.

Applications of our theory to real semiconductor systems would also require taking into

account spin and valley degrees of freedom of IXs. It would be interesting to study spin transport

of IXs [5, 10, 9] through nano-constrictions and associated spin textures. This could be an

alternative pathway to probing spin conductance of quasi-1D channels. [39]

The field of mesoscopic exciton systems is currently in its infancy but it is positioned

to grow, extending the phenomena studied in voltage-controllable electron systems to bosons.

More importantly, it has the potential to reveal brand new phenomena. There are many intriguing

subjects for future work.

This chapter, in full, is a reprint with permission from ‘C. Xu, J. Leonard, C. Dorow, L.

Butov, M. Fogler, D. Nikonov, and I. Young, Exciton gas transport through nanoconstrictions.

Nano Lett. 19, 5373-5379 (2019)’ [40]. Copyright 2019 American Chemical Society. The

dissertation author was the primary investigator and author of this paper.
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Chapter 2

Nonlinear Diffraction of a Bose Gas

through Single and Multiple Slits

2.1 Introduction

The ballistic transport of variety of particles (photons, phonons, electrons, atoms, and etc.)

through quantum point contact or narrow constrictions has been studied both theoretically and

experimentally to investigate the quantum effects of transport. As for 2D electronic systems, due

to the narrow constriction, the spectrum inside the constriction is effectively 1D and quantized

into subbands, so that there is a quantization of conductance for ballistic electronic system when

the temperature is low enough. The conductance is step like with integer multiple of Ne2/h as a

function of the background chemical potential or the width of the constriction [12, 13], where N

is the degeneracy of the electrons (spin and valley). The outgoing density patterns of diffraction

from a constriction are also associated with quantization conductance [41], and with the help

of nanoimaging technique, these patterns of electron can be experimentally observed [15]. Not

only the electronic system, the quantization of conductance through quantum point contact is also

observed in other fermionic systems such as neutral 6Li atoms [16].
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The transport of bosonic particles through narrow constrictions has also been studied such

as heat transport [17, 18, 19]. Different from fermionic systems, the conductance of bosonic

particles through a quantum point contact can exceed the limit of N/h [21, 40], due to the nature

of occupation distribution for bosonic particles, predicted by Landauer-Büttiker theory [20]. 2D

bosonic systems for quasi-particles such as indirect excitons (IXs) emerges as a platform for

studying bosonic quantum transport. Due to its long life-time [1], long coherence length [10], and

high mobility [2, 3, 4, 5, 6, 7, 8, 9], IX approaches the ballistic regime in the excitonic devices,

where the quasi-particles’ scattering dominates other than the background disorder. IX is coupled

to the external electric field, due to its dipole moment, and the recent experiment [11] of the

split-gate devices for IXs in the coupled double quantum wells demonstrates the setup of quantum

point contact for IXs.

It has been shown that at the ballistic regime, the conductance of electronic systems

through constrictions does not heavily affected by the interaction between particles, however the

interaction effects may become considerable at non-ballistic systems (e.g. viscosity dominant

regime). In our previous works, we have studied the transport of IXs at its diffusive [11] and the

ideal Bose gas limits [40]. In this chapter, we will mainly focus on the interacting effect to the

transport and dynamics of bosonic particles through constrictions at mean-field level.

Since the realizations of alkali cold atoms BEC [42, 43, 44], Gross-Pitaevskii Equation

(GPE) [45, 46] has been used to study static properties of such systems, when the interaction is

short-range (the scattering length much smaller than particle average distance) as a mean-field

treatment. GPE can be also applied to study the dynamics of condensates such as when the

external potential is time-dependent or quench process. [34, 35, 47, 48]. Since IXs have a

effective short-range dipole-dipole interaction, GPE should be capable to describe such a system

at low enough temperature. Similar formalism also appears in other systems such as non-linear

optics, cold-atoms, polaritons, optical lattices, and etc. Particularly in 1D, GPE is integrable

and associated with the inverse scattering transform (IST) method [49, 50]. Although the time
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(a) (b)

Figure 2.1: figures (a) and (b) demonstrate two possible setups of laterally expanding condensate.
(a) shows the setup that the 2D condensate is constricted in a long but narrow channel in x-
direction, so approximately the expansion only happens in x-direction as indicated by the two
white arrows. (b) demonstrates another setup that the condensate is initially moving fast in a
narrow channel, and then suddenly runs into the area without constriction, so that the condensate
will continue to propagate and expands laterally at the same time. In such a setup y/vy plays the
role of time.

evolution of the system is hard to obtain, IST method allows us to study the long time behavior

[51, 52, 53, 54, 55] (self-similar asymptotic solution) for certain setups [51, 56].

In this chapter we will mainly discuss the nonlinear effects to the diffraction from a slit

and the interference from multiple slits. Related problems have been discussed before, and we

will discuss these problems in more details analytically and numerically. The schematic plot of

the setup are shown in Fig. 2.1 (b), where the white arrows indicate the follow of the condensate

out from a constriction. At the paraxial limit, that is when the velocity of the propagation (vy) is

large, the direction of the propagation behaves like time coordinate (time of flight: y/vy), so that it

shares the same formalism with a 1D laterally expanding problem as demonstrated in Fig. 2.1 (a).

The arrangement of this chapter is as following. First we will discuss the diffraction from a single

slit of a condensate (1D laterally expansion of a condensate) for non-interacting and strongly

interacting limits in section 2.2. These results will be reexamined by using the IST in section 2.3,

and the condensate expansion for intermediate interacting strength will also be discussed. With

the help of IST, we can also study interacting effects to the double slits interference analytically,

where the corresponding physics coincides with Fabry-Pérot interferometry. The multiple slits

interference will also be discussed. The corresponding 1D problems would be the interference
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between two laterally expanding condensates or multiple condensates, which are also similar to

the setup of a sudden released potential in optical lattice system.

2.2 Single constriction expansion in 1D

In this section we will study the diffraction of a condensate running out from a single

slit with a high velocity of propagation vy as shown in Fig. 2.1 (b). At the paraxial limit,

this diffraction problem is an effectively 1D problem, where y−direction behaves as the time

coordinate (t = y/vy). The corresponding 1D dynamical problem is that the condensate is initially

constricted to a single quantum well trap in 1D and then trap is released, so that the condensate

starts to expand as time evolves (as the condensate propagates in y−direction). To describe such

a system, we use GPE:

i~∂tu =− ~2

2m
∂

2
xu+V (x, t)u+g|u|2 u , (2.1)

where u is the condensate order parameter and g indicates the onsite interaction strength. As

described before, V (x, t) = mω2(t)x2/2, where ω(t) = ω0 when t ≤ 0, and ω(t) = 0 when the

trap is released (t > 0). The paraxial limit is then taken as m
2 v2

y � ~ω0. An illustration of the

dynamics of such process is shown in Fig. 2.2, in which L0 =
√

~/mω0 is defined from the

natural length scale of a harmonic trap. The right column of the figures in Fig. 2.2 show the

expansion of the interacting condensate while the left ones show the non-interacting cases, and

one can directly observe that the interacting condensate expands more rapidly. The lower row

of figures demonstrate the expansion of first excited mode from a trap which can be initially

prepared by phase imprinting technique [57].

In certain limits, the expansion of the condensate from a trap can be exactly solved. If the

condensate is nearly non-interacting, the dynamics of the condensate is identical to a Gaussian

beam, such that at time zero, the density profile n(x,0) = |u(x,0)|2 is a Hermitian Gaussian, and
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Figure 2.2: numerical simulation of density evolution of expanding condensates. (a) and (c)
show the expansion of the non-interacting condensate with different initial static state at time
zero, where initial state in (a) is the ground state in the trap, while the initial state in (c) is
the first excited one (with a dark soliton in the middle). Similarly (b) and (d) demonstrate the
expansion of interacting condensate for taking ground state and first excited state in a trap as
initial state respectively.
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it remains self similar afterwards. At any time t > 0,

n(x, t) =
1

b(t)
n(x/b(t),0) , (2.2)

with

b(t) =
√

1+ω2
0t2 , (2.3)

where b(t) is introduced as a dimensionless scaling factor that tells how the wave-function will

scale with time. Different from the free expansion in 2D [34], in the case of 1D expansion, the

scaling factor b for the interacting case is different from non-interacting one. The strength of the

interaction can be measured by γ = gn0/~ω, with n0 being the central density in the harmonic

trap. In the strongly interacting limit (γ� 1), we can use hydrodynamical equations to describe

the dynamics of the condensate, by treating the interacting condensate as a compressible fluid

with adiabatic index Cp/Cv = 2:

∂x(nv)+∂tn = 0; (2.4)

∂t(nv)+∂x(
1
2

nv2 +gn2/2m) = 0 , (2.5)

which are continuity and Euler equations respectively. Assuming the the density profile is also

self similar as shown in Eq.(2.2) for the strongly interacting case, the local velocity

v = x
∂tb
b

(2.6)

can be obtained from the continuity equation. Insert this equation of velocity into the Euler

equation, we obtain the equation of motion of b(t)

x
∂2

t b
b

+
g

b2m
∂xn(x/b,0) = 0 . (2.7)
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When the condensate is strongly interacting (γ� 1), using the Thomas-Fermi approximation,

∂x(n(x,0)) = xmω2
0/g, so that

∂
2
t b = ω

2
0b3 (2.8)

for the free expansion of strongly interacting condensate released from a harmonic trap. The

boundary condition of b(t) requires b(t) = 1 when t ≤ 0, then the solution of b is

tSI =
1√
2ω0
{
√

b
√

b−1+ ln(
√

b+
√

b−1)} , (2.9)

while

tNI =
1

ω0

√
b2−1, (2.10)

where SI and NI indicates strongly interacting and non-interacting respectively. Asymptotically

b(t) tends to be linear in time t, and b(t)∼ ω0t for the non-interacting case while b(t)∼
√

2ω0t

for the strongly interacting case.

Another case can be exactly solved is the case that the system is initially in a harmonic

external potential as before, and then system suddenly change into a different harmonic trap. Here

we will examine the case that the system suddenly change into a wider harmonic trap, that is

ω(t) = ω1 < ω0 when t ≥ 0 as an example. As expected, the system will “breath” with certain

amplitude and period, which are affected by the interaction unlike the case in 2D expansion.

Starting from t = 0 the system will expand firstly, so that b(t) will increase at beginning, then

reaches it maximum, and the solutions of the maximum of b are

bmax,NI = ω0/ω1 (2.11)

bmax,SI =
√

1/4+2ω2
0/ω2

1−1/2 . (2.12)

When there is no interaction, the period of such an oscillation is ΛNI = π/ω1, while in the strongly
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interacting regime, the period becomes

ΛSI = 2

bmax,SI∫
1

db√
2ω2

0 +ω2
1−2ω2

0/b+ω2
1b2

(2.13)

(All the details can be found in the Appendix).

2.3 Inverse scattering method and the interference between

condensates

In this section we will study the problem of 1D expansion by the inverse scattering theory

(IST), which allow us to study not only the single constriction expansion, but also the interference

of double-constriction expansion. We need to write GPE in a dimensionless coordinates to take

IST and numerical simulation. To write GPE in dimensionless coordinates (ξ and η), an extra

parameter L with a dimension of length is introduced, then x and t are substituted by ξ = x/L and

η = t/(mL2/~). Since we are studying the expansion from a harmonic trap, L is taken as L = L0

for the following of the this article. After the substitution, the GPE becomes

i∂ηu =−1
2

∂
2
ξ
u+ g̃|u|2u , (2.14)

with g̃ being g/(~2/mL2), so that g̃|u|2 is dimensionless. The inverse problem of GPE is a Dirac

scattering problem of an auxiliary field φ(ξ,η):

L̂

φ1

φ2

=

 i∂ξ

√
g̃u

√
g̃u∗ −i∂ξ


φ1

φ2

=
λ

2

φ1

φ2

 , (2.15)

with λ as an eigenvalue that is time independent. The boundary conditions for φ field are set

to be φ1(ξ) = eiλξ/2; φ2(ξ) = R(λ)e−iλξ/2 as ξ→−∞, whereas φ1(ξ) = T (λ)eiλξ/2; φ2 = 0 as
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ξ→ ∞. There is also an equivalent Schrödinger equation for the auxiliary field, which reads

−∂2
ξ
ψ+Uψ = λ2

4 ψ, with ψ = φ1− iφ2 and U = g̃|u|2−
√

g̃∂ξu, which is known as Riccati

equation.

The inverse scattering method allow us to connect the scattering spectrum of the auxiliary

field and the asymptotic (η→ ∞) density distribution as

u(ξ,η) =

√
2

g̃η
α(λ)exp{iλ2

η/2− i2|α(λ)|2 lnη} , (2.16)

in which λ = ξ/η = x/t ·mL/~, and

|α(λ)|2 =− 1
4π

ln |T (λ)|2 . (2.17)

Except the exactly solvable Dirac potentials’, the transmission spectrum t(λ) for a general

λ and a general u is hard to obtain, but the the scattering for zero-momentum (λ = 0) and u

with constant phase factor (the velocity field is zero) can be exactly obtained. To solve for the

transmission coefficient at zero momentum, one can rewrite the Dirac equation in Eq. (2.15) as

(here we take u = u(0,ξ) to be uniform in phase, so we take it as real for simplicity)

i∂ξ

φ1

φ2

=

 −
√

g̃u
√

g̃u


φ1

φ2

 . (2.18)

Therefore T (0)

0

=

 coshθ isinhθ

−isinhθ coshθ


 1

R(0)

 , (2.19)

where

θ =
∫

∞

−∞

√
g̃u(0,ξ)dξ =

∫
∞

−∞

√
m
~2
√

gu(0,x)dx (2.20)

then the transmission coefficient at zero momentum is given by T (0) = 1/coshθ, and asymptoti-
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Figure 2.3: (a): Blue line indicates the relationship between b and γ. As we predicted, at long
time limit, b(t) '

√
2ωt. (b): numerical result of the density distribution of condensate in a

harmonic trap with different γ with total number of particles N = 1. (c): blue line shows ratio
between the initial width of the condensate in the harmonic trap and non-interacting one. The
red line plots the function 4

√
2

3
√

π

√
γ. (d): the width of the condensate asymptotically compared

with ω0t. The red line plots the function 8
3
√

γ.

cally

n(0, t) =
~

πgt
ln(coshθ) . (2.21)

To characterize the expansion of condensates, we defined the width of a condensate by w =

nt/n(0, t)L0, where nt is the total number of particles, then one way to specify how the system

will scale could be defined by using the the central density as

b(t) = n(0,0)/n(0, t) =
gn0

~ ln(coshθ)
πt. (2.22)
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If the system is initially in a harmonic trap V = mω2x2/2, and nearly non-interacting, the

initial wave-function and the θ with certain central density n0 is given by

u =
√

n0 exp{−mωx2/2~} ; θ =
√

2πγ� 1 , (2.23)

then n(0, t) ' ~θ2/2πgt = n0/ωt, so that b(t) = ωt asymptotically for nearly non-interacting

case. If the system is initially strongly interacting (γ� 1), then the initial wave-function is

approximately (Thomas-Fermi limit):

u = (n0−mω
2x2/2g)1/2 (2.24)

for |x| < (2gn0/mω2)1/2 and is zero elsewhere. The corresponding θ = (1/
√

2)(πγ)� 1, and

n(0, t) ' ~θ/πgt = n0
√

2ωt, therefore b(t) ∼
√

2ωt for strongly interacting case. The results

of b(t) at long time limit as γ increasing is shown in Fig. 2.3(a). The result of the initial width

of the condensate as a function is illustrated in Fig. 2.3(c), and asymptotically the width of the

condensate as a function of γ is shown in Fig. 2.3(d).

The inverse scattering method also helps us to calculate the interference between two

condensates. Assuming that the system is initially constricted to two spatially separate harmonic

trap, which are located at x = ±d/2 with potentials V = 1
2mω2(x∓ d/2)2. For the weakly

interacting case (γ� 1), the initial wave-function is two spatially separated Gaussian packets

with distance d, then using the Born approximation, one can obtain that asymptotically

n(x, t) ∝ cos
(

md
2~

x
t

)
exp{− m

~ω

x2

t2 } , (2.25)

which matches the exact solution of the non-interacting case.

Another case would be when the interaction effect can not be treated as a perturbation

(γ & 1), then the potential U of the corresponding Schrödinger problem for the auxiliary field is
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consisted with two relative tall barriers compared with λ2/4. The interference patterns or the

minima are determined by the perfect transmission of these two identical barriers in series, which

is a consequence of resonate scattering by the mechanism of the Fabry-Pérot interferometry. Then

the total transmission is

|T (λ)|=
∣∣∣∣ T 2

0 (λ)

1+ |R0(λ)|2e−iλd/L+2δ(λ)

∣∣∣∣ , (2.26)

with T0(λ) and R0(λ) is the transmission and reflection coefficients of a single barrier; δ(λ) is the

phase shift at momentum λ and is an odd function of λ. In the interacting case, we can see that the

visibility of the fringes is not affected, but the width of the interference minima. Locally around

a interference minimum, the density profile has the shape of the logarithmic of a Lorentzian

distribution. In the interacting case, the effective separation of two potential barriers would be

estimated as. d∗ = d−2
√

2µ/mω2. At strongly interacting limit, the transmission coefficient of

a single barrier with a shape of invert parabola can be calculated by the W. K. B. method for the

under barrier scattering, which is given by a fermi function:

|T0(λ)|2 '
1

e2π(µ−~2λ2

4mL2 )/
√

2~ω
+1

(2.27)

The reason that we consider the under barrier scattering is that, asymptotically density almost

vanishes compared with the central density as λ≥ 2
√

µmL/~, which is already the case of over

barrier scattering.

The numerical simulation of the time evolution of the interference of two separated

condensates is shown in Fig. 2.4(a), where we take B =
√

1+η2/A2 with A = 16, and ρ′ = ξ/AB;

η = Asinhτ/A. The numerical result we obtained at long time limit (τ = 80) is shown in

Fig. 2.4(b), and the analytical result of the asymptotic density profile calculated from Fabry-Pérot

formula is shown in Fig. 2.4(c). As a comparison, the far field solution of the non-interacting case

is illustrated in Fig. 2.4(d). The simulation is taken under parameter µ' ~ω0, and d∗ ' 17L0.
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Figure 2.4: the interference pattern of two initially separated packets of condensates. (a) shows
the time evolution of a scaled density profile |u|2

√
1+η2. Two black arrows indicate the starting

positions of two separated condensates. (b) shows the numerical result of the density profile
at long time limit. (c) shows the analytical result obtained from the Farbry-Pérot transmission
formula. From (b) and (c) we can see that the visibility of the fringes are not affected by the
interaction but the width of the “dark” lines. (d) shows the result of non-interacting limit as a
comparison to the interacting case.
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Figure 2.5: comparison of density profile with different number of barriers (N = 2, 4, 8 and
100).

2.4 Diffraction from a many-slit array

In this section we examine the scattering problem with N identical barriers separated by

equal distances. The double slits interference we discussed in the last section corresponds to

N = 2. The transfer matrix for a single barrier can be generally written as

S0(λ) =

 1/T ∗0 −R∗0/T ∗0

−R0/T0 1/T0

 , (2.28)

where T0(λ) and R0(λ) are the transmission and reflection coefficients for a single barrier respec-

tively, and satisfy |T0|2 + |R0|2 = 1. The free propagation between adjacent barrier is given by the

free transfer matrix:

S f (λ) =

exp{−iλd/2} 0

0 exp{iλd/2}

 , (2.29)

then the total transfer matrix St for N barriers is

SN = (S f S0)
N = (S1)

N , (2.30)
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Figure 2.6: (a): time evolution of |u|2
√

1+η2 for 4 slits diffraction. ρ′ and τ is defined same
as before. (b): comparison between the analytical predicts and the numerical results of the long
time asymptotic density distribution. Numerical results is taken at τ = 400.
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where the S1 can be considered as the effective transfer matrix for a barrier-spacing unit. From

Cayley-Hamilton theorem, S1 satisfies

S2
1 = 2Re

(
e−iλd/2

T ∗0

)
S1−1 = 2cosβS1−1, (2.31)

which allows us to calculate the Nth power of S1. Assuming

SK+1
1 =UKS1 +UK−1 , (2.32)

then the recursive relation of UK is obtained:

UK+1 = 2cosβUK−UK−1, (2.33)

which is exactly the recursive relation of 2nd kind Chebyshev polynomial, therefore UK−1 =

sinKβ/sinβ. With the help of Chebyshev polynomial, the total transmission TN of N barriers is

obtained:

|1/TN |2 =
(

1
|T0|2

−1
)

sin2 Nβ

sin2
β

+1. (2.34)

Logarithmic of the transmission coefficient gives the shape the asymptotic density distri-

bution, so the knowledge of general property of TN is needed. β is real when |cosβ|< 1, and is

complex ortherwise. |T0| � 1 when the single barrier is relatively high (γ� λ), and the phase

shift of it is varying much slowly than ϕ = λd/2. Therefore within a half period, e.g. ϕ from 0

to π, cosβ' cosϕ/|T0|. When ϕ = 0, β = icosh−1(1/|T0|) = iβ0 is pure imaginary, and keeps

pure imaginary until ϕ = cos−1 |T0| ' π/2− |T0|, and β = 0. As ϕ increases from cos−1 |T0|

to cos−1−|T0| ' π/2+ |T0|, β evolves from 0 to π. Finally while ϕ gradually increase to π, β

becomes complex and gradually evolves from π to π+ iβ0. There is only a small window that

while ϕ approximately goes from π/2−|T0| to π/2−|T0|, β is real and increases from zero to

π. Within this small window the transmission coefficient oscillates with N−1 minima (N−1
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times of perfect transmissions) as shown in Fig. 2.5, which shows the renormalized density profile

(renormalized lnT ) as a function of ϕ for different numbers of barriers. To show the fine structure

of the oscillations within the small window that β is real, a relatively large |T0|= 0.1π is taken.

Therefore the density profile oscillates approximately from π/2−|T0| to π/2+ |T0|, with N−1

minima, and tends to be flat in such region when N� 1. The long time asymptotic solution can

be obtained by the IST method by using the scattering spectrum. The comparison between the

numerical and analytical result is shown in Fig. 2.6, where demonstrates an example for N = 4.

2.5 Conclusions and outlook

In this chapter, we discuss the possible dynamics of 2D condensates with short range

interaction, e.g. IXs, out from different types constrictions at high speed limit (hypersonic). Due

to the short range interaction of IXs, we can use the GPE to describe such systems at clean

sample limit (ballistic limit) when the temperature is low enough. By applying the paraxial

approximation, the 2D problem becomes a quasi 1D problem, and the GPE at 1D is tackled by

IST method, which allows us to analytically study the long time behavior of such systems with

given initial condition. In particular, we study the dynamics of condensates outgoing from a

single constriction, and compare the dynamics at non-interacting and strongly interacting limits.

Then the interference of condensates outgoing from two constrictions is also discussed, and the

far field patterns of the interference are examined both analytically and numerically. Finally we

consider the case the condensates come from an array of N identical constrictions.

In the present work, we mainly focus on the paraxial limit, while the possible physics in

the opposite limit where a slowly-moving condensate spreads away from a constriction in the

form of a wide-angle “jet” is also rich and can be investigated in the future. When there is a finite

density (chemical potential) bias at two sides of a constriction, the transport should exhibit ac

Josephson effect.
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Chapter 3

Model of Bilayer Indirect Excitons

3.1 Introduction

Indirect exciton (IX) is a bosonic quasi-particle consisted with an electron and a hole,

which can be created and trapped in a coupled quantum well (CQW) formed by the semiconductor

heterostructures, where electrons and holes are living in one of the wells respectively as shown in

Fig. 3.2. IXs are charge neutral, while they have dipole moments controlled by the separation

of the CQW, so they experience an effective dipole-dipole interaction in a 2D system, which

has similar interaction as dipolar systems. Due to their long lifetime [1, 58], high mobility [59]

, and long moving distance [2, 3, 4, 5, 6, 7, 8, 9], experimentally IX becomes a platform to

study the interacting effects and transport properties of many-body bosonic systems with dipolar

interactions.

The study of 2D dipolar interacting systems with numerical simulations attracts much

attention recently. Dipolar systems may experience a phase transition from liquid to solid

phase [60, 61], when the density or dipole moment increases. The melting of dipolar solids [62]

is also studied and proposed to be a first order phase transition. Scattering length instability [63]

is also discussed, which results in the mechanism of Bose-Einstein condensation of dipoles, such
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Figure 3.1: schematic plot of the phase diagram of equal density bilayer dipoles.

that verifies the validity of Gross-Pitaevskii description of 2D dipolar systems. The numerical

results of ground state energies are summarized in [64], while the excitation property, such as

roton property [60, 65, 66] is also studied. By tuning the direction of the dipole moment, there

could be a density stripe phase [67, 68] in such inhomogeneous systems. The formation IXs are

studied and discussed in the symmetric electron-hole bilayer [69, 70, 71, 72], by the Monte Carlo

(MC) simulations for interacting fermions.

In recent experiments [73, 74], two independent CQWs are manufactured in a single semi-

conductor heterostructure, which makes it possible to investigate the interaction and correlation

of interlayer IXs. The interlayer interaction between IXs is attractive when they are close, but

repulsive far away. Symmetric bilayer magnetic dipoles, e.g. same interactions, same IXs,

and same densities, in stead of having the liquid-solid phase transition, there also could be a

dimmerization transition [75, 76, 77], where IXs from two different layers are paired up and form

bound states (biexcitons), when the system is dilute enough. The schematic plot of the phase
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diagram of symmetric bilayer dipoles with density n and interlayer distance D is shown in Fig. 3.1.

In this schematic plot a = d2/ab, with d and ab being the dipole moment and Bohr radius, and

rs = 1/
√

na2. When inter-particle distance is relatively large, the interlayer dimmerization is

expected, so the paired phases are favored, while when the interlayer distance D is relatively large,

the dipoles in different layer are tend to be uncoupled, so the unpaired phases are expected. The

grey region in this plot is a phase of uncoupled bilayer crystal, which is a finite temperature effect.

The dashed line indicates the estimated interlayer distance for the actual physical problem we

will consider in this article. Density wave instability [78] is also proposed in such system by RPA

calculation. Dipolar systems with external fields are also studied, e.g. each layer is constricted

by a harmonic trap in the out of plane direction [79] and two types of dipoles in the same layer

but has an in plane harmonic trap for both dipoles [80]. The formation of bound states between

interlayer dipoles are studied explicitly for few particles (less than 3 particles in each layer) [81].

In reality, IXs do not have exactly the same interaction as magnetic dipoles, and the IXs in each

layer do not have to be the same, e.g. IXs may have different dipole moments and densities in

each layer, which encourages us to study the physical property of asymmetric setup of IXs bilayer

system. We will use Hypernetted chain (HNC) formalism, which is proved to be successful in

helium-4 system.

This article is organized as follows. In section 3.2, we will explain the setup of our system,

and the simplified model of such setup. The comparison between MC and HNC result of a single

layer dipoles will also be presented. Then in section 3.3, we will show the numerical result of

ground state energies for various densities in each layer. The low energy excitation properties,

which can be characterized by the sound speed will be examined. In the dilute limit of such

system, the possible optical branch of the sound mode is also discussed. In section 3.4, we study

the scenario where one layer of the IXs is dilute while the other layer is not. In this case, polaron

theory can be used, and dilute particles are coupled to the sound mode of a monolayer IXs. We

will compare the results between HNC formalism and polaron theory.

37



0 20 40 60 80 100
-2

0

2

4

6

8

10

12

14

16

Figure 3.2: Modelled intra- and inter-layer interacting potentials: u1/2 are self-interacting
potential of IX1 and IX2, while u12 is the inter-layer interacting potential. Inset figures shows a
schematic plot of heterostructure of the system that we consider in this chapter.

3.2 Setup of the IX bilayer system

The system that we will focus on in this chapter is the IXs in a AlAs\AlGaAs sandwich

heterostructure as shown in Fig. 3.2, where grey and white layers are AlAs and AlGaAs respec-

tively. Electrons and holes live in the quantum wells, that are the AlAs layers, and such system is

a quadrolayer system of electrons and holes. d1 is the average distance between the top pair of

electron-hole layers, while d2 is the bottom one as shown in Fig. 3.2. If d1 and d2 are sufficiently

narrow, such that we can treat the top and the bottom electron-hole bilayers as two separated

CQWs, and each CQW forms a single layer of IXs with different dipole moments, and the center

to center out-plane distance between these two species of IXs is denoted by D. In the following

of this chapter, we denote IX1 and IX2 as the top and the bottom IX, with n1 and n2 being their

densities respectively.
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The IXs in such heterostructure cannot be treated as a zero-size particle, so we model

the inter- and intra-layer interactions between IXs by assuming that the wave-function for each

electron and hole is an isotropic Gaussian, e.g.

ψ
2(z,r) =

1
(a
√

2π)3
e−

z2+r2

2a2 , (3.1)

where r and z are the in-plane and out-plane distances from the center of the wave-function, with

a as a controlling parameter. The corresponding form-factor of the charge density distribution

in the k−space is also a Gaussian: F(k) = e−
1
2 a2k2

. The estimated self-interactions of IX1/2 as a

in-plane displacement are (Gauss unit)

u1/2(r) =−
∫ d3k

(2π)3
4πe2

εk2 F2(k)4cos2
(

kzd1/2

2

)
eik⊥r (3.2)

=−2
e2

ε

√
(d1/2)2 + r2

erf


√

(d1/2)2 + r2

2a


+2

e2

εr
erf
( r

2a

)
.

(3.3)

Similarly the inter-layer interaction is estimated as

u12(r) =∑
σθ

−σe2

ε

√
(D+θ

d1+σd2
2 )2 + r2

× erf


√
(D+θ

d1+σd2
2 )2 + r2

2a

 ,

(3.4)

where σ, θ = ±1. Interacting potentials are plotted in Fig. 3.2 under parameters d1 = 20nm,

d2 = 25nm, D = 43nm, a = 5nm, and ε = 13.

IXs are excited by the external lasers, so that the density of IXs can be controlled by

tuning the laser output power. Since we do not have identical IX layers, and IX1 and IX2 require

different photon energy to excite, we can control the output power of two lasers with different
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wavelength to obtain the desired n1 and n2 independently. The masses of IX1 and IX2 are taken to

be identical, that are the sum of the effective mass of the electron and hole band in AlAs, which

is approximately m = 1
5me. The effective hamiltonian we finally consider is

H = H1 +H2 +H12 , (3.5)

where

H1/2 =

N1/2

∑
i=1
− ~2

2m
∇

2
i +

N1/2

∑
i< j

u1/2(|~ri−~r j|) (3.6)

H12 = ∑
i=1,N1
j=1,N2

u12(|~ri−~r j|) . (3.7)

3.3 Numerical results

To study the interacting effect of the bilayer IX system described above, we use zero-

temperature HNC Euler-Lagrange formalism based on binary mixture Jastrow-Feenberg bosonic

many-body wave function

ψ =
N1

∏
i< j

f1(|~ri−~r j|)
N2

∏
i< j

f2(|~ri−~r j|) ∏
i=1,N1
j=1,N2

f12(|~ri−~r j|) . (3.8)

HNC is less accurate but a more computation resource friendly method compared with MC based

methods. A comparison of energy and pair correlation function (PCF) is shown Fig. 3.3, for

2D bosons with dipolar interaction (diffusion MC data from Astrakharchik et al.). 2D dipolar

systems would be same after simple scaling if they have same γ = na2
0, where a0 = me2d2/ε~2,

and n is the density. γ is dimensionless and characterizes the interacting strength of the system.

In Fig. 3.3, the mean-field reference of the energy per particle Σ0 =
n
2

4πe2d
ε

, is defined through

capacitor model. From Fig. 3.3, we can see that HNC method provides comparable results for
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Figure 3.3: (a): comparison of PCF between HNC and MC results with different γ’s. (b):
comparison of energy per particle, obtained through HNC and MC simulation, with a reference
energy Σ0 from capacitor model.
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both energy and PCF when γ is not very large. Typical density of IX system in GaAs\AlGaAs

is around 1.0e10cm−2, and typical dipole constant is around 20nm, which results in a γ∼ 1 in a

single layer.

We further perform the HNC calculation for bilayer IXs with various densities of n1

and n2, ranging from 0.5e10cm−2 to 3.0e10cm−2. The result of energy density is shown in

Fig. 3.4(a), where the continuous data is obtained from polynomial fitting. The self-interaction

in each layer and the correlation between layers can be reflected by the excitation in such IXs

bilayer system. Using Bijl-Feynman theorem for multiple species, the elementary excitation can

be estimated from the PCFs calculated by HNC. In our binary mixture system of IXs, there are

three distinct PCFs, that are g11(r), g22(r), and g12(r), where their meanings are indicated by the

subscriptions. The structural factors is defined through Sαβ = δαβ +
√

n1n2 FT{gαβ−1}. The

excitation spectrum can be characterized into two branches,

E±(k) =
~2k2

2mλ±(k)
, (3.9)

where

λ± =
1
2

(
S11 +S22±

√
(S11−S22)2 +4S2

12

)
are the eigenvalues of the S-matrix (S-matrix is a 2×2 matrix where each element is the structural

factor with corresponding indices). In Fig. 3.4 (b) and (c) we present the result of the speed

of sound, which is obtained through v = lim
k→0

E(k)
~k . As expected, when n1 and n2 both become

higher, the correlation between them become weaker (g12 become more close to 1), so that the

two branches of sound eventually evolves to be the sound excitation of two independent species.

When n1 and n2 both become smaller, biexciton bound state between IX1 and IX2 may

appear, and the system evolves into a paired superfluids phase, while HNC has its own difficulties

to study this kind of case when bound sates are present. However in the dilute limit, e.g. the

average inter-particle distance is much larger than the radius of the biexciton, we can assume that
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Figure 3.4: (a) the energy density given by HNC. (b) and (c) show the two branches of the speed
of sound of the bilayer system obtained from Bijl-Feynman theorem. All figures are plotted by
polynomial fitting.
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Figure 3.5: the estimated excitation spectrum in the dilute limit when n1 = n2. A noticeable
gap in the excitation can be expected, which results in an optical branch. The dashed curve is
non-interacting spectrum, ~2k2/2m, which is plotted as a reference.

all the excitons will form biexcitons, when n1 = n2 = n0. In this limit, the bilayer system can

be treated as a monolayer system with interaction u' u1 +u2 +2u12, where the PCF g0 can be

calculated by HNC easily for this single component system. Then the PCFs in this limit can be

estimated as g11 = g22 = g0, and g12 = ψ2
0/n0 +g0, where ψ0 is the biexciton bound state wave

function which can be solved from Schrodinger equation numerically. The inter-layer structural

factor becomes

S12(k) = FT{ψ2
0}−1+S0(k) , (3.10)

where S0 = 1+n0FT{g0−1}= S11 = S22. If FT{ψ2
0} ' 1−ηk2, at small momentum k, one of

the S-matrix eigenvalues λ− ' ηk2, then E−(0) = ~2/2mη becomes finite. Therefore an optic

branch may emerge for dilute system, and the other one is still acoustic. As an example, we show

the spectrum result in Fig. 3.5 for n0 ' 3.91e7 cm−2 (inter-particle distance is 1600nm) by using

the approximation described above.
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3.4 Imbalanced case

In this section, we will focus on the case that IX1 is much more dilute than IX2, such that

IX1 can be treat as an impurity in a background of IX2 bosonic layer. This problem can be also

viewed as a polaron problem, that a single IX1 particle interacts with IX2 particles and couple to

the sound mode of IX2. Using polaron theory, the spectrum bottom of IX1 E0 can be calculated,

which can be also viewed as the chemical potential of IX1. The second quantization description

of the inter-layer interaction can be written as

Ĥint = ∑
p,k,q

v12(q)ψ
†
1(p+q)ψ†

2(k−q)ψ1(p)ψ2(k) (3.11)

'∑
p,q

√
N2S22(q)

L2 v12(q)ψ
†
1(p+q)ψ1(p)(ρq +ρ

†
−q) , (3.12)

where ψ1 and ψ2 are the annihilation operators of IX1 and IX2 respectively, and L2 is the area of

the system. ρq is the density operator with momentum q for IX2. The corresponding Frohlich

hamiltonian for a single IX1 is then

HF =
p2

2m
+∑

q

~2q2

2mS22(q)
ρ

†
qρq +

N2

L2 v12(0)

+∑
q

1
L2 v12(q)

√
N2S22(q)eiq·r(ρq +ρ

†
−q) .

(3.13)

The bottom of the single particle spectrum is then given by

E0 =−N2
1
L4 ∑

q

(v12(q)S22(q))2

~2q2

2m (1+S22(q))
+

N2

L2 v12(0)

=−n2

∫ d2q
(2π)2

v12(q)2

~2q2

2m

S22(q)2

1+S22(q)
+n2v12(0) .

(3.14)

The result of E0 the polaron theory is shown in Fig 3.6, with structural factor S22 calculated by

HNC.
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Figure 3.6: (a): comparison of the single particle energy between polaron theory and HNC. (b):
the inter-layer PCFs given by HNC for various densities in the unit of cm−2.
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Alternatively, we can calculate the correlation between IX1 and IX2 directly by HNC in

the dilute limit of IX1. The Euler-Lagrange equation for g22 is same as the single component one,

while the equation for g12 is

(
−~2∇2

m
+ v12(r)+W12(r)

)
g1/2

12 (r) = 0 , (3.15)

where FT{W12}=− ~2k2

4mn2
S12(S22−1)(2S22 +1)/S2

22 (here S12 is calculated by n2FT{g12−1}).

The results of the PCF and energy obtained from HNC is shown in Fig. 3.6. One can see that

polaron theory agrees with HNC at relatively high density, while the speed of sound is relatively

large, so that IX1 finds it hard to couple with sound mode with high momentum, which result in a

more linear response regime. In this regime, S22 can be roughly estimated as

S22(k)'
~2k

2m
√

~2n2
2m v22(k)

, (3.16)

where
√

~2n2
2m v22(k) = c(k) is approximately the speed of sound. Therefore at large n2 limit, E0

in (3.14) can be evaluated as

E0 '−
∫ d2q

(2π)2
v2

12(q)
v22(q)

+n2v12(0) . (3.17)

This result agrees with the linear response result, since in this regime,

n2FT{g12−1} ' −v12(q)/v22(q) .

3.5 Conclusions and outlook

In this chapter, we specifically modeled an asymmetric bilayer excitonic system in

GaAs\AlGaAs heterostructures with physical allowed parameters, where excitons have dipolar
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interaction. First, we compare the results of a single layer of dipoles between diffusion Monte

Carlo and HNC, and show the agreement of these two numerical methods. Using multiple species

HNC formalism, we then calculate several zero-temperature properties of such system with

different densities in each layer, including energy densities and PCFs.

We further estimate the elementary excitations of such bilayer system, two branches of

sounds, with various densities in each layer as shown in Fig. 3.4 (b) and (c). In addition, we

discuss and calculate the optical branch of spectrum in the dilute limit (equal density in two

layers), due to the formation of bound state (biexcitons), and the result is shown in Fig. 3.5.

Finally, we examine the scenario that only one layer is dilute, and compare the results of single

particle energy in the dilute layer between HNC and Polaron theory (see Fig. 3.6). These two

methods agree with each other in the high density limit (linear response regime) as expected.

The excitation spectra can be detected by the angle-resolved spectroscopy technique, and

a sound type dispersion has been observed in an interacting polariton system[82]. As for a bilayer

excitonic system, similar experiments can be done, and two branches of sound excitations are

expected, which can be compared to our prediction of sound velocities. Based on the results of the

sound velocities v, The resonant vibrating (breathing) modes can be estimated. The actual shape

of trapped exciton liquids can be controlled by the external electric gates[83, 84, 85]. Assume

the exciton trap is in an elongated shape with length L, then the resonant frequency f ∼ 1
2

v
L . If

we take L∼ 50µm and v∼ 5 cm/µs, f ∼ 5GHz, which is the regime of fast spectroscopy. More

detailed calculation of oscillating modes can be carried out based on the details of the trap shape

and the density distribution of excitons in a shaped trap.

3.A HNC equations

HNC approximation allows us to solve the self-consistent equations [86] of PCFs directly,

if the densities of components and interactions between them is given. The equations for PCFs
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for a mixture of two equal-mass components are given by

(
−~2∇2

m
+ vαβ(r)+Wαβ(r)

)
g1/2

αβ
(r) = 0 , (3.18)

where Wαβ are the the induced potentials, and the Fourier transform of these potentials FT{W}

are

wαα =− ~2k2

4nαm

(
2Sαα−3+

S2
ββ

+S2
αβ

D2

)
(3.19)

wαβ =− ~2k2

4√nαnβm

(
2Sαβ−Sαβ

Sαα +Sββ

D2

)
, (3.20)

with D being S11S22−S2
12, and in above equations α 6= β. Using the S-matrix, we can organize

these equations in a more compact form

wαβ =− ~2k2

4m√nαnβ

(2Sαβ−3δαβ +
[
(S−1)2]

αβ
) , (3.21)

which also holds for systems with more than two components. The HNC we use in the section

3.4 for impurity case is obtained by setting S11 = 1, and only solve for g22 and g12. After solving

the PCFs, the energy of a binary mixture is then

E =
1
2

∫
d2r
(
n2

1g11v11 +n2
2g22v11 +2n1n2g12v12

)
(3.22)

+
~2

2m

∫
d2r
(
n2

1(∇
√

g11)
2 +n2

2(∇
√

g22)
2 +2n1n2(∇

√
g12)

2) (3.23)

+
~2

8m

∫ d2k
(2π)2 k2(−6+S11(3−S11)+S22(3−S22)−2S2

12 +
S22 +S11

D
) . (3.24)
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quadrilayers’. The dissertation author was the primary investigator and author of this paper.
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Chapter 4

Superconducting Junction with

Tri-Component Gap Functions

4.1 Introduction

Chiral superconductors constitute a class of superconducting states of matter characterized

by unconventional gap functions, spontaneous time-reversal symmetry breaking, and nontrivial

topological properties [87]. The topological structure in the pairing wavefunctions leads to exotic

phenomena, including the emergence of Majorana zero modes in vortex cores [88, 89, 90, 91, 92]

and chiral Majorana fermions on the boundary of the system [93, 94, 95], which can be useful in

realizing topological quantum computations [96, 97, 98, 99, 100]. The superconducting Sr2RuO4

[101, 102, 103, 104] and UPt3 materials [105, 106, 107, 108] have been proposed to host chiral

superconductivity with p- and f -wave pairing gap functions, respectively, though there are still

debates over the pairing nature of these materials [103, 109, 110, 111] despite intensive theoretical

and experimental studies [112, 113, 114, 115, 116, 117, 118, 119, 120].

In general, when instabilities in several pairing channels coexist, the system may develop a

superposition of gap function symmetries which spontaneously breaks time-reversal symmetry. A
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typical pattern of time-reversal symmetry breaking is that a relative ±π

2 phase difference develops

between two different pairing channels with different symmetries, which has been studied in

various systems including the 3He-A superfluid phase [121, 122], and superconductors with

px+ipy [123, 124, 98, 125, 126, 90, 127, 128], and dx2−y2+idxy[129, 130, 131, 132, 133, 134, 135,

136, 137, 138, 139, 140, 141, 142, 143] gap function symmetries. The mixing between the s-wave

and p-wave gap function symmetries with a relative phase difference ±π

2 was first proposed by

one of the author and Hirsch in the context of superfluid instability of dipolar fermions [144], and

was later generalized to other systems [145, 146, 147]. Mixed gap function symmetries breaking

time-reversal symmetry have also been proposed in the iron-based superconductors [148, 149]

and other related systems, such as s+id[148, 150, 151, 152, 153, 154, 155], s+is[156, 157, 158,

159, 160, 161, 162, 155, 149]. On the other hand, the interplays among three or more different

superconducting order parameters remain less explored [163, 164, 165].

In this article, we study the superconductor-superconductor junction with one side char-

acterized by a chiral p-wave gap function symmetry and the other side the conventional s-wave

one, respectively, as illustrated in Fig. 4.1. In the junction region, three gap function symmetries

coexist due to the proximity effect. The linear Josephson coupling is not allowed due to their

different symmetries, and any two of them can only be coupled via the quadratic Josephson term at

the lowest order. Any two of them favor a relative phase of ±π

2 , however, the system is frustrated

since a simultaneous mutual ±π

2 phase difference is impossible among three order parameters.

This frustration is different from that of the antiferromagnetism defined in the triangular lattice

in which the bilinear Heisenberg coupling is analogous to the linear Josephson coupling. To

determine the frustrated pattern of the gap functions, a Ginzburg-Landau free-energy analysis is

performed. The gap function structure in the junction region is solved to exhibit an exotic form

s+ iη1(eiη2ϕ/2 px +η3e−iη2ϕ/2 py) as shown in Fig. 4.2, where ϕ is the phase difference between

the px- and py-pairing order parameters, and η j =±1 ( j = 1,2,3). By fixing the chirality deep

in the p-wave layer as the boundary condition, the time-reversal and reflection symmetries are
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Figure 4.1: The heterojunction formed by a chiral p-wave superconductor in the upper space
and an s-wave superconductor in the lower space. A mixed tri-component gap function develops
near the interface of the heterojunction induced by the proximity effect. The z-direction is
chosen along the crystalline c-axis as pointing upwards.

explicitly broken. The frustration spontaneously breaks the C4 symmetry and can be viewed

as a frustration induced nematic superconductivity. In the junction region, the tri-component

pairing further breaks the residual C4 symmetry, and the four degenerate configurations satisfy

η2η3 =−ηc (ηc =±1) when the boundary condition is chosen as px + iηc py.

Furthermore, we find that the system exhibits an anisotropic magnetoelectric effect around

the edge of the junction, consistent with the C4 symmetry breaking. The magnetoelectric effect

also manifests itself as the emergence of an anisotropic spin magnetization on the edge of the

junction, which can be analyzed through the splitting of the two spin-polarized chiral Majorana

edge modes.

The rest part of this article is organized as follows. In Sect. II, the Ginzburg-Landau free

energy analysis is performed, and the origin of frustration among gap functions is illustrated.

The anisotropic magneto-electric effect and the edge magnetization are studied in Sect. III. The

relation between the edge magnetization and the gap function mixing is presented in Sect. IV.

Conclusions are given in Sect. V.
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Figure 4.2: Plots of the four tri-component pairing configurations with the positive chirality,
i.e., s+ iη1(eiη2ϕ/2 px +η3e−iη2ϕ/2 py) where η2η3 =−1. In (a-d), |∆px|= |∆py|, and the phase
of the s-wave pairing is fixed to be zero. The configurations in (b), (c), and (d) can be obtained
by performing the C4 rotations at the angles of π/2, π, and 3π/2 on the configuration of (a),
respectively. We note that the rotations are performed in the orbital space not on the phase
configurations of the gap functions illustrated in Figures (a-d). Hence, the rotation of π/2 keeps
∆s unchanged, and ∆px→ ∆py and ∆py→−∆px.

4.2 Ginzburg-Landau free energy analysis

4.2.1 Brief review of the px± ipy pairing

We first briefly review the Ginzburg-Landau free energy analysis for the chiral p-wave

superconductor with the px± ipy pairing. The point group symmetry is assumed to be the D4h

group, which applies to a tetrahedral lattice system. The most general Ginzburg-Landau free

energy respecting the U(1) gauge, the time reversal, and the D4h point group symmetries up to

quartic order is

f1 = αp(|∆px|2 + |∆py|2)−gpp|∆∗px∆py−∆
∗
py∆px|2

+βp(|∆px|2 + |∆py|2)2 +β
′
p(|∆px|4 + |∆py|4), (4.1)

in which ∆px, ∆py are the order parameters of the px- and py-wave pairing gap functions, re-

spectively; αp < 0 in the superconducting state; βp > 0 is the coefficient of the corresponding

rotationally invariant phase-non-sensitive quartic term; the β′p term breaks the SO(2) rotational

symmetry down to C4; gpp > 0 is the coefficient of the term which contains the quadratic Joseph-

son coupling (∆∗px∆py)
2 +h.c.; and only the uniform parts of the free energy are kept while the
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Figure 4.3: Magnitudes of the gap function |∆s| (red curve) and |∆px|= |∆py| (blue curve) as
functions of z in (a); and their phases φs (red curve), φx (blue curve) and φy (yellow curve)
as functions of z in (b). The intervals of z marked by “I, II, III” represent the regions where
s-wave dominates, s- and p-wave coexist, and p-wave dominates, respectively. The units for |∆λ|
(λ = s, px, py) and the spatial coordinate z are the transition temperature Tc and the coherence
length ξT = vF/Tc, respectively, where vF is the Fermi velocity. The parameters in the numerical
calculations are chosen as Ks =Kp = 10NFξ2

T , αs = 2sgn(z)NF , αp =−sgn(z)NF , βs = 2NF/T 2
c ,

βp = 3.75NF/T 2
c , β′p = 0.5NF/T 2

c , gsp = 3.5NF/T 2
c , gpp = 3.5NF/T 2

c , γ = 10NF/T 2
c , where NF

is the density of states at the Fermi level, and Tc is the superconducting transition temperature.

gradient terms are neglected.

Since gpp is generically positive, the energy of the quadratic Josephson term is lowered if

a ±π/2 phase difference is developed between ∆px and ∆py. As a result, the px± ipy pairing is

favored which spontaneously breaks the time-reversal symmetry. Though the px± ipy pairing

breaks both U(1) gauge and C4 rotational symmetries, it is invariant under GR(ẑ,π/2), where

R(ẑ,π/2) is the π/2 rotation around z-axis in the orbital space and G is the gauge transformation

by ±π/4 of the electrons (i.e., ±π/2 phase rotation of the Cooper pairs). In particular, Lz +
1
2N

remains to be a conserved quantity when β′p = 0.
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4.2.2 Minimization of the free energy for the junction

Next we proceed to discuss the tri-component pairing gap function as a consequence

of the competition among three pairing order parameters. The system under consideration is

a heterojunction formed by a chiral p-wave superconductor in the upper space and an s-wave

superconductor in the lower space, as shown in Fig. 4.1. The pairing Hamiltonians deep in the

upper and lower spaces in Fig. 4.1 are given by

∆̂p = ∑
~kαβ

1
k f

(|∆px|kx + i|∆py|ky)(σ
ziσy)αβc†

~kα
c†
−~kβ

,

∆̂s = |∆s|∑
~k

c†
~k↑

c†
−~k↓

, (4.2)

in which α,β =↑,↓ are the spin indices; c†
~kα

is the electron creation operator with momentum~k

and spin α.

On the other hand, due to the proximity effect, there is a mixture of p-wave (∆px,∆py) and

s-wave (∆s) superconducting order parameters in the junction region. To study the pattern of the

mixture, we take a Ginzburg-Landau free energy analysis. Because of the heterostructure, the

point group symmetry becomes the planar C4v group, which contains the C4 rotations and four

reflections. Assuming U(1) gauge, time reversal, and C4v symmetries, the free energy density up

to quartic order takes the form

f = fp + fs + fsp + f ′sp, (4.3)
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in which

fs = Ks|∇z∆s|2 +αs|∆s|2 +βs|∆s|4

fp = Kp(|∇z∆px|2 + |∇z∆py|2
)
+ f1

fsp = gsp[∆
∗2
s (∆2

px +∆
2
py)+ c.c.]

f ′sp = γ(|∆px|2 + |∆py|2)|∆s|2, (4.4)

where f1 within fp is given by Eq. (4.1) and “c.c.” is “complex conjugates” for short. The

coefficient of each term up to tree level can be determined by a diagrammatic calculation as

discussed in detail in Appendix 4.A.

To mimic the junction structure close to the z = 0 interface, we set

αp(z)< 0,αs(z)> 0, for z > 0,

αp(z)> 0,αs(z)< 0, for z < 0, (4.5)

so that the px + ipy pairing dominates deep in the upper space, whereas the s-wave pairing

dominates deep in the lower space. Due to the gradient terms led by Kp and Ks, the pairing gap

function cannot exhibit a sudden change. Therefore we expect that the px-, py- and s-wave pairing

symmetries should coexist close to the z = 0 interface.

To obtain an intuitive understanding, we take a quick look at the phase sensitive terms in

the free energy. The phase sensitive gsp and gpp terms are

gsp[∆
∗2
s (∆2

px +∆
2
py)+ c.c.]−gpp|∆∗px∆py−∆

∗
py∆px|2, (4.6)
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which can be evaluated as

2gsp|∆s|2|∆p|2[cos(2φx−2φs)+ cos(2φy−2φs)]

+2gpp[cos(2φx−2φy)−1], (4.7)

where ∆s = |∆s|eiφs , ∆px = |∆p|eiφx , and ∆py = |∆p|eiφy . Each term in Eq. (4.7) is minimized if φx,

φy and φs mutually differ by ±π/2. However, Eq. (4.7) is frustrated since a simultaneous mutual

π/2 difference among three phases is impossible. Therefore, there will be a competition between

the phases of the superconducting order parameters in the coexisting region.

To determine the pattern arising from the competition, we apply an iterative numerical

method to obtain the solution of the pairing gap function by minimizing the free energy. The

numerical results for the magnitudes and phases of the superconducting order parameters are

displayed in Fig. 4.3 (a) and (b), respectively. It is found that the solutions of the magnitudes |∆px|

and |∆py| are equal as shown in Fig. 4.3 (a). As can be seen from Fig. 4.3 (a), the system can be

clearly divided into three regions: the region marked with “I” where the s-wave pairing dominates

(deep inside the s-wave bulk); region “II” between the two vertical dashed lines where all the

three pairing symmetries coexist; and region “III” where the px, py-wave pairings dominate (deep

inside the bulk of the chiral p-wave superconductor). In the numerical calculations, the phase

φs of the s-wave pairing is chosen to be zero for z < 0 and |z/ξw| � 1 where ξw =
√
|Ks/αs|

represents the width of the coexisting region. Then φs is solved to remain at zero in the entire

junction as indicated by the red line in Fig. 4.3 (b).

As can be seen from Fig. 4.3 (b), deep inside the p-wave bulk, ∆px and ∆py have a relative

π/2 phase difference, and the magnitude of ∆s is nearly negligible. When approaching the

junction from the p-wave side, the magnitudes of ∆px and ∆py start shrinking and so does the

phase ϕ between them, whereas the magnitude of ∆s keeps growing. Eventually when leaving the

coexisting region and entering the s-wave bulk, ∆s is much larger than ∆px and ∆py in magnitude.
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We note that the three phases φx, φy and φs exhibit the following pattern throughout the whole

space,

φx−φy = ϕ

φx +φy

2
−φs =

π

2
. (4.8)

As a result, the tri-component pairing gap function in the coexisting region can be written as

s+ i(pxeiϕ/2 + pye−iϕ/2) as shown in Fig. 4.2 (a), in which ϕ decreases from π/2 down to 0 as

the junction is traversed from z > 0 to z < 0.

4.2.3 Symmetry breaking pattern

In closing this section, we discuss the symmetry breaking pattern in the junction re-

gion. Clearly, all symmetry transformations T,C4,Mx,My,Mx−y,Mx+y are spontaneously broken,

where M f (x,y) represents the spin-orbit coupled reflection with respect to the f (x,y) = 0 plane.

In particular, Lz +
1
2N is not conserved when β′p = 0. However, the tri-component pairing

s+ i(pxeiϕ/2 + pye−iϕ/2) is invariant under T Mx−y. Hence, the unbroken symmetry group is

〈T Mx−y〉 ' Z2, in which 〈· · ·〉 represents a group generated by the operations inside the bracket.

As a result, the symmetry breaking pattern for the tri-component pairing is C4v×ZT
2 → Z2, in

which ZT
2 on the left side of the arrow represents 〈T 〉, i.e., the group generated by the time

reversal operation. Since |C4v×ZT
2 |/|Z2|= 8, there are eight degenerate solutions of the pairing

configurations given by

s+ iη1(eiη2ϕ/2 px +η3e−iη2ϕ/2 py), (4.9)

in which η j =±1 ( j = 1,2,3).

On the other hand, the boundary condition deep in the p-wave bulk needs to be specified
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when minimizing the free energy, which amounts to fixing the chirality (i.e., px + ipy or px− ipy)

deep in the upper space. The choice of the boundary condition explicitly breaks the time reversal

and reflection symmetries since they both flip the chirality. By putting the s- and chiral p-wave

superconducting layers in contact with each other, the junction structure further breaks the

residual C4 symmetry, 1 where the action of the C4 rotational operation on the chiral p-wave

pairing is defined up to a gauge transformation. The corresponding four degenerate tri-component

pairing configurations among the eight ones in Eq. (4.9) satisfy η2η3 =−ηc, when the boundary

condition is chosen as px + iηc py where ηc =±1. Fig. 4.2 (a-d) display the configurations for

the positive chirality case (i.e., px + ipy), and the other four negative chirality configurations can

be obtained from those in Fig. 4.2 by switching ∆px and ∆py.

4.3 Anisotropic magnetoelectric effect and edge magnetiza-

tion

In this section, we discuss a novel type of anisotropic magnetoelectric effect in the tri-

component pairing heterojunction. Using a linear response approach, we show that a spatial

variation of the electric potential can induce spin magnetizations along z-direction with a strength

dependent on the direction of the electric field. Since an edge corresponds to a change of

the electric potential, we conclude that the edge of the heterojunction carries anisotropic spin

magnetization if the potential change in the vicinity of the edge is slow enough such that the

linear response approximation applies. In the next section, we make a complimentary analysis

on the opposite limit where the electric potential changes abruptly at the edge. The anisotropic

edge magnetization is shown to emerge as the consequence of the splitting between the two

1Here we note that strictly speaking, the residual symmetry group is not just C4. The full residual symmetries
of the px + ipy pairing are {1,r,r2,r3,T Mx,G′T My,GT Mx−y,G−1T Mx+y} which is isomorphic to C4v, where r =
GR(ẑ,π/2); M f (x,y) represents the spin-orbit coupled reflection with respect to the f (x,y) = 0 plane; G is the gauge
transformation by π/4; and G′ is the gauge transformation by π/2. If we remove the time reversal operation, then the
symmetry group becomes C4.
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branches of chiral Majorana edge modes. Therefore, the “soft” and “hard” edge pictures on the

edge magnetization are fully consistent with each other.

Before proceeding on, we first note that there is no spin magnetization along z-direction

for a uniform system. This can be directly seen by noticing that in the tri-component pairing

s + iη1(eiη2ϕ/2 px + η3e−iη2ϕ/2 py), the Cooper pairings always occur between up and down

electrons, thereby carry no spin angular momentum Sz.

Next, we study the induced magnetization in the presence of a spatially varying electrical

potential. In the linear response theory, this is captured by the response of the spin magnetization

density Sz(~r) to an applied electric potential V (~r), as shown by the bubble diagram in Fig. 4.4.

Assuming V (~r) to be slowly varying, we will only calculate the results up to linear order in the

wavevector~q. The solid lines in Fig. 4.4 represent the fermionic Green’s functions G(iωn,~k) in

the superconducting state where ωn = (2n+1)πT (n ∈ Z) is the fermionic Matsubara frequency,

and the dashed lines are the bosonic fields Sz(~r) or V (~r). In the following, we assume that~r

represents the two-dimensional spatial coordinates within the junction interface.

In the momentum space within the BdG formalism, the pairing ∆̂(~k), the spin density

Ŝz(~q), and the particle number density ρ̂(~q) can be represented as

Ŝz(~q) = ψ
†(~k+~q)Sz(~q)ψ(~k),

ρ̂
x(~q) = ψ

†(~k+~q)ρ(~q)ψ(~k),

∆̂(~k) = ψ
†(~k)∆(~k)ψ†,T (~k), (4.10)

in which ψ(~k) = (c↑(~k),c↓(~k),c
†
↑(−~k),c

†
↓(−~k))

T , and the 4×4 matrix kernels are

Sz(~q) =
1
4

σ
z
τ

z, ρ(~q) =
1
2

τ
z,

∆(~k) = −|∆s|σy
τ

y−
|∆p|
k f

[
(kx + ky)σ

x
τ

y cos
ϕ

2

+(kx− ky)σ
x
τ

x sin
ϕ

2
]
, (4.11)
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in which τ j ( j = x,y,z) are the Pauli matrices in the Nambu space, and the tri-component structure

s+ i(ei ϕ

2 px + e−i ϕ

2 py) is assumed. For simplicity, we take a rotationally invariant band dispersion

ξ(~k) = ~2

2m(k
2− k2

f ). Using the Green’s function

G(iωn,~k) =
1

iωn−ξ(~k)τz−∆(~k)
, (4.12)

the diagram in Fig. 4.4 can be evaluated as

χ(~q) = −
∫ d2k

(2π)2
1
β

∑
iωn

Tr[SzG(iωn,~k+~q)V G(iωn,~k)]

= χ0(iqx + iqy), (4.13)

in which within the limit |∆s|, |∆p| � T (i.e., close to the superconducting transition temperature),

χ0 is calculated to be

χ0 ≈
7ζ(3)

8
√

2π2
NF

1
T 2
|∆p∆s|

k f
cos

ϕ

2
, (4.14)

where ζ, NF , and T are the Riemann zeta function, the density of states at Fermi level, and the

temperature, respectively. In Eq. (4.13), the~q-independent terms vanish and only the terms linear

in~q are kept. Detailed calculations are included in Appendix 4.B.

The form of χ(~q) in Eq. (4.13) implies the following response relation in real space,

Sz(~r) = χ0(∂xV +∂yV ) =
√

2χ0n̂0 ·∇V, (4.15)

in which n̂0 =
1√
2
(1,1,0). As is clear from Eq. (4.15), the response is anisotropic since there

is a special direction n̂0, which is simply a consequence of the breaking of the C4 symmetry.

Also notice that the two sides of Eq. (4.15) are both invariant under the unbroken symmetry

transformation T Mx−y. Indeed, the invariance under T Mx−y is able to completely determine n̂0 to
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Figure 4.4: The Feynman diagram for the response of the spin magnetization Sz to an external
static electric potential V .

be parallel with the (110)-direction.

Finally we note that the edge can be modeled by a change of the electric potential. The

potential in the vacuum side is higher than the Fermi energy in the bulk so that the electrons in

the vacuum are completely depleted. Consider a “soft” edge where the electric potential varies

slowly. Since ∇V = |~∇V |(cosθ,sinθ,0) is parallel to the normal direction of the edge, it is clear

from Eq. (4.15) that a spin magnetization emerges on the edge. For a rough estimation, |~∇V | can

be approximated as ∼ ε f /ξc, where ε f =
~2

2mk2
f is the Fermi energy and ξc is the coherence length.

Therefore the edge magnetization along the z-axis can be estimated as

Sz(θ)∼
√

2χ0
ε f

ξc
(cosθ+ sinθ) , (4.16)

which is highly dependent on the normal direction of the edge. Assuming the edge to be in a

circular shape, the edge magnetization along the z-direction is illustrated in Fig. 4.5, where the

height of the red arrows indicate the strength of the spin polarizations.

4.4 Edge state picture of the edge magnetization

In this section, we consider a “hard” edge which is assumed to be an infinite straight line.

The system lies on one side of the edge, and the other side is the vacuum. The boundary condition

is taken such that the wavefunction vanishes at the edge and in the vaccum. We show that the
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Figure 4.5: The anisotropic edge magnetization on a circular boundary of the junction. The
edge is represented by the blue circle. The direction and magnitude of the edge magnetization
are represented by the direction and height of the red arrows, respectively.

edge magnetization discussed in Sec. 4.3 with a “soft” edge can alternatively be understood in

the edge state picture.

For simplification of discussions, we perform a rotation of the coordinate system defined

as x

y

=

cosθ −sinθ

sinθ cosθ


x′

y′

 . (4.17)

In the rotated basis, x̂′ is along the normal direction n̂ = x̂cosθ+ ŷsinθ of the edge, and k′y is a

good quantum number. After the rotation, the superconducting pairing gap function is transformed

into

∆̂
′ =

1
k f

[∆′px(−i∂′x)+∆
′
pyk′y]σ

ziσy +∆siσy, (4.18)

in which

∆
′
pν = |∆p|[(cosθ+ sinθ)cos

ϕ

2

+ε(ν)i(cosθ− sinθ)sin
ϕ

2
], (4.19)

where ν = x,y, and −ε(x) = ε(y) = 1. To further simplify the problem, a gauge transformation
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Figure 4.6: Dispersions of the chiral edge Majorana modes for (a) θ = 3π

4 ,−π

4 and (b) θ 6=
3π

4 ,−π

4 , where θ ∈ [−π,π].

can be performed to absorb the phase of ∆′px. Then the pairing acquires the form

∆̂
′′ =

1
k f

[∆′′px(−i∂′x)+∆
′′
pyk′y]σ

ziσy +∆
′′
s iσy, (4.20)

in which

∆
′′
px = |∆p|

√
1+ sin(2θ)cosϕ,

∆
′′
py = |∆p|

cos(2θ)cosϕ+ isinϕ√
1+ sin(2θ)cosϕ

, (4.21)

∆
′′
s = i∆s

cos ϕ

2 (cosθ+ sinθ)+ isin ϕ

2 (cosθ− sinθ)√
1+ sin(2θ)cosϕ

.

In what follows, we assume that the junction occupies the x′ < 0 region, whereas x′ > 0 is the

vacuum. The boundary condition is taken such that the wavefunction vanishes when x′ ≥ 0.

The general solutions of the edge states are rather complicated. To illustrate the essential

physics, it is enough to consider the limit |∆s| � |∆p|. The strategy is first solving the edge states

for k′y = 0, and then a nonzero k′y can be included using a k · p perturbation method. In the absence

of the s-wave component, there are two Majorana zero modes localized around the boundary for

k′y = 0. In the weak pairing limit |∆p| � ε f , the wavefunctions of the two zero modes can be
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solved as [147]

Φ↑(x′) = (e−i π

4 ,0,0,ei π

4 )T u(x),

Φ↓(x′) = (0,e−i π

4 ,ei π

4 ,0)T u(x), (4.22)

in which u(x) = 1√
N

sin(k f x)e
m|∆p|
~k f

x
, where N is a normalization factor. Since |∆s| � |∆p|, the

s-wave pairing can be treated using a first order perturbation. It is straightforward to verify

that the projection of ∆̂s (defined in Eq. (4.2)) to the basis {Φ↑,Φ↓} is −(Im∆′′s )s
z, where sα

(α = x,y,z) are the Pauli matrices in the space spanned by {Φ↑,Φ↓}, and Im∆′′s can be read from

Eq. (4.22). Therefore, while the Majorana modes remain at zero energy under the real part of ∆′′s ,

the imaginary part of ∆′′s opens a gap on the edge.

Next we move to a nonzero k′y. The k · p Hamiltonian can be obtained by projecting the

pairing along the y′-direction to the basis {Φ↑,Φ↓}, and the result is − Im∆′′py
k f

k′ys0 where s0 is the

2×2 identity matrix. Combining with the contribution from the Im∆′′s term, the dispersions of

the two chiral Majorana edge fermions can be derived as

Eη(k′y) =−
Im∆′′py

k f
k′y−ηIm∆

′′
s , (4.23)

in which Eη(k′y) is the dispersion of the η-branch of the chiral modes, where η = 1 (−1) for ↑

(↓). Therefore, when an s-wave component is present in the pairing, the two edge modes split by

an energy gap ∆E = 2Im∆′′s . Since Im∆′′s vanishes when θ = 3π/4,−π/4, the spin up and down

chiral branches coincide with each other as shown in Fig. 4.6. When θ 6= 3π/4,−π/4, the two

branches split due to the opening of the gap as shown in Fig. 4.6 (b).

The two branches of chiral Majorana edge modes are spin polarized. As can be seen

from Eq. (4.23), within the approximation of a linear dispersion, the occupation range of k′y

for the λ-branch of the chiral mode is ελ

Im∆′′s
Im∆′′py

k f ≤ k′y ≤ k f , in which ελ = 1 (−1) for λ =↑ (↓).

This leads to an imbalance in the occupation range between the up and down chiral edge modes
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corresponding to the line segment between the points A and B in Fig. 4.6 (b). As a consequence,

a spin polarization develops on the edge, which has a direction-dependence proportional to

Im∆′′s /Im∆′′y ∼ (sinθ+cosθ). In particular, this result is consistent with what have been obtained

in Sec. 4.3 as shown in Fig. 4.5. Thus we see that the “soft” and “hard” edge pictures on the edge

magnetization are fully consistent with each other.

Finally we also note that experiments on the anisotropic effect of the edge magnetization

in the heterojunction could be potentially useful for testing the gap function symmetries of

unconventional superconductors.

4.5 Conclusions

In conclusion, we have studied the heterjunction with one side possessing the chiral p-wave

(i.e., px± ipy) and the other side the conventional s-wave pairing gap functions, respectively. By

employing a Ginzburg-Landau free energy analysis, the pairing gap function in the junction region

is shown to exhibit a frustrated tri-component structure as s+ iη1(eiη2ϕ/2 px +η3e−iη2ϕ/2 py),

where ϕ is the phase difference between the px and py components, and η j =±1 ( j = 1,2,3). By

solving the chiral Majorana edge modes with the tri-component pairing, we find that the edge

of the junction carries an anisotropic spin magnetization, where the anisotropy originates from

the breaking of the rotational symmetry. In addition, the edge magnetization is consistent with a

novel type of anisotropic magnetoelectric effect, which is analyzed through the linear response

calculation.
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4.A The Ginzburg-Landau free energy

For simplicity, we will consider a system with isotropic Fermi surface. As a result, the β′p

term vanishes. Only keeping the spatially uniform parts, the free energy up to quartic orders is

fspp =αs|∆s|2 +αp(|∆px|2 + |∆py|2)+βs|∆s|4 +βp(|∆px|4 + |∆py|4)

+gpp[(∆
∗
px∆py)

2 +(∆∗py∆px)
2]+νp|∆px|2|∆py|2

+ γ1(|∆px|2 + |∆py|2)|∆s|2 +gsp[∆
∗2
s (∆2

px +∆
2
py)+∆

2
s (∆
∗2
px +∆

∗2
py)]. (4.24)

While the coefficients of the quadratic terms depend on the interactions which rely on the details

of the pairing mechanism, the coefficients of the quartic terms are not dependent on the interaction

strength within a tree-level approximation and can be determined from the diagrams in Fig. 4.7,

in which the the superconducting order parameters are given by

∆̂s =
∆s

2 ∑
k

c†
k iσy(c†

−k)
T ,

∆̂px =
∆px

2k f
∑
k

c†
k(kxσ

z)iσy(c†
−k)

T ,

∆̂py =
∆py

2k f
∑
k

c†
k(kyσ

z)iσy(c†
−k)

T , (4.25)

where c†
k = (c†

k↑ c†
k↓) is a two-component row vector.

Keeping only the static and uniform terms (i.e., zero frequency and zero momentum), we
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Figure 4.7: Diagrams determining the coefficients in the Ginzburg-Landau free energy.

obtain

βs =
3
2

β̂0Tr{(iσy)†(iσy)(iσy)†(iσy)},

βp =
3
2

β̂0
1
k4

f
Tr{(ikασ

z
σ

y)†(ikασ
z
σ

y)(ikασ
z
σ

y)†(ikασ
z
σ

y),

νp = 6β̂0
1
k4

f
Tr{(ikxσ

z
σ

y)†(ikxσ
z
σ

y)(ikyσ
z
σ

y)†(ikyσ
z
σ

y),

γ1 = 6β̂0
1
k2

f
Tr{(ikασ

z
σ

y)†(ikασ
z
σ

y)(iσy)†(iσy)},

gpp =
3
2

β̂0
1
k4

f
Tr{(ikxσ

z
σ

y)†(ikyσ
z
σ

y)(ikxσ
z
σ

y)†(ikyσ
z
σ

y)},

gsp = 6β̂0
1
k2

f
Tr{(iσy)†(ikασ

z
σ

y)(iσy)†(ikασ
z
σ

y))}, (4.26)

in which kα can be taken as either kx or ky, and the operation β̂0 acting on the expression to the
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right of it is defined as

β̂0[· · ·] =
1
β

1
L3 ∑

ωm,k

1
(ω2

m +ξ2
k)

2
[· · ·], (4.27)

where ξk = ~2k2/2m− εF , and L3 is the volume of the system. In the weak pairing limit, a

linearization of the dispersion can be performed. Changing the integration over~k to spherical

coordinates, we have

β̂0[· · ·] = NF
1
β

∑
n

∫
∞

−∞

dε

∫
π

0
sinθdθ

∫ 2π

0
dφ

1(
[(2n+1)π/β]2 + ε2

)2 [· · ·], (4.28)

in which NF is the density of states at Fermi energy.

Plugging Eq. (4.28) into Eq. (4.26), performing the integrations, and summing over the

Matsubara frequencies, we obtain

βs =
3
2

β, βp =
3

10
β, νp =

2
5

β, γ1 = 2β, gpp =
1

10
β, gsp = 2β. (4.29)

in which

β =
7ζ(3)NF

8π2T 2 . (4.30)

Notice that since 2(βp−gpp) = νp, the p-wave terms in Eq. (4.24) can be recombined into the

form in Eq. (4.1).

Finally we note that the coefficients determined in this section are not accurate in real

situations, since there are notable renormalization effects, particularly when T is close to Tc.
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4.B The linear response of the anisotropic magnetoelectric ef-

fect

We work in the ordered phase and calculate the correlation function between Sz and ρ. In

the following calculations, we take the pairing as −is+ eiϕ/2 px + e−iϕ/2 py. The pairing is taken

as
∆p

k f
(eiϕ/2kx + e−iϕ/2ky)σ

ziσy− i∆siσy , (4.31)

in which both ∆p and ∆s are real and positive. In the spin up sector, the BdG Hamiltonian is of

the form

H↑(~k) = ξ(~k)ιz +
∆p

k f
cos(

ϕ

2
)(kx + ky)ι

x +
[∆p

k f
sin(

ϕ

2
)(ky− kx))+∆s

]
ι
y . (4.32)

Since the spin up and down sectors are related by a particle-hole transformation, it is enough to

work in the spin up sector. We also note that the matrix kernels for Sz and ρ in the spin up sector

are ιz and 1
2 ι0, respectively, where ι0 is the 2×2 identity matrix. In what follows, we write ια as

σα (α = 0,x,y,z) for simplicity.
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In the imaginary time formalism with, the diagram in Fig. 4.4 can be evaluated as

χ(~q) =−
∫ d2~k

(2π)2
1
β

∑
iωn

tr
[1

2
σ

0 1

iωn−H↑(~k+~q)
σ

3 1

iΩn−H↑(~k)

]
=−

∫ d2~k
(2π)2

1
β

∑
iωn

1

D(~k,~q,ωn)

× 1

ω2
n +ξ2(~k)+

∆2
p

k2
f

cos2(ϕ

2 )(kx + ky)2 +
[∆p

k f
sin(ϕ

2 )(−kx + ky)+∆s
]2

× tr
[

σ0

2
(
iωn +ξ(~k+~q)σz +

∆p

k f
cos(

ϕ

2
)(kx +qx + ky +qy)σ

x+

[
∆p

k f
sin(

ϕ

2
)(−kx−qx + ky +qy)+∆s]σ

y)
·σz(iωn +ξ(~k)+

∆p

k f
cos(

ϕ

2
)(kx + ky)σ

x

+[
∆p

k f
sin(

ϕ

2
)(−kx + ky)+∆s]σ

y)] , (4.33)

with

D(~k,~q,ωn) =ω
2
n +ξ

2(~k+~q)+
∆2

p

k2
f

cos2(
ϕ

2
)(kx +qx + ky +qy)

2

+
[

∆p

k f
sin(

ϕ

2
)(−kx−qx + ky +qy)+∆s

]2
. (4.34)

The trace term in Eq. (4.33) can be evaluated to be

tr[· · ·] =−i
∆p

k f
cos(

ϕ

2
)
[
qx(

2∆p

k f
sin(

ϕ

2
)ky +∆s)+qy(−

2∆p

k f
sin(

ϕ

2
)kx +∆s)

]
, (4.35)

in which the linear in ωn terms are neglected since they sum to zero after Matsubara frequency

summation. Since the numerator of Eq. (4.33) is already linear in~q, the~q’s in the denominator

can be set to be zero since we only need the results up to O(~q). Then we arrive at

χ(~q) = iqxχx + iqyχy, (4.36)
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in which

χx =
∫ d2~k

(2π)2 ∑
iωn

1
β

∆p

k f
cos(ϕ

2 )(
2∆p
k f

sin(ϕ

2 )ky +∆s)

ω2
n +ξ2

~k
+

∆2
p

k2
f

cos2(ϕ

2 )(kx + ky)2 +
[∆p

k f
sin(ϕ

2 )(ky− kx)+∆s
]2 ,

χy =
∫ d2~k

(2π)2 ∑
iωn

− 1
β

∆p
k f

cos(ϕ

2 )(
2∆p
k f

sin(ϕ

2 )kx +∆s)

ω2
n +ξ2

~k
+

∆2
p

k2
f

cos2(ϕ

2 )(kx + ky)2 +
[∆p

k f
sin(ϕ

2 )(ky− kx)+∆s
]2 . (4.37)

Next to simplify the expressions of χx and χy, we perform a change of variable

k′x =
1√
2
(kx + ky), k′y =

1√
2
(−kx + ky). (4.38)

Then we have

χx = Ax +Ay +As, χy =−Ax +Ay +As, (4.39)

in which

Aα =
∫ d2~k′

(2π)2 ∑
iωn

1
β

∆p
k f

cos(ϕ

2 )
√

2∆p
k f

sin(ϕ

2 )k
′
α

ω2
n +ξ2(~k′)+

2∆2
p

k2
f

cos2(ϕ

2 )k
′2
x +

[√2∆p
k f

sin(ϕ

2 )k
′
y +∆s

]2 ,
As =

∫ d2~k′

(2π)2 ∑
iωn

1
β

∆p
k f

cos(ϕ

2 )∆s

ω2
n +ξ2(~k′)+

2∆2
p

k2
f

cos2(ϕ

2 )k
′2
x +

[√2∆p
k f

sin(ϕ

2 )k
′
y +∆s

]2 , (4.40)

in which α = x,y. Clearly, Aα (α = x,y) vanishes since the numerator is odd under the integration

over
∫

dk′α.

In the limit ∆s,∆p� T , the dependence on the order parameters in the denominators of

As can be neglected, and we have

χx = χy ≈
∆p∆s√

2k f
cos(

ϕ

2
)
∫ d2~k

(2π)2
1
β

∑
iωn

1

(ω2
n +ξ2(~k))2

. (4.41)
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The integral can be evaluated as

∫ d2~k
(2π)2

1
β

∑
iωn

1

(ω2
n +ξ2(~k))2

=N0
1
β

∑
iωn

∫
dε

1
(ω2

n + ε2)2

=N0
1
β

∑
n∈Z

π

2
1

|2πn/T |3
=

7ζ(3)
8π2 N0

1
T 2 , (4.42)

in which ζ is the Riemann zeta function.

In summary, in the limit ∆s,∆p� T , the response is

Sz = χ0(∂xV +∂yV ), (4.43)

in which

χ0 =
7ζ(3)

8
√

2π2
N0

1
T 2

∆p∆s

k f
cos(

ϕ

2
). (4.44)

This chapter is a reprint of the following preprint being prepared for submission for

publication: ‘C. Xu, W. Yang, and C. Wu, Superconducting junction with tri-component

pairing gap functions. arXiv:2010.05362’ [166]. The dissertation author was the primary

investigator and author of this paper.
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Chapter 5

Axion Dynamics in p+ is Superconductor

5.1 Introduction

Spin triplet superconductivity and paired superfluidity have a complex spin-orbit entangled

structure in the Cooper pair wavefunctions [167, 168, 169, 102, 170], leading to exotic behaviors

like topological properties [171, 172, 173, 174, 175, 176]. Another interesting type of Cooper

pairing is the one with spontaneous time reversal symmetry breaking, which arises when two

or more channels of pairing instabilities compete and coexist [121, 122, 124, 123, 98, 125, 126,

90, 127, 128, 145, 146, 147, 148, 177, 150, 151, 152, 153, 154, 156, 157, 158, 159, 160, 161,

162, 129, 130, 131, 132, 133, 134, 135, 136, 137, 138, 139, 144]. A mixture of triplet and singlet

Cooper pairings which breaks time reversal symmetry has been theoretically studied in different

contexts, showing exotic properties including nontrivial bulk electromagnetic and gravitational

responses [178, 179], quantized surface thermal Hall effects [88, 180, 178, 181], chiral Majorana

fermions propagating along the magnetic domain wall on the surface [147], and high order

topology [182]. Recently, there has been experimental evidence of triplet pairing gap functions

with spontaneous time reversal symmetry breaking in real materials [183, 184].

Axion as an elementary particle was proposed in the high energy context more than four
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decades ago [185, 186, 187], which has been considered as a candidate for dark matter and dark

energy, thought its existence still remains inconclusive. On the other hand, the dynamical axion

field has been proposed to exist in topological systems as a condensed matter realization of axions

[188, 180, 179]. The coupling between the axion angle θ and the electromagnetic field is of the

form
∫

d4xθ~E ·~B (up to an overall numerical constant factor), resulting in various magnetoelectric

effects, where ~E and ~B are the electric and magnetic fields, respectively. In particular, the three-

dimensional (3D) p+ is superconductor has been considered as a superconducting platform which

hosts axion field [179, 189], where the triplet pairing component is invariant under spin-orbit

coupled rotations analogous to the pairing of the 3He-B superfluid.

In this work, we perform a systematic derivation of the coupling between the axion angle

and the electromagnetic field in p+ is superconductors, including the contributions from both the

orbital and spin channels. The axion electrodynamics has been already studied in superconducting

3D Dirac and Weyl systems with mixed-parity pairing which breaks time reversal symmetry

[179, 190]. On the other hand, we find that there are several differences between the p+ is

superconductors and the superconducting Dirac/Weyl case. Firstly, the electromagnetic part

of the action is not of the ~E ·~B form, but is ∇(φ−~∂tΦ/e) ·~B, where φ and Φ are the electric

potential and the superfluid phase, respectively. In particular, the induced electric field ∂t~A/c

does not appear in the action. The second difference is that the axion angle Θax in the p+ is

superconductors is not just θax, defined as the phase difference between the superconducting

phases on the two Fermi surfaces of different helicities. In addition to θax, Θax also acquires

a sinusoidal term sin(θax). These differences arise from a lack of Lorentz symmetry in p+ is

superconductors.
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5.2 Model hamiltonian

We consider a superconducting 3D centrosymmetric electronic system which exhibits a

mixture of singlet and triplet pairing symmetries. The band dispersion is

ξα(~k) =
~2

2m
k2− εF , (5.1)

in which εF = ~2

2mk2
f is the Fermi energy where k f is the Fermi wavevector, and α =↑,↓ is the spin

index. The pairing Hamiltonians P̂s(~k) and P̂p(~k) for the s-wave and 3He-B like p-wave pairing

gap functions are defined as

P̂†
s (~k) = (iσ2)αβc†

α(~k)c
†
β
(−~k),

P̂†
p(~k) =

1
k f

k j(iσ jσ2)αβc†
α(~k)c

†
β
(−~k), (5.2)

respectively, in which: α,β are spin indices; c†
α(~k) is the electron creation operator with momen-

tum~k and spin α; σ j’s ( j = 1,2,3) are the three Pauli matrices in spin space; and repeated indices

imply summations. We note that P̂p(~k) is invariant under spin-orbit coupled SO(3) rotations,

which has the same form as the pairing in the 3He-B superfluid [167].

The pattern of the mixed-parity pairing gap function can be determined by a Ginzburg-

Landau free energy analysis. Keeping up to quartic terms and neglecting terms involving temporal

and spatial derivatives, the most general form of the free energy invariant under both time reversal

(T ) and inversion (P ) symmetries is given by

F = −αs∆
∗
s ∆s−αp∆

∗
p∆p +βs|∆s|4 +βp|∆p|4

+γ1|∆p|2|∆s|2 + γ2(∆
∗
p∆
∗
p∆s∆s + c.c), (5.3)

in which ∆λ (λ= s, p) are the pairing gap functions in the λ-channel. When the instabilities in the s-
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and p-wave channels coexist, both αs and αp are negative. At tree level, the coefficients βλ,γ j (λ=

s, p, j = 1,2) are all determined by the electronic band structure, independent of the interactions.

In particular, close to the superconducting transition point, γ2 =
5ζ(3)
8π2T 2

c
NF is generically positive

[146], where ζ(z) (z ∈ C) is the Riemann zeta function; Tc is the superconducting transition

temperature (where for simplicity, a degenerate transition temperature for both s- and p-wave

channels is assumed); and NF =
mk f

2π2~2 is the density of states at the Fermi level for a single spin

component. An important implication of a positive γ2 is that a relative π/2 phase difference

between ∆s and ∆p is energetically favorable as can be readily seen from Eq. (5.3), leading

to a superconducting pairing of the p± is form. Notice that the p± is pairing spontaneously

breaks both time reversal and inversion symmetries, but remains invariant under the combined

P T -operation up to an overall gauge transformation [147]. We note that in addition to the

intrinsic p± is superconductors, the p± is pairing symmetry can also be realized via proximity

effects, as discussed in Ref. [147].

In the remaining parts of this article, |∆λ| is denoted as ∆λ for short, and the π/2 su-

perconducting phase difference will be explicitly displayed by considering the p+ is pairing

Hamiltonian ∆pP̂†
p(~k)+ i∆sP̂†

s . In the Bogoliubov-de-Gennes (BdG) formalism, the mean field

Hamiltonian acquires the form

HBdG =
1
2 ∑

~k

Ψ
†(~k)H(~k)Ψ(~k), (5.4)

in which

Ψ
†(~k) = (c†

↑(
~k) c†

↓(
~k) c↑(−~k) c↓(−~k)), (5.5)
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and the matrix kernel H(~k) is

H(~k) = (
~2

2m
k2− εF)γ

0 +
∆p

k f
~k ·~γ+∆sγ

4, (5.6)

in which~γ = (γ1,γ2,γ3), and the matrices γµ (µ = 0,1,2,3,4) are defined as

γ
0 = σ0τ3,γ

1 =−σ3τ1,γ
2 =−σ0τ2,γ

3 = σ1τ1,γ
4 = σ2τ1, (5.7)

where τi (i = 1,2,3) are the Pauli matrices in the Nambu space, and σ0 and τ0 denote the 2×2

identity matrices in the spin and Nambu spaces, respectively. It can be straightforwardly verified

that the five gamma-matrices γµ (µ = 0,1,2,3,4) satisfy the anticommutation relations

{γµ,γν}= 2δµν. (5.8)

Later we will also consider spatially and temporally varying pairing gap functions ∆λ(~r, t)

(λ = s, p). Including the minimal coupling to electromagnetic potentials {Aµ}µ=0,1,2,3, the

Hamiltonian in real space becomes

HBdG =
1
2

∫
d3r∑

~r
Ψ

†(~r)T̂ ρ
γ

ρ
Ψ(~r), (5.9)

in which the summation is over ρ = 0,1,2,3,4; Ψ†(~r) is the Fourier transform of Ψ†(~k); and

T̂ 0 =
~2

2m
(−i∇+

e
c
~A)2−µ(~r),

T̂ j =
1

2k f
{∆p(~r, t),−i∂ j}γ j, ( j = 1,2,3),

T̂ 4 = ∆s(~r, t). (5.10)
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In addition to Eq. (5.9), there is also a Zeeman term in the presence of a magnetic field, i.e.,

HZM =
1
2

gµB

∫
d3r∑

~r
Ψ

†(~r)[− i
2

εi jkBiγ
j
γ

k]Ψ(~r), (5.11)

in which g is the Landé factor, µB is the Bohr magneton, ~B = 1
c ∇×~A is the magnetic field, and

the 1/2 factor in the front comes from the spin-1/2 nature of the electrons.

5.3 Transverse supercurrent in the presence of spatial inho-

mogeneities

In this section, we perform a quick real space calculation of the transverse supercurrent

induced by static electric field and spatial inhomogeneity of ∆s. The corresponding term in the

axion action Sax can then be determined from the relation ji = −cδSax
δAi

(i = 1,2,3) where c is

the light velocity. Later in Sec. 5.4, we will carry out a systematic path integral calculation. In

addition to the supercurrent discussed in this section, there is also bound current originating from

the spin magnetic moment which is not related to electron transport, as will be discussed in detail

in Sec. 5.6.

In BdG form, the matrix kernel of the operator of the electric current density ji(~x)

(i = 1,2,3) at position~x is

ĵi(~x) =−
e~
4m

[
δ(~̂r−~x)(−i∇~x)+(−i∇~x)δ(~̂r−~x)

]
σ0τ0, (5.12)

in which ~̂r is the coordinate operator. The expectation value of ĵi(~x) is

〈
ĵi(~x)

〉
= Tr( ĵi(~x)Ĝ), (5.13)
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in which the Green’s function Ĝ is

Ĝ =
1

−∂τ−H
, (5.14)

where τ is the imaginary time, and H is the matrix kernel of the Hamiltonian HBdG in the presence

of a spatially varying electric potential φ(~r) and s-wave pairing gap function ∆s(~r). We emphasize

that the symbol “Tr” denotes the trace operation of an operator, which, in addition to the trace

of the matrix structure in the spin and Nambu spaces, also involves the integral over spatial

coordinates. In what follows, we use “tr” to indicate the trace which is only taken over the 4×4

matrix structure.

The Green’s function Ĝ can be rewritten as

Ĝ = (−) 1
−∂2

τ +H2 (−∂τ +H). (5.15)

The Hamiltonian squared H2 can be separated as

H2 = H2
0 +Q, (5.16)

in which

H2
0 = T̂ ρT̂ ρ,

Q = ∑
0≤ρ<σ≤4

[T̂ ρ, T̂ σ]γρ
γ

σ, (5.17)

where T̂ ρ is defined in Eq. (5.10) and the anticommutation relations Eq. (5.8) is used. Straightfor-
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ward calculations show that

T̂ ρT̂ ρ = [− ~2

2m
∇

2−µ(~r)]2 +
∆2

p

k2
f
(−∇

2)+ [∆s(~r)]2,

[T̂ 0, T̂ i] = −i
∆p

k f
∂iµ,

[T̂ 0, T̂ 4] = − ~2

2m
(∇2

∆s +2∇∆s ·∇),

[T̂ i, T̂ 4] = −i
∆p

k f
∂i∆s, (5.18)

in which µ(~r) = εF + eφ(~r), where φ(~r) is the electric potential.

Expanding
〈

ĵi(~x)
〉

in powers of Q, we obtain

〈
ĵi(~x)

〉
=

∞

∑
n=0

(−)n+1Tr
[

ĵi(~x)(
1

−∂2
τ +H2

0
Q)n

× 1
−∂2

τ +H2
0
(−∂τ +H)

]
. (5.19)

In what follows, we will only keep terms up to n = 2.

The n = 0 term in Eq. (5.19) vanishes: The odd-in-∂τ term vanishes after Matsubara

frequency summation; and the other terms contain a trace of a single γ-matrix, hence are also

zero.

The n = 1 term also vanishes. Removing the odd-in-∂τ term, the n = 1 term contains

one ∆H and one H under the trace operation. However, ∆H and H are products of two and one

γ-matrices, respectively. Hence the result vanishes since the trace of a product of three γ-matrices

is zero.

Finally we consider the n = 2 term

〈
ĵ(2)i (~x)

〉
=

−Tr
[

ĵi(~x)
1

−∂2
τ +H2

0
Q

1
−∂2

τ +H2
0

Q
1

−∂2
τ +H2

0
H
]
. (5.20)
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To lowest order in the gradient expansion [191], µ(~r) and ∆s(~r) can be taken as constants in H0

[191]. The only way to have a nonzero trace is a multiplication of all the five γ-matrices. Since

the electric current operator ĵi(~x) contains a −i∂i, the H term must contribute ∆p
k f
(−i∂i)γ

i so that

the trace is nonzero. Therefore,

〈
ĵ(2)i (~x)

〉
= 2(∆p

k f
)3Tr

[
ĵi(~x) 1

−∂2
τ+H2

0
∂ jµ 1
−∂2

τ+H2
0

∂k∆s

× 1
−∂2

τ+H2
0
(−i∂i)

]
tr(γ0γ jγkγ4γi), (5.21)

in which the trace of the product of five γ-matrices can be easily evaluated using

tr(γ0
γ

i
γ

j
γ

k
γ

4) =−4εi jk. (5.22)

Using Eq. (5.12),
〈

ĵ(2)i (~x)
〉

can be evaluated as

〈
ĵ(2)i (~x)

〉
=−εi jk

2e~
m

(
∆p

k f
)3

∫
d~yd~z

{
〈~x|(−i∂i)

1
−∂2

τ +H2
0
|~y〉∂ jµ(~y)〈~y|(−i∂i)

1
−∂2

τ +H2
0
|~z〉

×∂k∆s(~z)〈~z|
1

−∂2
τ +H2

0
(−i∂i)|~x〉

+ 〈~x| 1
−∂2

τ +H2
0
|~y〉∂ jµ(~y)〈~y|

1
−∂2

τ +H2
0
|~z〉∂k∆s(~z)

×〈~z| 1
−∂2

τ +H2
0
(−i∂i)

2|~x〉
}
. (5.23)
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In momentum space, Eq. (5.23) becomes

〈
ĵ(2)i (~x)

〉
=−εi jk

2e~
m

(
∆p

k f
)3

× 1
β

∑
ωn

∫
d~yd~z∂ jµ(y)∂k∆s(z)

[
Π

3
α=1

∫ d~kα

(2π)3

]
× (k1ik3i + k2

3i)
[
Π

3
α=1

1

ω2
n +[H0(~kα)]2

eikα·(~rα−~rα+1)
]
, (5.24)

in which β is the inverse temperature; ωn = (2n+1)π/β is the fermionic Matsubara frequency;

~r1,2,3 =~x,~y,~z; and~r4 =~r1.

To lowest order in the gradient expansion, we can set~y =~z in ∂ jµ(~y)∂k∆s(~z) within Eq.

(5.24), then integrating over~z gives a momentum delta function δ(3)(~k2−~k3). Furthermore, if the

higher order terms in the gradient expansion are neglected, then~y can be set as~x in ∂ jµ(~y)∂k∆s(~y),

and the integration over~y gives δ(3)(~k1−~k2). As a result, we obtain ji(~x) = ∑
2
n=0

〈
ĵ(n)i (~x)

〉
as

ji(~x) = e2D(∆s,∆p)εi jk∂ jφ(~x)∂k∆s(~x), (5.25)

in which ∂ jµ =−e∂ jφ is used, and the coefficient D is

D(∆s,∆p) =
4~
m
(
∆p

k f
)3×

1
β

∫ d3k
(2π)3

k2/3

[ω2
n +ξ2(~k)+(

∆p
k f
)2k2 +∆2

s ]
3
, (5.26)

where the replacement k2
i → k2/3 is used which holds under integration. For simplicity, we

consider zero temperature such that 1
β

∑n can be replaced by
∫ dω

2π
. In the weak pairing limit

∆s,∆p� εF , k can be simply taken as k f in (
∆p
k f

k)2 in the denominator, and
∫

dk =
∫

dξ/(~v f )
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where v f = ~k f /m is the Fermi velocity. Eq. (5.26) can then be evaluated, yielding

D(∆s,∆p) =
1

6π2~
∆3

p

(∆2
p +∆2

s )
2 . (5.27)

The expression of ji can be obtained from ji =−cδSax/δAi, where

Sax =−
e2

c

∫
d4xD(∆s,∆p)εi jkAi∂ jφ∂k∆s. (5.28)

Writing D(∆s,∆p) as a derivative of Θax, i.e.,

D(∆s,∆p) =−
1

24π2~
∂Θax

∂∆s
, (5.29)

and performing an integration by part, we arrive at

Sax =−
α

24π2

∫
d4xΘaxεi jk∂iφ∂ jAk, (5.30)

where α = e2

~c is the fine structure constant, and
∫

d4x =
∫

d3~rdt. Imposing the boundary condition

Θax = 0 for a pure s-wave superconductor (i.e., ∆s� ∆p), Θax is determined to be

Θax(∆s,∆p) = 24π
2
∫

∞

∆s

dxD(x,∆p)

= π−
2∆s∆p

∆2
s +∆2

p
−2arctan(

∆s

∆p
). (5.31)

Therefore, defining

θax = π−2arctan(
∆s

∆p
), (5.32)
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Θax can be written as

Θax = θax− sin(θax). (5.33)

Here we have two comments regarding the axion angle in Eq. (5.33) and the action in Eq.

(5.30). First note that the pairings on the two degenerate Fermi surfaces of different helicities

(i.e.,~k ·~σ =±1) are |∆|e±iθax where |∆|=
√

∆2
s +∆2

p. However, the axion angle Θax is not just

θax ,which is the difference between the superconducting phases on the two Fermi surfaces,

but acquires an additional sin(θax) term. Secondly, the conventional axion term in a relativistic

system is of the form ∼ ~E ·~B where ~E =−∇φ−∂t~A. On the other hand, Eq. (5.30) only contains

the ∇φ ·~B term, which is reasonable since in this section we did not include a time-dependent

vector potential. However, we will see in Sec. 5.4 that in fact, the ∂t~A ·~B term is missing even in

the general situation. Therefore, replacing φ by φ− ~
e ∂tΦ to keep gauge invariance, Eq. (5.30) is

already the full axion action, where Φ is the U(1)-breaking superconducting phase mode. As will

be discussed in Sec. 5.4, the difference between the p+ is and the relativistic cases is the result of

a lack of Lorentz invariance in p+ is superconductors.

5.4 Path integral formulation

In this section, we formulate the systematic path integral approach to the axion action in

p+ is superconductors. We assume the four-fermion interaction to be of the form

Hint =−gs
1
L3 ∑

~k

P†
s (~k)Ps(~k)−gp

1
L3 ∑

~k

P†
p(~k)Pp(~k), (5.34)

in which L is the linear size of the system in space and gλ > 0 (λ = s, p) are coupling constants,

and P†
λ
(~k)’s (λ = s, p) are defined in Eq. (5.2). After performing a Hubbard-Stratonovich
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transformation, the partition function in the imaginary time formalism can be written as

Z =
∫

D[c†,c]D[∆∗s ,∆s]D[∆∗p,∆p]e−S , (5.35)

in which

S = S∆ +S f , (5.36)

where

S∆ = ∑
λ=s,p

1
gλ

∫
dτd3r|∆λ|2, (5.37)

and the fermionic part S f is

S f =
1
2

∫
dτd3rΨ

†(τ,~r)(∂τ +H f )Ψ(τ,~r), (5.38)

in which Ψ†(τ,~r) is a set of Grassmann numbers defined through the Fourier transform of Ψ†(~k)

in Eq. (5.5), and H f is given by

H11
f =

1
2m

(−i~∇+
e
c
~A)2− εF − ieφ+gµB~B ·~σ,

H12
f = [

1
2k f

e−iΦ{∆p,−i∇}e−iΦ ·~σ+ i∆se−i(2Φ+Φl)]iσ2,

H21
f = H†

f (1,2),

H22
f = −[ 1

2m
(−i~∇− e

c
~A)2− εF − ieφ+gµB~B ·~σT ],

(5.39)

in which H i j
f (i, j = 1,2) is the (i, j)-block of H f ; iφ is the electric potential in imaginary time;

{A,B}= AB+BA denotes the anticommutator of the operators A and B; and Φ and Φl are the
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superconducting phase mode and the Leggett mode, respectively.

The phase mode Φ can be absorbed into electromagnetic potentials by performing a gauge

transformation [] through the following replacements:

−ieφ → φ
′ =−ieφ+∂τΦ,

e
c
~A → ~A′ =

e
c
~A+~∇Φ. (5.40)

Assuming a background ∆λ (λ = s, p) and including small fluctuations of the different modes, H f

becomes

H f = H f 0 +∆H f ,

in which H f 0 is simply Eq. 5.6, and

∆H f = ∆H(1)
A +∆H(2)

A +∆Hφ +∆HZ

+∆Hp +∆Hs +∆Hl, (5.41)

where

∆H(1)
A =

~
2m
{~A′(τ,~r),−i∇}σ0τ0,

∆H(2)
A =

1
2m

[~A′(τ,~r)]2γ
0,

∆Hφ = φ
′(τ,~r)γ0,

∆HZ = − i
4

gµBεi jkBiγ
j
γ

k,

∆Hp =
1

2k f
{δ∆p(τ,~r),−i∇} ·~γ,

∆Hs = δ∆s(τ,~r)γ4,

∆Hl = ∆sδΦl(τ,~r)σ2τ2. (5.42)
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We note that in momentum space, ∆H(1)
A (~q) = ~

2m(2~k+~q) ·~A′(~q) and ∆Hp(~q) = 1
k f
(~k+~q/2) ·

δ∆p(~q).

Since the fermionic quasiparticles are fully gapped, the action for the collective bosonic

degrees of freedom can be obtained by integrating over the fermions, resulting in 1
2Trln(−∂τ−H f ).

In what follows, we will only consider the axion terms. They arise in the third order terms in the

Trln-expansion, i.e.,

S(3)f =−1
6

Tr[(G0∆H f )
3], (5.43)

in which G0 = (∂τ +H0)
−1. Here we note that as discussed in Sec. 5.5 and Sec. 5.6, in addition

to the axion terms, there are other nonvanishing terms in S(3)f which involve two spacetime

derivatives, as a consequence of a lack of Lorentz symmetry. We do not explicitly calculate these

additional terms since the calculations are very cumbersome. A list of such terms based on a

symmetry analysis is included in Appendix 5.A.

Figure 5.1: Diagrams potentially contributing to axion electrodynamics where λ = s, p in ∆λ.
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5.5 Orbital contribution to axion electrodynamics

In this section, we calculate the orbital contribution to the axion action based on the path

integral approach. There are three diagrams which contain two Aµ’s (µ = 0,1,2,3 where A0 is φ)

and one δ∆λ (λ = s, p), as shown in Fig. 5.1 (I, II, III). Diagram III – though not zero – does not

contribute to the axion action, hence we neglect. We will only calculate the terms involving two

spacetime derivatives in diagrams I, II in Fig. 5.1.

5.5.1 Diagram I

This diagram potentially can contribute to
∫

d4x∂t~A′ ·~B in the axion action. However, we

demonstrate that in fact, this contribution vanishes.

λ = s

One term contributing to the λ = s case is −1
6Tr[G0∆H(1)

A G0∆H(1)
A G0∆Hs]. Including the

combinatoric factor of 3, we obtain

DI
s =

1
2

1
β

∑
ωn

∫ d3~k
(2π)3 tr

[
G0(ωn,~k)

~
2m

(2~k+~q2) ·~A′(Ω2,~q2)G0(ωn +Ω2,~k+~q2)

× ~
2m

(2~k−~q1) ·~A′(−Ω1−Ω2,−~q1−~q2)

×G0(ωn−Ω1,~k−~q1)δ∆s(Ω1,~q1)γ
4], (5.44)

in which the minus sign coming from the fermion loop cancels with the sign in Eq. (5.43), and

G0(ωn,~k) =
aχ(ωn,~k)γχ

aχ(ωn,~k)aχ(ωn,~k)
, (5.45)
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where the summation of χ is over χ = 0,1,2,3,4,5; γ5 = σ0τ0; and

a0 = ξ~k, ai =
∆p

k f
ki (i = 1,2,3), a4 = ∆s, a5 = iωn. (5.46)

Plugging Eq. (5.45) into Eq. (5.44), the trace of the numerators of G0 gives

tr
[
aχ1(ωn,~k)γχ1aχ2(ωn +Ω2,~k+~q2)γ

χ2

aχ3(ωn−Ω1,~k−~q1)γ
χ3γ

4] (5.47)

We note that the O(Ω j) ( j = 1,2) term in Eq. (5.47) is 8ωn∆s(Ω1−Ω2).

To generate
∫

d4x∂t~A ·∇×~A, we must consider terms in Eq. (5.44) which involve one Ω j

and one~q j ( j = 1,2). It is straightforward to see that the O(Ω j) term in 1/∑
5
i=0[ai(ωn+Ω,~k+~q)]2

(Ω =−Ω1,Ω2 and~q =−~q1,~q2) is proportional to ωnΩ, similar as the O(Ω j) term in the trace in

Eq. (5.47). Since the Matsubara summation of terms involving odd powers of ωn vanishes, we

conclude that there is no contribution to
∫

d4x∂t~A ·∇×~A from Diagram I for λ = s.

λ = p

The analysis for λ = p in Diagram I is exactly similarly and the contribution again

vanishes.

5.5.2 Diagram II

This diagram potentially can contribute to
∫

d4x∇φ′ ·~B in the axion action. We show that

it gives exactly the axion action derived in Sec. 5.3.
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λ = s

One term contributing to the λ = s case is −1
6Tr[G0∆H(1)

A G0∆HφG0∆Hs]. Including the

combinatoric factor of 6 and using Eq. (5.45), we obtain

DII
s =

1
β

∑
ωn

∫ d3~k
(2π)3

~
2m

(2~k+~q2) ·~A′(Ω2,~q2)

×φ
′(−Ω1−Ω2,−~q1−~q2)δ∆s(Ω1,~q1)

× tr
[
aχ1(ωn,~k)γχ1aχ2(ωn +Ω2,~k+~q2)γ

χ2γ
0

·aχ3(ωn−Ω1,~k−~q1)γ
χ3γ

4],
×Π

3
ν=1

1

aχ(ωn +Ω′ν,~k+~q′ν)aχ(ωn +Ω′ν,~k+~q′ν)
, (5.48)

in which Ω′1 = 0, Ω′2 = Ω2, Ω′3 = −Ω1, and ~q′1 = 0, ~q′2 =~q2, ~q′3 = −~q1. Recall that we want a

term ∼ εi jk∂iφ∂ jAk in the action. Such term can be generated from the trace of a multiplication of

the product of five γ-matrices as shown in Eq. (5.22). Then the εi jk term within the trace in Eq.

(5.48) can be evaluated as

tr[...] = −4(
∆p

k f
)3

εi jkki(k j +q2 j)(kk−q1k)

= 4(
∆p

k f
)3

εi jkkiq2 jq1k. (5.49)

Since Eq. (5.49) already contains a product of two wavevector q’s, we can set~q j,Ω j to be zero in

the remaining parts of Eq. (5.48). This gives

DII
s = D(∆s,∆p)εi jkq2 jq1k×

A′i(Ω2,~q2)δ∆s(ω1,~q1)φ
′(−Ω1−Ω2,~q1−~q2), (5.50)
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in which D(∆s,∆p) is given exactly by Eq. (5.26). Integration by part and transforming to the

real space, the corresponding term in the action is

∫
d4xD(∆s,∆p)~A′ · (∇φ

′×∇δ∆s). (5.51)

λ = p

When λ = p, DII
p can be obtained from DII

s by replacing δ∆s in Eq. (5.48) with δ∆p, and

changing the trace to

tr
[
aχ1(ωn,~k)γχ1aχ2(ωn +Ω2,~k+~q2)γ

χ2γ
0

·aχ3(ωn−Ω1,~k−~q1)γ
χ3

1
k f

(~k−~q1

2
) ·~γ
]
. (5.52)

The εi jk term in Eq. (5.52) can be straightforwardly evaluated as

−4
∆s(∆p)

2

k3
f

εi jkq2iq1 jkk. (5.53)

As a result, the corresponding term in the axion action in real space is

−D′(∆s,∆p)~A′ · (∇φ
′×∇δ∆p), (5.54)

in which

D′(∆s,∆p) =
∆s

∆p
D(∆s,∆p). (5.55)

5.5.3 Diagram III

This diagram does not contribute to the axion action as explained at the beginning of this

section, though it does contribute to non-axion terms as discussed in Appendix 5.A.
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5.5.4 Orbital contribution to the axion action

Combining Eq. (5.51,5.54) together and using ∇δ∆λ = ∇∆λ, we obtain

So
ax =

∫
d4x~A′ · [∇φ

′× (D∇∆s−D′∇∆p)], (5.56)

in which D (D′) is D(∆s,∆p) (D(∆s,∆p)) for short. Plugging in the expression of D given in Eq.

(5.27), we have

D∇∆s−D′∇∆p =
1

6π2~
1

[1+( ∆s
∆p
)2]2

∇(
∆s

∆p
). (5.57)

Using the integral

∫
∞

∆s
∆p

dx
(1+ x2)2 =

1
4
[π−2arctan(

∆s

∆p
)−2

∆s/∆p

1+(∆s/∆p)2 ], (5.58)

So
ax becomes

So
ax =−

α

24π2

∫
d4x~A′ · [∇φ

′×∇Θ
o
ax], (5.59)

where Θo
ax coincides exactly with the expression in Eq. (5.33). Integrating by parts, employing

Eq. (5.40), and transforming to the real time (i.e., iφ→ φ), we obtain

So
ax =−

α

24π2

∫
d4xΘ

o
ax∇(φ− ~

e
∂tΦ) ·~B, (5.60)

where ∇×∇Φ = 0 is used. This is exactly what we have obtained in Eq. (5.30).

The differences between Eq. (5.60) and the axion action in the relativistic case have

been discussed by the end of Sec. 5.3. The essential reason is a lack of Lorentz symmetry in

the p+ is case. Here we note that on a technical level, the band dispersion in the normal metal
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phase of p+ is superconductor does not contain negative energy states. Therefore, unlike the

relativistic case, there is no inter-band transition (from negative to positive energy bands) in the

p+ is superconducting case, which leads to the different behaviors between the two situations.

5.6 Zeeman contribution to axion electrodynamics

In this section, we calculate the Zeeman contribution to the axion action based on the path

integral approach.

5.6.1 Diagram IV

This diagram potentially can contribute to
∫

d4x∇φ′ ·~B in the axion action. We will derive

its explicit expression.

λ = s

One term contributing to the λ = s case is −1
6Tr[G0∆HZG0∆HφG0∆Hs]. Including the

combinatoric factor of 6, we obtain

DIV
s =

1
β

∑
ωn

∫ d3~k
(2π)3 tr

[
G0(ωn,~k)φ′(Ω2,~q2)γ

0G0(ωn +Ω2,~k+~q2)

× (−)1
4

igµBεi jkγ
j
γ

kBi(−Ω1−Ω2,−~q1−~q2)

×G0(ωn−Ω1,~k−~q1)δ∆s(Ω1,~q1)γ
4]. (5.61)

Only considering the axion term
∫

d4x∇φ′ · ~B, we can set Ω1 = Ω2 = 0, and it is enough to

expand DIV
s up to linear order in~qα (α = 1,2). Calculations show that (α,β = 1,2; i, j,k = x,y,z;
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ki 6= k j 6= kk)

DIV
s = E1siiq1iBi +E2siiq2iBi +O(qα jqβk), (5.62)

in which

Eαsi = −2gµB
∆p

k f

1
β

∑
ωn

∫ d3~k
(2π)3 Mαsi, (5.63)

where

M1si =
−ω2

n +ξ2
~k
+(k2

i − k2
j − k2

k)
∆2

p

k2
f
−∆2

s

[ω2
n +ξ2

~k
+(

∆p
k f
)2k2 +∆2

s ]
3

,

M2si =
ω2

n− ~2

2m(k
2
f − k2 +4k2

i )ξ~k +
∆2

p

k2
f
(k2−2k2

i )−∆2
s

[ω2
n +ξ2

~k
+(

∆p
k f
)2k2 +∆2

s ]
3

.

(5.64)

We note that: the q1iB j (i 6= j) terms vanish in DIV
s after the integration over the solid angle of~k;

and k2
i can be replaced by k2/3 in the integration. Therefore,

Mαsi ≡Mαs, Eαsi ≡ Eαs, (5.65)

where i = x,y,z.

We will only keep the leading order terms in an expansion over ∆λ/ε f (λ = s, p). Then

in E1s, all k2 can be replaced by k2
f in the integrand M1s, and

∫
d3~k/(2π)3 can be set as N f

∫
dξ,

where N f =
mk f

2π2~2 . On the other hand, M2si contains a term − ~2

2m(k
2
f +

k2

3 )ξ~k, which is one order

less than the other terms in the numerator. Therefore, in this case,
∫

d3~k/(2π)3 should be set as
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N f
∫
(1+ ξ

2ε f
)dξ, and

M2s→−
4
3ξ~kε f

[ω2
n +ξ2

~k
+(

∆p
k f
)2k2 +∆2

s ]
3
+

ω2
n− 1

3ξ2
~k
+ 1

3∆2
p−∆2

s

[ω2
n +ξ2

~k
+(

∆p
k f
)2k2 +∆2

s ]
3
+

4∆2
pξ2

~k

[ω2
n +ξ2

~k
+(

∆p
k f
)2k2 +∆2

s ]
4
, (5.66)

where the first term can combine with N f
∫ ξ

2ε f
dξ within

∫
d3~k/(2π)3 giving a nonzero con-

tribution, and the third term in Eq. (5.66) comes from expanding the denominator using

∆2
pk2/k2

f = ∆2
p(1+ξ~k/ε f ). Again at zero temperature, 1

β
∑ωn =

∫ dω

2π
. Performing the integrations∫

dω
∫

dξ, we obtain

E1s(∆s,∆p) =
gµBm

12π2~2

∆p(3∆2
s +∆2

p)

(∆2
p +∆2

s )
2 ,

E2s(∆s,∆p) =
gµBm
4π2~2

∆p(∆
2
s −∆2

p)

(∆2
p +∆2

s )
2 . (5.67)

Transforming back to the real space, the action becomes

SZ
ax =

∫
d4x
[
E1s∇δ∆s ·~Bφ

′+E2sδ∆s~B ·∇φ
′]. (5.68)

Integrating by parts, dropping total derivative terms, and using ∇ ·~B = 0, we obtain the axion

action

∫
d4x(E1s−E2s)φ

′
∇δ∆s ·~B. (5.69)
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λ = p

Similar as the λ = s case, the expression with a spatially varying δ∆p is

DIV
p =

1
β

∑
ωn

∫ d3~k
(2π)3 tr

[
G0(ωn,~k)φ′(Ω2,~q2)γ

0G0(ωn +Ω2,~k+~q2)

× (−)1
4

igµBεi jkγ
j
γ

kBi(−Ω1−Ω2,−~q1−~q2)

×G0(ωn−Ω1,~k−~q1)
1
k f

δ∆p(Ω1,~q1)(~k−
~q1

2
) ·~γ
]
. (5.70)

Again setting Ω1 = Ω2 = 0, and keeping the linear in~qα (α = 1,2), we obtain

DIV
p = E1piq1iBi +E2piq2iBi +O(qα jqβk), (5.71)

in which

Eαp = −gµB
∆s

k f

1
β

∑
ωn

∫ d3~k
(2π)3 Mαp, (5.72)

where (ki 6= k j 6= kk)

M1p =
ω2

n +ξ2
~k
+(

∆p
k f
)2(k2−4k2

i )+∆2
s

[ω2
n +ξ2

~k
+(

∆p
k f
)2k2 +∆2

s ]
3

,

M2p =
4[−(∆p

k f
)2(k2

j + k2
k)+

~2

m k2
i ξ~k]

[ω2
n +ξ2

~k
+(

∆p
k f
)2k2 +∆2

s ]
3

. (5.73)

We note that again, the values of Eq. (5.73) do not depend on i = x,y,z. Calculations show that

(up to leading order in ∆λ/ε f , where λ = s, p)

Eαp =−
∆s

∆p
Eαs. (5.74)
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Correspondingly, the contribution to the axion action is

∫
d4x(E1p−E2p)φ

′
∇δ∆p ·~B. (5.75)

5.6.2 Diagram V

This diagram potentially can contribute to
∫

d4x∂t~A′ ·~B in the axion action. However, in a

way similar with the discussions in Sec. 5.5.1, it can be seen that the axion contribution from this

diagram vanishes, since the integrand is odd with respect to the fermionic Matsubara frequency.

5.6.3 Zeeman contribution to the axion action

Combining Eqs. (5.69,5.75) and using Eq. (5.74), we obtain

SZ
ax =

∫
d4xφ

′EZ(∆s,∆p)∇(
∆s

∆p
) ·~B, (5.76)

in which

EZ = ∆p(E1s−E2s)

=
gµBm
3π2~2

1
[1+(∆s/∆p)2]2

. (5.77)

Using

∫ ∆s
∆p

0

dx
(1+ x2)2 =

1
2
[

arctan(∆s/∆p)+
∆s/∆p

1+(∆s/∆p)2

]
, (5.78)

and plugging in µB = e~
2mc , SZ

ax becomes

SZ
ax =

ge
24π2~c

∫
d4xφ

′
∇Θ

Z
ax ·~B, (5.79)
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in which α is again the fine structure constant, and

Θ
Z
ax = 2arctan(

∆s

∆p
)+

2∆s∆p

∆2
s +∆2

p
. (5.80)

Further performing an integration by part and transforming to real time, we obtain

SZ
ax =

gα

24π2

∫
d4xΘ

Z
ax∇(φ− ~

e
∂tΦ) ·~B, (5.81)

in which g = 2 in vacuum, but can be somewhat arbitrary in solid state materials. The action SZ
ax

in Eq. (5.81) can also contribute to transverse supercurrent, similar to its orbital counterpart as

discussed in Sec. 5.3. However, we note that unlike the orbital case, the current arising from Eq.

(5.81) are bound currents, which are not related to wavepacket transport of electrons.

Here we note that ΘZ
ax = π−Θo

ax, where the expression of Θo
ax is given in Eq. (5.33). This

difference comes from the integral
∫ ∆s/∆p

0 dx in Eq. (5.78), unlike the one in Eq. (5.58) which is∫
∞

∆s/∆p
dx. The choice of the lower and upper bounds of the integration in Eq. (5.78) is consistent

with Ref. [147], where the free energy describing the magnetoelectric effect in the spin channel is

calculated in the vicinity of Tc. It is shown in Ref. [147] that for a pure p-wave superconductor,

the spin magnetoelectric effect vanishes. Therefore, in the current situation, ΘZ
ax should be zero

for a pure p-wave superconductor in the absence of ∆s.

5.7 Conclusions

In conclusion, we have studied the coupling between the axion angle and the electromag-

netic field in p+ is superconductors. Including both the orbital and Zeeman contributions, the

axion action is derived as

Sax =−
α

24π2

∫
d4xΘax∇(φ− ~

e
∂tΦ) ·~B, (5.82)
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in which α is the fine structure constant, and the axion angle is

Θax = Θ
o
ax−Θ

Z
ax

= −gπ+(1+g)(θax− sinθax), (5.83)

where g is the Landé factor and θax = π− 2arctan(∆s/∆p). The axion action in Eq. (5.82)

has two differences compared with the relativistic case. The induced electric field does not

appear, therefore Sax does not have Lorentz symmetry. In addition, the axion angle Θax also

contains a sinusoidal term sin(θax), not just θax. Our work reveals the crucial difference for

axion electrodynamics between the p+ is superconductors and the superconducting Dirac/Weyl

systems.

Acknowledgments CX is supported by The Office of Naval Research under grant N00014-
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5.A Symmetry allowed non-axion terms

In this appendix we examine all the symmetry allowed terms which contain one ∆λ

(λ = s, p), two Aµ’s (µ = t,x,y,z), and two spacetime derivatives. Up to an overall factor

F(∆2
s ,∆s/∆p)∆λ (where F is a function which can be determined by calculating the corresponding

diagram), the terms invariant under 3D rotations and P T -operation are

∂t~A′ ·∂t~A′ δ∆λ

∂
2
t
~A′ ·~A′ δ∆λ

∂tφ
′
∂tφ
′
δ∆λ

∂
2
t φ
′
φ
′
δ∆λ (5.84)
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(∇ ·~A′)(∇ ·~A′) δ∆λ

∇
2~A′ ·~A′ δ∆λ

∇φ
′ ·∇φ

′
δ∆λ

∇
2
φ
′
φ
′
δ∆λ (5.85)

∂t~A′ · (∇×~A′) δ∆λ

~A′ · (∇×∂t~A′) δ∆λ (5.86)

(∇ ·~A′)∂tφ
′
δ∆λ (5.87)

(∇×~A′) · (∇φ
′) δ∆λ , (5.88)

in which λ = s, p. The terms in Eq. (5.86) vanish as discussed in Sec. 5.5.1, and Eq. (5.88) is the

axion term which has been calculated and discussed in the main text.

Here we make a comment on the order of the coefficients of the non-axion terms. In

superconductors, the leading term in the action for the phase mode is

∫
d4x
[
N f (~∂tΦ− eφ)2 +

ns

2m
(~∇Φ+

e~A
c
)2], (5.89)

in which ns is the superfluid density. Notice that in the long wavelength limit, additional spacetime

gradient terms are suppressed by factor of (qξc)
n ∼ (~v f q/∆)n [192], where ξc is the coherence

length, and q can be either |~q| or |Ω|/v f . For simplicity, consider the term ∂t~A ·∇×~A (although

this term vanishes as discussed in Eq. (5.86), it works as an illustration for the other non-axion

terms, regarding the order of the coefficients). The coefficient C of this term should be on order of
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∼ 1
∆
(

v f
∆
) ns

2m . Using ns ∼ k3
f , it is straightforward to obtain C ∼ (ε f /∆)2. Other other hand, recall

that the coefficients of the axion terms are of O[(∆/ε f )
0]. Therefore, generically, the non-axion

terms can be much larger, i.e., enhanced by a factor of (ε f /∆)2 compared with the axion terms.

However, we note that none of the non-axion terms can contribute to the effects like transverse

supercurrent as discussed in Sec. 5.3, and in fact, they do not exhibit magnetoelectric effects.

This chapter is a reprint of the following preprint being prepared for submission for

publication: ‘C. Xu and W. Yang, Axion electrodynamics in p+is superconductors. arXiv:

2009.12998’. The dissertation author was the primary investigator and author of this paper.
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