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Abstract

Controlling the Phase of Light by Nanostructuring of Materials

by

David Barth

Doctor of Philosophy in Engineering – Mechanical Engineering

University of California, Berkeley

Professor Xiang Zhang, Chair

The previous century was defined to a major extent by the digital revolution, which
ushered in the information age. This rapid proliferation and improvement of electronic
technology continues to have far-reaching effects on human existence. Similarly, advances
in photonics have the potential to lead to technology that drastically changes our lives. So
far, the vast potential of photonics, and especially nanophotonics, has not resulted in such
sweeping societal change. While the laser, LED, and photovoltaic cell serve important, and
increasing, functions, technological advances in photon control at the nanoscale are required
for the full potential of photonics for computing, medicine, and energy to be realized. In
this dissertation, we examine some methods and devices that can address these needs in
photonics, particularly by exploiting the refractive index of materials, the phase of light, and
the relation between the two.

The first chapter focuses on controlling the refractive index of silicon by inducing spatially
varying porosity. This technique enables the fabrication of gradient index devices that can
control light’s propagation through the device to a degree that is not possible with traditional
optical elements. By using the transformation optics design technique, it is possible to
design a device with complete control over the path of light in the device, limited only by
the material properties available. Using photoelectrochemical etching, we demonstrate the
ability to control the refractive index of light in a range from 1.2 to 2.1 in devices that can be
as large as centimeters, a combination not possible with other methods. This method is used
to fabricate gradient index waveguides and Miñano concentrators, ideal optical concentrators,
which are of particular interest in photovoltaics.

The next two chapters focus on using nonlinearity to manipulate light. First, the thermo-
optic effect is used to design a dynamically self-assembled band structure in a distributed
Bragg reflector, which exhibits reconfigurability of its transmission and reflection properties
as well as self-healing to mitigate the effects of defects in the device structure. Next, a
metasurface, a subwavelength array of resonant antennas is used to generate third harmonic
frequency light and directly impart phase delays to it to control its reflection and refraction.
Generalized laws of reflection and refraction for nonlinear harmonic generation at an interface
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with phase discontinuities are developed and experimentally confirmed, and asymmetric
transport, which is predicted by these laws, is demonstrated. Asymmetric transport is
critical for the development of integrated photonics for computing applications.

In the final section, a technique for integrating quantum dots, nanoscale light sources,
with other photonic components is demonstrated. The quantum dots are incorporated into
electron beam resist materials in controlled concentrations and patterned with electron beam
lithography, which can precisely control their location. Single quantum dots serve as non-
classical emitters, capable of generating single photons necessary for quantum computing
and many other emerging fields in quantum optics.
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Chapter 1

Introduction

1.1 Nanotechnology and Nanophotonics

Since the invention of the transistor and the integrated circuit [1], nanotechnology has
exploded as both a major driver of technological innovation and an area of vast scientific in-
terest, leading to new understanding of the world around us. Similarly, advances in nanopho-
tonics have also been critical to a variety of important technologies. Most visibly, the light
emitting diode (LED), the semiconductor diode laser, and a variety of different photovoltaic
cells have played an important role in industrial and societal development.

One of the early hopes of nanophotonics was that the miniaturization of optical compo-
nents would allow photonic systems to replace or augment electronic ones at the chip scale
[2]. Because photons are not charged, they interact with materials and with each other
much less strongly than electrons. This can be both an advantage and disadvantage in de-
signing photonic systems. This lack of interaction means that photonic systems suffer from
less cross-talk and interference, can travel long distances with minimal losses. It also allows
multiplexing, as photons of different wavelengths can use the same components and still be
detected separately, enabling a powerful degree of freedom for design of such systems that is
not available in electronics.

Despite the many advantages of optical systems over electronic ones, including multi-
plexing, higher speeds, and robustness to interference, they have not yet proven capable of
replacing most electronic systems, especially at the chip scale. The main reason for this is
also related to the weaker interactions of photons. Devices depend on these interactions to
fulfill their function, and designing optical devices to meet all requirements of an integrated
system has proven challenging. Plasmonics can help to alleviate this issue as well as spa-
tially confine the light, an advantage to integration, but it also introduces losses, which can
decrease efficiency and lead to problems in design [3]. In order for on-chip photonics to reach
its envisioned potential, a toolkit of components including light emitters, photon control
elements (e.g. modulators, multiplexers, waveguides, and filters) and photodetectors that
can be integrated with electronic components is necessary. Much progress has been made
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in recent years, but there is still much work to be done before we begin to see consumer
products using these technologies [4–15].

1.2 Optical Fundamentals and Metamaterials

The primary focus of this dissertation is using metamaterials to control movement of
light through materials by manipulating the light’s phase. Light-matter interactions and
their relation with phase and the refractive index can be understood through Maxwell’s
equations, the fundamental governing laws of classical electromagnetism [16].

∇ ·D = ρf

∇ ·B = 0

∇× E = −∂B

∂t

∇×H = Jf +
∂D

∂t

(1.1)

where D is the electric displacement field, ρf is the free charge density, B is the magnetic
flux density, E is the electric field, H is the magnetic field, and Jf is the free current density.

If there is no free charge or current, we can apply several definitions and mathematical
identities and arrive at the wave equations for the electric and magnetic field [17]:

∇2E = µ0ε0
∂2E

dt2

∇2B = µ0ε0
∂2B

dt2

(1.2)

where µ0 and ε0 are the magnetic permeability and electric permittivity of free space respec-
tively.

One solution to equation 1.2 takes the following form:

E(r, t) = E0 cos(ωt− k · r + φ0)

B(r, t) = B0 cos(ωt− k · r + φ0)

k = |k| = ωn

c

(1.3)

where r is the spatial coordinate, t is time, ω is the frequency, k is the wavevector, n is the
refractive index, n =

√
εµ, c is the speed of light, and φ0 is the phase angle.

From equation 1.3 we can see that controlling the refractive index and directly imparting
phase are two ways that light-matter interactions can be controlled. Phase and refractive
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index are related by the concept of the optical path length (OPL =
∫
n(s)ds). Differences

in OPL are directly related to phase differences between two light waves. Therefore, ma-
nipulating the refractive index of the medium through which a light wave travels to change
its OPL is functionally the same as directly imparting the equivalent phase delay. This is
illustrated in figure 1.1. Compared with the first case, where the light wave travels through
a uniform medium, the other two situations result in phase shifts. In the second case the
light enters a high index material and then exits it again. While it is in the high index
material, the velocity decreases (v = c/n), so in order for the frequency to stay the same, the
wavelength decreases. When it exits the high index material, the wavelength increases again,
but the wave is now phase shifted from the wave in the uniform medium. In the third case,
there is a phase discontinuity imparted to the light wave by a subwavelength element such
as a metasurface, which we will discuss in chapter 4. In this case, the wavelength remains
constant, but the discontinuity also results in a phase difference with the first wave.

Further understanding of the consequences of Maxwell’s equations bring us to two more
important concepts. The first is Fermat’s principle of least time, whose modern version
states that a ray of light follows a path such that an infinitesimal variation in the path yields
an infinitesimal variation in the time for the ray to traverse it. Fermat’s principle of least
time can help us understand how light traverses materials with changing refractive index.
Mathematically, this can be expressed by the eikonal equation, equation 1.4, derived from
Maxwell’s equations under a set of simplifications known as ray optics.

d

ds

[
n(r)

dr

ds

]
= ∇n(r) (1.4)

where s is the parametric distance along the ray of light, and r is the vector describing the
light ray’s trajectory.

The other consequence of Maxwell’s equations that will be important to understand this
work is Fresnel’s equations of reflection and refraction. These equations govern what hap-
pens at the interface between materials with different refractive indices, and are derived
by applying the necessary boundary conditions for the electric and magnetic field at these
interfaces. The effects of the boundary conditions change depending on the orientation of
the electric field in relation to the interface of the two materials (called the light’s polariza-
tion), so separate equations are derived for s-polarized light (named for the German word
senkrecht, which means perpendicular), where the electric field is perpendicular to the plane
of incidence, and p-polarized light, where the electric field is parallel to the plane of inci-
dence. The Fresnel equations for s- and p-polarized light are given in equation 1.5 assuming
the material is transparent and non-magnetic [18].
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Figure 1.1: Illustration of light waves and how their phase can be affected. E1 travels through
a single medium and is the reference for the other two cases. E2 enters a material with a
higher refractive index and then exits it again. E3 passes through a thin subwavelength
structure that imparts additional phase of φ to the wave. The dotted line shows that the
final phase for each after traveling the same physical distance (but not the same OPL) is
different for each wave.



CHAPTER 1. INTRODUCTION 5

Rs =

∣∣∣∣∣∣∣∣
n1 cos θi − n2

√
1−

(
n1

n2
sin θi

)2

n1 cos θi + n2

√
1−

(
n1

n2
sin θi

)2

∣∣∣∣∣∣∣∣
2

Rp =

∣∣∣∣∣∣∣∣
n1

√
1−

(
n1

n2
sin θi

)2

− n2 cos θi

n1

√
1−

(
n1

n2
sin θi

)2

+ n2 cos θi

∣∣∣∣∣∣∣∣
2

Ts = 1−Rs

Tp = 1−Rp

(1.5)

where Rs, Rp, Ts, and Tp are the reflectance and transmittance of s- and p- polarized light
respectively, n1 and n2 are the refractive indices of the materials, and θi is the light’s angle
of incidence.

1.3 Objective

As we can see from these fundamental equations of optics, the refractive index, which
is a material property that depends on the material’s permittivity and permeability, is the
key parameter affecting light-matter interaction. Much of metamaterials research focuses
on manipulating these properties in ways that are not seen in nature, such as making both
the permittivity and permeability negative, resulting in a negative refractive index [19].
Materials engineered in this way can also have a refractive index of 0, which leads to its
own unique properties. Here we will define metamaterials functionally, but not rigorously,
as materials whose nanoscale structure rather than atomic scale material properties, are
responsible for their bulk properties. Some of the major achievements in metamaterials
include negative refractive index materials [20–22] and super resolution imaging in the near
[23, 24] and far field [25].

Recently, a large focus of metamaterials has been on dielectric metamaterials, which
avoid the major problem of optical losses which the metamaterial field has struggled to
mitigate, but which also lose some of the unique properties drew attention to them in the first
place. Here, we will focus mainly on nanoscale engineering of standard dielectric materials,
which have positive permittivity and permeability, and plasmonic materials, which have
negative permittivity and positive permeability. The goal here is to use nanoscale engineering
and the fabrication of metamaterials to make devices that control light in ways that are
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difficult to achieve using conventional materials and techniques. The fabrication methods
used are compatible with the ultimate goal of integrating nanoscale photonic components
with electronic devices and fabrication methods.

In this work, we describe three methods of using nanomaterials in novel ways to control
the movement and interaction of photons and one method of integrating nanoscale pho-
ton sources with convention nanoscale devices. The topics comprising this dissertation are
outlined below:

• In chapter 2, we introduce transformation optics, a method that can be used to design
optical devices that utilize gradients in refractive index, and effective medium theory,
which allows us to estimate the bulk refractive index of composite materials whose
components are much smaller than the wavelength of light, including porous materials,
which are composites of air and solid material. We then introduce the technique
of photoelectrochemical etching of silicon to fabricate porous silicon and silica with
spatially controllable refractive index. We use this technique to fabricate a gradient
index lens, an ideal optical concentrator, and a phase mask for imparting arbitrary
phase to a light wave.

• In chapter 3, we design, simulate, and fabricate a distributed Bragg reflector and use
the thermo-optic effect, a nonlinear process by which the refractive index of a material
changes due to changes in its temperature, to cause the band structure of the Bragg
reflector to exhibit properties of dynamic self-assembly. Dynamic self-assembly is a
thermodynamically non-equilibrium process that allows devices to exhibit properties
including reconfigurability and self-healing of defects.

• Chapter 4 covers the derivation of a generalized form of Snell’s law of refraction that
accounts for phase discontinuities introduced by an array of optical antenna called a
metasurface, as well as nonlinear harmonic generation at the material interface. We
fabricated a nonlinear metasurface that imparted a uniform phase gradient to the
light wave while generating the third harmonic to the exciting frequency, and used
this metasurface to confirm the derived equation. We tested and confirmed a major
prediction of the equation, that certain polarizations of light could exhibit asymmetric
transport through the metasurface.

• In chapter 5, we develop a method to incorporate luminescent quantum dots into
standard fabrication processes by spin-coating and electron beam lithography. We
control the location and density of quantum dots and isolate individual dots to detect
single photons, which is necessary for quantum computing and other areas of quantum
optics. This technique could be used to integrate photon sources with a variety of
optical components including those discussed in previous chapters.

• Chapter 6 contains a summary of the works discussed and a brief discussion on future
areas of research that build on the techniques and devices demonstrated as well as a
broader outlook on the field.



7

Chapter 2

Gradient Index Optical Devices

2.1 Transformation Optics and Gradient Index

Materials

Transformation optics [26, 27] provides a powerful tool for controlling electromagnetic
fields and designing novel optical devices based on the form invariance of Maxwell’s equa-
tions under coordinate transformations, meaning that changing the coordinate system does
not change the form of Maxwell’s equations, but only the constants [28]. As a result, we
can understand the way light behaves in an artificially distorted space by applying a mathe-
matical transformation that equates this distorted space to undistorted space with spatially
varying optical properties, illustrated in figure 2.1. Figure 2.1a shows light propagation
through untransformed space, and figure 2.1b shows the effect of the transformation on the
behavior of light and the refractive index of the material. In this simple one dimensional
example, the coordinates are quadratically compressed in the x direction, meaning the light
rays traversing the space bend more than they would in uncompressed space. It can be
helpful to imagine the coordinate space and the light rays drawn on a sheet of rubber. As
the rubber is stretched and compressed, the light rays bend, because they are fixed to the
coordinate system. The mathematical transformation then allows the material properties
of the physical medium required for the light to behave as though they were in the virtual
deformed space. The application of this method allows the design of many novel and poten-
tially useful devices including perfect lenses, which have imaging resolution better than the
diffraction limit, [29] and invisibility cloaks [30, 31].

In practice, devices designed by this method often require material optical properties
that cannot be achieved at visible or near IR light wavelengths. In particular, transforma-
tion optics can result in device designs that require the relative magnetic permeability, µ, to
have a value other than 1. Since no natural materials exhibit a magnetic response at optical
wavelengths, this requires the use of specially designed resonant metamaterials such as split
ring resonators. These devices are both difficult to fabricate and impractical due to large
optical loss. The conformal transformation technique [32–34] can relax this requirement to
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Figure 2.1: A simple 1D transformation, which gives the optical properties required for light
in real space to behave as designed in transformed space. a) Light propagation through
untransformed space. b) Light propagation through transformed space.

isotropic dielectrics with gradient refractive indices, which means resonant metamaterials
are not necessary. However, there are few effective methods for achieving large arbitrary
refractive index gradients at large scales, so the limitation for building transformation op-
tical devices is still in the fabrication. Nanofabrication techniques such as electron beam
lithography or focused ion beam milling have been demonstrated to achieve large control of
refractive indices for a carpet cloak [35–39], a multifunctional optical Janus device [40], and
a Luneburg lens [41, 42], but those devices are limited to small sizes on the order of hundreds
of micrometers and are very expensive and time consuming to produce. These fabrication
techniques are intrinsically unscalable to volume production or macro scale devices. Because
they are serial ”writing” type fabrication methods, the writing speed is the major limiting
factor in the throughput. The speed varies based on the exact requirements of a process,
but speeds on the order of tens of seconds per square µm are typical. Also, because these
methods require a beam of charged particles focused to the nanometer scale, the total field
size is restricted by the ability to keep the beam in focus, and even in the most advanced
tools, is only on the millimeter scale.

For large scale optical devices, standard fabrication techniques do not allow engineered
refractive index profiles to be patterned into optical media with the precision and range
required for transformation optics. Doped glasses, the current industry standard engineered
materials for gradient index optics, are limited to relatively modest gradients and variations
as well as restricted geometries [43, 44]. The reported maximum index variation is 0.27,
and is more commonly 0.1 or less [45, 46]. Recent work shows that similar flexibility and
large scale patterning can be achieved using photopolymers. However, they are limited to a
refractive index variation of less than 0.003 [47], which is three orders of magnitude smaller
than we demonstrate. Similar capabilities have also been demonstrated using interference
lithography [48] and direct laser writing [49], but these are also limited to smaller refrac-
tive index variations, as they ultimately control refractive index by exposing photosensitive
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polymers.

Effective Medium Theory

Bulk material properties can be controlled through the nanostructure of materials accord-
ing to effective medium theory, whose basic concept is that the an inhomogeneous material’s
bulk properties are some average of the properties of the homogeneous components. Al-
though it is not yet possible to predict the exact values of these bulk properties, effective
medium theory allows us to develop approximations that are useful for the design of such
materials. The exact calculation of effective properties is less important than the concept
that we can use nanoscale structuring to control bulk properties.

For optics in particular, it may seem counterintuitive that features at length scales far
smaller than the diffraction limit can affect the light-matter interactions, but in fact, this size
difference is critical. Because the inhomogeneity is an order of magnitude or more smaller
than the wavelength of the light interacting with it, the light cannot ”see” and interact
with the individual components. Instead the material affects the light as though it were a
homogeneous material with the average properties defined by the effective medium. This is
how, for instance, engineered materials can achieve a negative refractive index by combining
two different nanoscale building blocks, one with negative permittivity, and the other with
negative permeability, both of which do occur naturally. As long as, in the effective medium,
the negative value from one component is stronger than the positive value from the other,
the bulk material will exhibit both negative permittivity and permeability. A simpler form
of metamaterial enabled by effective media is a porous dielectric. If the pores are much
smaller than the wavelength of light, the composite of air and the material will behave as an
effective medium with an index between the two. By spatially controlling the porosity, the
refractive index can also be spatially controlled within a material, thus allowing the design
of devices with refractive index gradients, which can be used to produce a variety of useful
effects.

There are many effective medium approximations, varying from theoretical upper and
lower bounds with very few assumptions to empirical formulas for specific types of compos-
ites. The Hashin-Shtrikman bounds, which have been derived for a broad range of material
properties, including refractive index, are the tightest bounds possible on the effective prop-
erties of a two-phase material, assuming only that the two component materials are isotropic
and isotropically distributed. One useful model for predicting the refractive index of porous
materials is the Maxwell-Garnett theory. Figure 2.2 shows the effective permittivity of a
composite as calculated by the Hashin-Shtrickman bounds and the Maxwell-Garnett theory
as a function of the porosity of the composite. In this case, because the permeability of most
materials at optical frequencies is 1, the refractive index is related to the permittivity by
n =
√
ε.
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Figure 2.2: Effective medium approximations to estimate refractive index of composites of
air and silicon. Hashin-Shtrikman upper and lower bounds, the tightest theoretical bounds
on the effective properties, are shown, along with the average of the Hashin-Shtrickman
bounds, which is often used as a rough estimate for the actual value. A more specific model,
the Maxwell-Garnett theory is also shown. The Maxwell-Garnett theory is used here to
approximate the porosity of samples from their measured refractive index.

2.2 Electrochemical Etching

Porous silicon produced by electrochemical etching [50, 51] can have a large variation of
refractive index achieved by forming an effective medium with a network of nanoscale pores
[52]. The density of the pores and thus the effective refractive index can be controlled by
changing etching conditions. The etching process can be considered a two step electrochem-
ical reaction, where silicon is first electrochemically oxidized and the oxidized silicon is then
chemically dissolved by hydrofluoric acid, as shown in equation 2.1.

Si+ 2H2O + 2h+ → SiO2 +H2 + 2H+

SiO2 + 6HF → SiF 2−
6 + 2H2O + 2H+ (2.1)

Bragg mirrors and other one dimensional multilayer optical devices with index variations
in the perpendicular direction (z direction) have been demonstrated in porous silicon by peri-
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odically adjusting the etching current with time [53–55]. In these devices the etch conditions
vary during the etching process, and as a result, the refractive index in the z-direction can be
controlled. This technique is effective as an alternative to optical thin film deposition, but
in order to extend this technique to two-dimensional devices it is necessary to impose lateral
(x-y plane) gradients. This has been demonstrated by using electrodes designed to shape the
electric field in the electrochemical cell during etching [56]. However, the refractive index
profile is determined by the designed electrode, which limits the flexibility of the technique,
as each different design will require a new, precisely machined electrode. This technique
has only been used for simple, symmetric index patterns. For more complicated devices,
electrode design would be difficult.

Another recent work used deep reactive ion etching (DRIE) to prepattern silicon be-
fore electrochemical etching and selective-area ion doping to passivate certain surfaces of
the prepatterned structures, which helped control the pore direction and minimize internal
interfaces between pores forming in different directions [57]. This allowed the fabrication
of devices such as birefringent microlens arrays. This interesting technique could be com-
plementary to the photoelectrochemical etching method described in this chapter, as it has
superior spatial resolution, but is limited by symmetry requirements in the index pattern.

2.3 Photoelectrochemical Etching

Photoelectrochemical (PEC) silicon etching is a technique that provides a practical and
effective way to fully control the macro scale profiles of refractive indices by structuring the
porous silicon on the nanoscale. We demonstrate continuous index variation from n = 1.1
to 2, a range sufficient for many transformation optical devices [58].

Our PEC etching is a flexible and powerful method for fabrication of porous silicon that
uses light projected onto the surface of the silicon, rather than modulation of current density
during the etching, to spatially control the material properties [59, 60]. This process depends
directly on the charge carrier concentration in the material. The light absorbed at the surface
of the silicon locally modulates the carrier density distribution in the silicon, which affects
the pore formation rate and thus the effective refractive index.

The PEC silicon etching process is sensitive to illumination as well as to dopant type and
concentration. The chemical reaction requires the presence of holes, so n-type silicon does
not etch in the dark, requiring illumination to generate the necessary holes. The required
illumination and sensitivity to illumination intensity permits optical control of etching in
n-type porous silicon. However, n-type porous silicon tends to have high scattering, non-
uniform pore size, and strong photoluminescence, making it a poor material for optical
devices. P-type silicon, because of the abundance of holes, etches well in the dark and is
typically much more sensitive to current density during the etch process than to illumination.
The resulting structure has more uniform pores and is more optically transparent than n-
type porous silicon, making it suitable for one dimensional optical devices [61, 62], with etch
depths on the scale of the wafer thickness. However, optical patterning has not previously
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been demonstrated in p-type silicon, making the fabrication of two or three dimensional
devices difficult.

This work is, to our knowledge, the first time light has been used to control porosity in
p-type silicon. As a demonstration, we fabricated in-plane gradient index devices using our
PEC etching method. Figure 2.3 illustrates the chemistry of the PEC method and electron
micrographs of the resulting structures. The applied current in the electrochemical cell
causes holes to drift toward the surface of the silicon, while electrons drift in the opposite
direction. When two holes react with a surface silicon atom, the atom becomes oxidized,
and can be dissolved by hydrofluoric acid (HF). As pores form, it becomes unlikely for holes
to diffuse all the way to the external silicon surface, so etching is restricted to the interface
between the porous and bulk silicon. When light is absorbed by the silicon, an exciton,
an electron-hole pair, forms near the surface. For low intensity illumination, the number
of charge carriers generated by light absorption is not large enough to significantly affect
the electrochemical reaction. However, when the light intensity becomes strong enough, the
charge carrier density due to photoexcitation can approach or exceed the carrier density due
to the doping. This can change the effect of the doping, which is one of the most important
parameters affecting porous silicon formation. This results in p-doped silicon behaving as
though it were less heavily doped as illumination increases, which inhibits etching. The
balance of charge carriers controls pore formation, resulting in lower porosity and therefore
higher refractive index in more strongly illuminated areas. Using a low etching current and
high illumination intensity, we increase the influence of illumination on the etching process,
allowing us to spatially control the porosity using light. The opposite effect is seen in n-type
silicon, where absorbed light provides the necessary holes and enables etching.

This process allows us to pattern the porosity of the p-type silicon by projecting an image
on the surface of the silicon using a digital micromirror device (DMD) during the etching
process. Any grayscale image can thus be projected onto the chip during etching, meaning
there is no symmetry requirement. Any arbitrary pattern can be etched. This new technique
unlocks extreme flexibility in gradient index pattern control for making transformation op-
tical devices. While we did not explore the limits of patterning resolution in this work, we
were able to demonstrate patterned features smaller than 1 mm. The ultimate resolution is
likely not caused by the diffraction limit of the optical system used to project the pattern,
but the diffusion length of photogenerated charge carriers in the silicon, which is on the order
of tens of micrometers [59].

PEC Process

A silicon chip approximately 2.5 cm2 was placed in a custom-built Teflon electrochemical
cell in contact with an aluminum bottom electrode. The cell was then filled with 6.5 mL
of electrolyte, prepared with 1 part 49% HF solution to 3 parts ethanol by volume. The
top electrode, a ring of platinum wire, was placed in the cell so it was just covered by
the electrolyte. An illumination pattern was then projected onto the chip using a DMD
projector and 3 lenses to focus and resize the image to 2 cm2. The optical power density
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Figure 2.3: PEC etching for p-type porous silicon. Electrochemical dissolution of silicon in
HF and the effect of optical excitation are shown.
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Figure 2.4: SEM micrographs of gradient index porous silicon device. a) Top view. b)
cross-sectional view showing high index device layer and low index isolation layer.

of the projected light ranged from 50 W/m2 to 5500 W/m2. A constant current of 10 mA
was applied for four minutes, resulting in a constant etching rate of approximately 0.35
µm/minute. The effect of illumination and etch depth on etch rate was minimal. The pores
are approximately cylindrical, and the pore diameters range from approximately 10 to 30
nm. The pore length is equivalent to the etching depth. Figure 2.4a shows the scanning
electron micrograph of top view of the fabricated porous silicon. To access a lower index
range, some porous silicon samples were then placed in a rapid thermal annealer under 15
µmol/s oxygen gas at 300◦ C for 5 minutes and then at 800◦ C for 8 minutes to form porous
silicon oxide.

In order to make a waveguide, with light traveling in a high index medium between two
lower index materials, an additional etching step was required. Because porous silicon has a
lower index than bulk silicon, a layer of porous silicon on top of bulk silicon will not confine
light. The material underneath the gradient index material must have a lower index. In this
etching process, the etching occurs from the interface between silicon and electrolyte. Unlike
in typical thin film deposition in which subsequent layers deposit on top of previous ones,
the first etched layer is on top and subsequent etching proceeds downwards as etching always
occurs at the interface beween the porous and bulk silicon without affecting previously etched
porous silicon. This occurs because once the material is etched and becomes porous, it will
no longer react due to the increased electrical resistance of the porous layer, which inhibits
the electrochemical etching process. The top to bottom nature of this etching process allows
us to form an isolation layer by performing a second electrochemical etch before removing the
wafer from the electrochemical cell. For this step, the current was increased to 50 mA and a
cover was placed on the cell to keep it in the dark. The sample was etched for an additional
four minutes. The higher current resulted in a layer of porous silicon with a larger average
pore size and thus a lower effective refractive index below the device layer. The isolation
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layer below and air above form a complete waveguide. Figure 2.4b shows the layers of the
waveguide in cross section. The top layer contains the gradient index device, which is 1.4
µm thick. The next layer is the low index isolation layer with a refractive index of 1.2, which
is 3.0 µm thick. Below the isolation layer is the bulk silicon substrate, approximately 500
µm thick.

Refractive Index Characterization

The refractive index of the resulting film was characterized by Fourier transform IR
(FTIR) reflectance interferometry. The spectral reflectance of the porous silicon film on top
was measured. Due to interference between light reflected from the top and bottom surface
of the porous silicon, the reflectance spectrum has sinusoidal interference fringes. These
fringes are used to calculate the refractive index. The film thickness was measured manually
by cross-sectioning the sample and imaging in SEM. By calculating the reflectance of films of
that thickness while varying the refractive index and optical absorption, the FTIR spectrum
could be fitted to a theoretical curve and optimized to determine the index of the film as
well as its optical absorption.

We demonstrate the ability to spatially vary the effective refractive index of porous
silicon between 1.4 and 2.0, shown in Figure 2.6, at near infrared wavelengths by projecting
a spatially varied light intensity pattern onto the surface of the silicon in the electrochemical
cell. Increasing illumination intensity inhibits pore formation, resulting in a less porous
material and a higher effective refractive index. The device can then be thermally oxidized,
converting the structure to SiO2, reducing the index and allowing the device design to extend
to visible wavelengths of light. After oxidation, the refractive index ranges between about
1.1 and 1.4. Figure 2.6a shows the refractive index of porous silicon and porous silicon oxide
as a function of illumination intensity. The intensity values correspond to the position along
the x direction of the sample shown in Figure 2.6b, on which a linear gradient was etched in
order to measure the refractive index for different illumination intensities.

Index measurements were performed in a wavelength range from 1.2 to 2.3 µm. The
index variation due to material dispersion across this range is about 0.04, small enough to
allow broadband devices to be designed in the near IR. The graph in figure 2.6a shows the
average index across this wavelength range for each point. The wavelength dependent index
variation is far smaller than the index variation due to the porosity gradient in the material,
so it is acceptable to use this as the approximate index for the whole wavelength range. This
range of achievable refractive index variation is sufficient for many transformation optical
devices. For example, for the Luneberg lens, the required relative refractive index range is
from 1 to 1.41. The required refractive index for carpet cloaks depends on the design, but a
larger refractive index gradient allows a larger feature to be cloaked in a smaller total cloak
area.
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Figure 2.5: FTIR reflectance spectrum for a porous silicon thin film. The thick black line
is the measured reflectance, and the thin blue line is the theoretical fit. Maxwell-Garnett
effective medium theory is used to calculate the porosity based on the index. The lower
graph shows the dispersion of the refractive index, calculated using silicon’s dispersion and
the Maxwell-Garnett theory.

2.4 Gradient Index Lens

As an example, we used this PEC etching technique to demonstrate a gradient index

parabolic lens with the refractive index n = n0

(
1−k r2

2

)
where n0 is the base index at the

center of the lens and k the gradient constant. In order to couple light into and out of
the waveguide, electron beam lithography followed by dry etching with carbon tetrafluoride
(CF4) gas was used to fabricate gratings directly in the porous silicon. The gratings consist
of ten periods of 1 µm each with a depth of approximately 500 nm, and were optimized for
a light wavelength of 1.5 µm. SEM micrographs of the gratings are shown in figure 2.7, and
figure 2.8 illustrates each step of this fabrication process.

To observe light propagation through the waveguide, a supercontinuum light source (Fi-
anium, Southampton, UK) was focused on the input grating to couple broadband IR light
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Figure 2.6: The effective refractive index of porous silicon. A smooth gradient in refractive
index can be achieved over an index range of 1.4 to 2.0 for porous silicon and 1.1 to 1.4 for
porous silicon oxide. a) Refractive index distribution as a function of light intensity projected
during etching. Lower curve shows refractive index of the same material after oxidation by
rapid thermal annealing. The insets are scanning electron micrographs of the porous silicon
at illumination intensity 200 W/m2, 2500 W/m2, and 4000 W/m2, respectively. b) Porous
silicon sample with a smooth gradient for index measurement.
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Figure 2.7: SEM micrograph of gratings etched into porous silicon gradient index lens.
Ten grating periods were etched with each period 1 µm. Increasing the number of periods
increases the coupling efficiency but also decreases their operating bandwidth, which is a
disadvantage in a broadband device. Inset shows a magnified image of a single period of
gratings.

into the device, and the device was imaged with an infrared charge-coupled device (CCD)
as shown in figure 2.9. The sample was attached to a micrometer stage, which was trans-
lated to move the laser spot along the grating. We observed light scattered from within the
waveguide as well as light coupling out from the gratings to determine the propagation path
of light in the device. Light propagation through the devices was simulated using a custom
ray tracing program written in Mathematica, which used a form of the eikonal equation to
determine optical paths within the device. The simulation, matching a well-known result in
gradient index optics, shows that light inside the parabolic gradient index waveguide follows
a sinusoidal pattern.

Figure 2.11 shows a device designed to contain one half period of the sinusoidal oscilla-
tion. A half period lens images an object from its front surface to its back surface with a
magnification of -1, meaning that a focused spot on the left side of the lens above the lens’s
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Figure 2.8: Device fabrication by PEC etching. a) Process steps showing optical control of
refractive index, etching of isolation layer, and fabrication of coupling gratings. b) Photo-
graph of gradient index waveguide fabricated by this process.
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Figure 2.9: Schematic of the setup for measuring light propagation through a gradient index
lens. a) 4f system for imaging propagation of light through porous silicon gradient index
lens samples. b) Schematic of gradient index lens sample showing light bending as it passes
through the device.

Figure 2.10: Ray traces for parabolic lenses with the same index gradient and three different
thicknesses. (Left) Thin lens. (Center) Quarter-period lens. (Right) Half-period lens.
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axis is imaged to a point of identical size on the right side mirrored about the axis, so the
spot appears below the axis as illustrated in figure 2.11. From the period of the sinusoidal

pattern, Λ = 12.3 mm, we can calculate the gradient constant k =
(

2π
Λ

)2
= 0.26. This

agrees with the theoretical value of k from the design of the lens, which is 0.27. We also
designed and fabricated waveguides of one quarter period and one eighth period with the
same refractive index gradient. The focal lengths of all of these devices match closely with
the predictions of the ray tracing model.

2.5 Optical Concentration with Porous Silicon

Optical Concentration for Photovoltaics

As solar energy becomes increasingly important in the global energy economy, new ways
to increase photovoltaic (PV) efficiency and decrease cost are needed. Concentrator photo-
voltaics (CPV) is one such strategy. By using optics to concentrate sunlight to a small area,
the PV efficiency can increase, and the module cost decreases, as the amount of material
required for the solar cell is much less. Lenses and mirrors are commonly used to direct
light onto these smaller solar cells, but these have inherent disadvantages in efficiency that
cause additional losses, resulting in decreased PV module efficiency. Nonimaging optics can
overcome these problems by designing optical elements that only transfer light from the one
place to another and do not form an image of the source. The Miñano design method is one
technique for designing nonimaging optical devices. Unlike other methods, it can be used to
design gradient index optics, allowing greater design flexibility. The Miñano concentrator,
an ideal concentrator designed using this method, can be fabricated with a much smaller
aspect ratio compared with traditional ideal concentrators by increasing the index gradient
of the device.

Porous Silicon Miñano Concentrators

Although the Miñano method allows the design of many useful gradient index optical de-
vices including the Miñano concentrator, the difficulty in fabricating gradient index materials
means that the method has so far seen limited use. Porous silicon, with its easy fabrication
and large index contrast, is a promising material for the realization of these devices.

Miñano concentrators with aspect ratios of 2 and geometric concentration ratios ranging
from 3 to 100 were fabricated using the PEC etching method described previously. Due to
fabrication challenges, the devices do not have perfectly reflective sidewalls as the design
requires. Instead, the outside of the device consists of low index porous silicon in order to
maximize reflectivity due to total internal reflection. The optical performance of fabricated
devices was compared with a slab waveguide. The concentrator should show a much smaller
output aperture than the waveguide, higher peak intensity, and the same integrated intensity.
Some concentration is clearly visible but is confounded by high scattering losses in the optical
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Figure 2.11: Simulation of light propagating through a parabolic lens and comparison with
experimental results. a) Simulated ray trace of light (solid line) traveling through a parabolic
lens at three locations. The refractive index at the center is 1.80 and decreases gradually to
1.45 at the edge. b-d) The images taken using the 4f system show the propagation of light
through the parabolic lens. Experimental results given by the white traces closely match the
theoretical ray trace results (solid lines).
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Figure 2.12: Design of a Miñano concentrator with an aspect ratio of 2 and a geometric
concentration factor of 20. The top two figures show the concentrator design in real and
transformed space, and the bottom images show the index profile required in real and trans-
formed space. This concentrator requires an refractive index gradient of 0.35.

system. These losses could be reduced by oxidizing the samples to porous silicon oxide using
the previously described method at the cost of decreased index contrast, which would require
lower concentration ratios and higher aspect ratios. It is also important to note that these
measurements were only performed at normal incidence, where the effect of the sidewall
reflectivity is minimized. The angular response of the concentrators would be much worse
than ideal due to imperfect reflection. We can see in figure 2.14 that even for small angles,
total internal reflection is not enough to prevent many rays from exiting the device. This
ray trace cannot be used to calculate the expected intensity of such a concentrator compared
to an ideal concentrator because it cannot account for partial reflections. In this model, if a
ray is not totally internally reflected, it is shown as exiting the device. In order to fabricate
samples with a high quality reflective boundary, a technique such as metal assisted chemical
etching could be used to define the sidewalls of the device, which would greatly improve its
angular performance.
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Figure 2.13: Measurement of optical concentration by three Miñano concentrators with
different geometric concentration ratios. The right image is a slab waveguide, and the next
three from left to right are Miñano concentrators with concentration ratios of 20, 10, and 5.
The results show a clear concentration effect.

Figure 2.14: Ray tracing for light entering a Miñano concentrator without reflective sidewalls
at different angles, with the angle measured from perpendicular to the inlet. a) Normal
incidence. b) 50 mrad. c) 100 mrad.
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Figure 2.15: Substrate transfer method for porous silicon thin films. (Left) Schematic of pro-
cess of transferring porous silicon thin films to arbitrary substrates. (Right) Three samples
transferred to different substrates, demonstrating transfer of patterned films and transfer to
curved surfaces.

2.6 Porous Silicon Phase Elements

After etching, the patterned porous film could be removed from the bulk silicon and
transferred to another substrate. This was achieved by electropolishing, a process similar
to the electrochemical etching used to form porous silicon. For electropolishing to occur,
the concentration of HF in the electrolyte was reduced, allowing the interface between the
porous silicon and bulk silicon to be fully electrochemically oxidized before it was dissolved
by the HF. To release the porous film, first a porous film was etched by the previously
described method. The electrolyte solution was then removed, and the film was mechanically
scored around its edge to aid in the release from the substrate. A new electrolyte solution
of 1 part 49% HF and 20 parts ethanol was added, and the sample was returned to the
electrochemical cell and etched in the dark at at constant potential of 30 V for 1 minute. At
lower HF concentration, the rate of dissolution of the silicon dioxide becomes much slower
than its production by the electrochemical oxidation. This allows the oxidation to spread
across the pores, so the entire boundary between porous and bulk silicon becomes oxidized.
The silicon dioxide subsequently dissolves in the HF electrolyte, releasing the porous film.
The electrolyte was then removed and the sample was flooded with ethanol. The sample
floated on the ethanol, allowing it to be mechanically transferred onto any other material.
After transfer, the sample was then dried in hexane to improve adhesion and minimize
damage to the film. The silicon substrate from which the film was transferred could then
be reused. Figure 2.15 shows this process and samples transferred onto various surfaces,
including curved surfaces.

For particularly delicate samples, such as multilayer samples with large index differences
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between the layers or highly porous samples, a different method for drying and transferring
the samples was used. In this case, after electropolishing, the sample was rinsed in ethanol
and then placed in isopropyl alcohol without drying. The sample, with the porous film sitting
on top of the bulk silicon substrate but no longer attached, was then placed in a critical point
dryer (CPD). In the CPD process, the sample was placed in a pressure chamber and covered
with about 50 mL isopropyl alcohol. The chamber was then sealed and cooled to 0◦ C with
liquid CO2. The chamber was then filled with liquid CO2 and purged several times to wash
away the solvent and fully replace it with CO2 pressurized to above 700 psi. The chamber
was then heated until the CO2 in the chamber exceeded its critical point. The supercritical
CO2 could then be removed from the chamber without ever subjecting the sample to stresses
due to the surface tension of evaporating solvent. The dried sample can then be transfered
to another substrate by putting the new substrate in direct contact with the released porous
silicon film and then removing the original silicon substrate. The porous silicon film adheres
to the new substrate. For thicker samples, it can be beneficial to spin a thin layer of PMMA
or other polymer onto the new substrate prior to transfer to aid in adhesion.

This ability to removed patterned films of porous silicon from the bulk silicon substrate
makes porous silicon a promising material for low cost large scale phase masks. A phase
mask consists of a transparent material which, when light passes through it, causes the light
to experience a different phase delay in different areas of the mask. This can then be used
directly as an optical component such as a lens, placed at the Fourier plane of an optical
system in order to modify the point spread function of the system, or used to generate a
hologram.

Point Spread Function Engineering

The point spread function (PSF) of an imaging system is the output of the system from
imaging a single point from the object plane to the image plane. In a typical 4f system, this is
equivalent to taking the Fourier transform at the Fourier plane of the imaging system. If the
extent of the imaging system was infinite, then the PSF would simply be a point. However,
because all real imaging systems must be truncated, a typical imaging system has a PSF
that is a Gaussian with an Airy pattern. As the imaging plane deviates from the focal point
of the lens, the size of the PSF expands rapidly. This can be used in 3D imaging systems,
particularly super resolution imaging techniques that depend on localization of fluorophores
on a sample. Since each fluorophore is essentially a point source of light, and only its location
is important for the imaging, the shape of the imaged points gives information about height
of the fluorophore (i.e. its distance from the focal plane of the imaging system). However, the
nonlinear response of the PSF of a standard imaging system to defocusing makes it difficult
to accurately determine its position in the z dimension, resulting in inaccurate localization.
By engineering the PSF, it is possible to make systems where the defocus of one fluorophore
is much easier to determine, allowing localization in the z direction as precise as 10 nm [63].

In order to engineer the PSF in this way, it is necessary to impose an arbitrary phase
profile at the Fourier plane of the imaging system. This is most often done using a spatial
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light modulator. These devices have the advantage of being reconfigurable, but they are
expensive and can be difficult to incorporate in a microscope. A cheap method of producing
an arbitrary phase mask could be advantageous for such systems.

Computer Generated Holography

Holography, originally invented as a method for improving the resolution of electron mi-
croscopy in 1949 [64], is an imaging method that captures the full light field in a storage
media as an interference pattern. The full 3D image can then be reconstructed. Holography
has seen niche applications in mainstream technology, but so far has not lived up to its po-
tential. Advances in holographic storage media could lead to improvements in 3D imaging
devices, computer memory, microscopy, and many other areas [65, 66]. In computer gener-
ated holography (CGH), instead of recording the light field of an actual object, the phase
profile required to produce a particular image is calculated (often by iterative computational
methods) and a phase mask is directly fabricated to produce the desired image. Typically
photosensitive polymers or etched glass are used for these phase masks, but they suffer from
low index contrast or expensive and unscalable fabrication. Metasurfaces have also been
used as phase masks, though the difficulty in large scale fabrication limits their practical
applications [67]. A porous silicon phase mask fabricated by photoelectrochemical etching
has the potential to address these issues, bringing the potential of CGH into the mainstream.

Phase Measurements

The phase delay of light passing through a material can be directly measured by inter-
ferometry. In a Mach-Zehnder interferometer, light passes through a beam splitter and is
separated into two different paths. In the reference path, the light simply reflects off a mirror
to a second beam splitter and then to a detector. In the other path, the light passes through
the sample before hitting the mirror and the second beam splitter where it is superimposed
with the reference beam. The path lengths can be adjusted by moving the mirrors. When
the light from the two paths converges, the two beams are at slightly different angles, re-
sulting in an interference pattern consisting of sinusoidal fringes. Changing the phase delay
between the two paths causes the fringes to shift. These fringes can be seen as long as the
difference in optical path length between the two paths is shorter than the coherence length
of the light source. For highly coherent sources such as lasers, this requirement is not diffi-
cult to meet. Since it is generally not practical to know the exact differential path length of
the interferometer, it is often most reasonable to measure the relative phase delay between
different phase objects with a fixed reference.

The porous silicon phase samples measured consisted of a low index background with
stripes of increasingly higher index patterned within. The porous silicon film was transfered
onto a glass coverslip 150 µm thick. The sample was placed on a micrometer stage on one
path of the Mach-Zehnder interferometer whose light source was a fiber coupled supercon-
tinuum light source. The output of the interferometer was coupled to a spectrometer, so the
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Figure 2.16: Schematic of Mach-Zehnder interferometer. Light is split into two equal paths,
where one path contains the sample. The light is then recombined with a beam splitter and
a detector measures the intensity. Interference between the two paths causes a sinusoidal
intensity pattern at the detector. The phase delay caused by the sample can be calculated
by the interference fringes.

interference at many wavelengths could be measured simultaneously. As the spectrometer
recorded data, the sample was manually scanned with the micrometer so that the patterned
stripes traveled perpendicular to the beam, passing through the beam. Because the rate of
translation of the sample is not constant, it is not possible to directly correlate the inter-
ferometric data with a particular location on the sample, but as can be seen in figure 2.17,
the approximate location and phase delay of these features is apparent. We see in figure
2.17 that the porous silicon sample is capable of imparting phase delays greater than 2π
radians with phase resolution of about 0.5 radians. This could meet the requirements for
phase masks for many applications, including CGH and point spread function engineering
for microscopy.

2.7 Thermal Properties of Porous Silicon

We also studied the thermal properties of porous silicon [68], which are important for
optoelectronic applications, novel thermoelectrics, and other unique applications such as
dynamic self-assembled photonic structures discussed in chapter 3. Porous silicon’s thermal
properties are interesting because the porosity serves as a tool to modify silicon’s thermal
properties with a lesser effect on its electrical properties. For thermoelectrics, a materials
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Figure 2.17: Phase measurements performed with a Mach-Zehnder interferometer using a
supercontinuum light source on porous silicon samples with lines of varying porosity. The
position of the sample is scanned manually with a micrometer to measure the entire 1 cm
sample.

efficacy is described by its thermoelectric figure of merit, which is related to the ratio of its
electrical conductivity and its thermal conductivity. Good thermoelectric materials conduct
electrons much better than they conduct heat. Unfortunately, most materials that are good
electrical conductors are also good thermal conductors, so it is difficult to find materials
that meet these criteria to improve their thermoelectric performance. Previous research has
shown that porous silicon at high porosities experiences a sharp drop in thermal conductivity
and an improvement in its thermoelectric figure of merit.

In this study, we propose a model for the reduction in thermal conductivity in porous
silicon based on phonon scattering at pore boundaries. We directly measure the thermal
conductivity of samples with different porosities, and compare the results to the model.

The porous silicon samples were fabricated using the previously described method at
a constant current of 3.53 mA/cm2 with a uniform illumination of 450 W/m2. Different
samples were etched for 4, 8, and 12 minutes, corresponding to porous layer thicknesses
of approximately 1, 2, and 3 µm respectively. The sample thickness was used to control
the porosity, as a longer etch time causes a slight increase in the porosity. The porosity of
these samples, measured by FTIR, ranges from 52% to 58%. This effect has been reported
in previous literature [69, 70], which agreed with the measurements here. To measure the
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Figure 2.18: Schematic of sample for thermal conductivity measurements. Al2O3 was de-
posited on top of the porous silicon by atomic layer deposition, and a platinum electrode
was deposited on top for both heating and temperature measurement.

thermal conductivity of these samples, additional fabrication steps were then required. An
aluminum oxide film 250 nm thick was deposited by atomic layer deposition on top of the
porous silicon, followed by strips of platinum 200 nm thick patterned photolithographically
to serve as electrodes.

The thermal conductivity of these samples was measured using the 3ω method [71]. In
this method the electrode serves as both the heater and thermometer. AC current is used to
heat the electrode by Joule heating. The heating causes a change in resistance, which results
in a small voltage oscillation that is temperature dependent, in the third harmonic of the
driving voltage. Measuring the temperature a a function of frequency allows the calculation
of the thermal conductivity.

The measured thermal conductivity was then compared to models based on phonon
scattering. The first model assumed cylindrical pores, which did not accurately reflect the
trends shown in the data. This is thought to be due to the complexities of the actual pore
geometry. The pores are predominantly cylindrical, but there are also smaller pores that
branch from the main cylindrical pores. This geometry was better represented by a model
with hexagonally ordered spherical pores. Measured values of thermal conductivity from
this as well as from other reported works fall between these two models, suggesting that the
true pore morphology falls somewhere in between these models.

Neither of these models account for the large decrease in thermal conductivity as the
porosity increases. The cylindrical and hexagonal model expect a decrease in thermal con-
ductivity of 17% and 19%, respectively, when the porosity increases from 52% to 58%. The
measured decrease in refractive index was 40%. More research is required to determine the
cause of this discrepancy, but one possible explanation is elastic softening. The Young’s
modulus of silicon decreases with its porosity, which in turn decreases the phonon group
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Figure 2.19: Thermal conductivity measurements. a) Thermal conductivity of seven samples
with porosities ranging from from 52% to 58%. b) Thermal conductivity of two samples with
porosities of 52% and 58% compared with calculated values by models assuming cylindrical
pores and hexagonal pores.

velocity, an important component in the model used.

2.8 Conclusion and Future Work

In this chapter, we demonstrated a technique of photoelectrochemical etching of silicon
capable of generating refractive index gradients on the order of ∆n = 1 with an arbitrary 2D
profile, addressing a longstanding problem that the ability to design gradient index optical
devices for many applications far outstrips the ability to fabricate such devices. We used this
method to fabricate waveguide devices including a gradient index lens and an ideal optical
concentrator. Devices such as these could have applications as photon control elements
in on-chip photonics and in photovoltaics. This technique can also be extended to three
dimensions by adjusting the etching parameters temporally as well as spatially, potentially
enabling a variety of devices that could otherwise not be fabricated.

By removing patterned porous silicon films from the bulk silicon substrate, we were able
to form thin phase masks with arbitrary phase profiles. We demonstrated a phase delay of
2π radians, which is equivalent to delaying the wave by a full cycle. This is necessary for the
design of phase masks to be used in point spread function engineering for microscopy and
computer generated holography.

These techniques could also be combined with recent work that used atomic layer depo-
sition to fill the pores in porous silicon or porous silicon oxide with titanium dioxide, which
has a refractive index of 2.7 at a wavelength of 500 nm [72]. The higher index of TiO2

compared with SiO2 means that oxidized, and therefore transparent to visible light, devices
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could be fabricated with a much higher refractive index than possible with SiO2 alone. The
paper demonstrated an index range from 1.6 to 2.0 at visible light frequencies for infilled
porous silica, and a total index range from 1.2 to 2.0 by fabricating devices that combined
layers that were not infilled with those that were using a liftoff technique similar to the
one described previously in this chapter. Using this technique, devices with higher index
gradients as well as better mechanical stability could be fabricated.
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Chapter 3

Dynamic Self-Assembly for Photonics

Self-assembly, which we will broadly define as the spontaneous organization of systems
from a collection of disordered units, is critical to the formation of complex structures in
nature, and is increasingly being used as a tool for the fabrication of nanostructures. In
nature, self-assembly is seen at length scales ranging from nanometers to light-years, with
structures as diverse as DNA, cells, coral reefs, flocks of birds, weather systems, solar sys-
tems and galaxies. Self-assembly in artificial systems has not approached the diversity and
complexity of its natural counterpart, but it is becoming a useful and flexible tool in the
fabrication of nanostructures. Recently, DNA has been a major focus of self-assembly re-
search, allowing the self assembly of complex 2D and 3D structures and even enabling logical
computation [73–76]. DNA origami, by enabling fast computational design and programma-
bility, has further pushed the limits of artificial self-assembly [77–79]. Recent work using
DNA in structures called spherical nucleic acid provides design rules for fabricating hybrid
organic-inorganic crystals with a variety of useful properties [80]. Compared with traditional
fabrication methods, self-assembly has advantages including access to smaller length scales,
the ability to bridge the gap between nano and meso length scales, and the lack of strict
environmental limitations such as vacuum and substrate requirements among others.

3.1 Static Vs. Dynamic Self-Assembly

One major limitation of artificial self-assembly compared to self-assembly in nature is
reconfigurability. A cell is able to respond to its environment in many ways, while even
the most complex structure formed by techniques such as DNA origami is essentially a
crystal. Its structure is fixed after assembly. The vast majority of artificially self-assembled
structures do not possess any reconfigurability, while it is extremely common on the natural
world [81, 82]. The fundamental difference between dynamic and static self-assembly is
best understood through thermodynamics [83–86]. A static system is at thermodynamic
equilibrium. Often (but not always) energy input is required initially to overcome an energy
barrier, but subsequently the system achieves equilibrium and does not require the addition
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Figure 3.1: Thermodynamic description of static versus dynamic self assembly.

of any energy to maintain this state. A dynamic system exists in a non-equilibrium steady-
state, requiring continual input of energy to maintain. Order emerges as a consequence of
the balance between incoming energy and dissipative losses in the system. When the energy
input ceases, the system becomes disordered again. The effect of this is that in addition to
requiring energy, a dynamic system also responds to the energy input and can change itself
based on changes to the energy input. A well designed system could exist in many ordered
non-equilibrium states and dynamically switch between them when the energy entering the
system changes. Most works demonstrating dynamic self assembly have used magnetic forces
[87] or forces from fluid flow [88] to supply energy to the system. A recent work demonstrated
the formation of a pseudo-crystal with a phononic bandgap due to the force from acoustic
waves [89], but dynamic self-assembly to manipulate light waves has not been demonstrated.

3.2 Designing a Dynamic Band Structure

The concept of a device with dynamically self-assembled band structure begins with the
distributed Bragg reflector (DBR). A DBR consists of multiple layers of (usually two) ma-
terials with different refractive indexes. The layer thicknesses and indices are designed such
that the reflected waves from each interface at the desired wavelength interfere construc-
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tively, making it reflect strongly at a particular wavelength. Because of the nature of the
design, DBRs are dispersive and angle sensitive. The transmissivity of a DBR as a function
of wavelength can be considered analogous with a semiconductor band structure, with the
photonic band gap being the region of strong reflectivity in the DBR.

Tunable DBRs have been demonstrated by using strain to change the layer spacing and
index [90] and the thermo-optic effect [91]. Sensors based on Bragg reflectors fabricated
from porous materials including porous silicon have been demonstrated, where the working
principle is that when the analyte infiltrates the pores, they change the effective index of
the DBR and thus change its optical properties [92–95]. In these cases, the photonic band
structure of the DBR is modified using an external stimulus, such as applying strain or
using an electrical heating element to heat the entire device. A dynamically self assembled
band gap means that the energy of the light wave interacting with the DBR causes it to
dynamically reconfigure itself, thus changing how it interacts with the light wave. In this
case, the thermo-optic effect is used to cause this feedback, but the method and results are
quite different from previous works. The layers of the DBR are thermally isolated, so the
temperature of each layer is independent. The optical absorption of the high index layer
should be significantly higher than that of the low index layer. When light hits the DBR,
it causes the individual layers to heat up, particularly the high index layers. The thermal
isolation of the layers means that each layer can be at a different temperature. As layers
heat up, their index changes due to the thermo-optic effect. This causes the band structure
to change and evolve in response to the illumination. Because the transmissivity of the DBR
is wavelength dependent, different layers absorb different amounts of light. As the band
structure of the DBR changes the transmission, a feedback loop occurs in which the heating
due to optical absorption causes the band structure to evolve, leading to some interesting
and unexpected effects. Figure 3.2 shows the numerical simulation of a system of five layers
separated by vacuum when hit with a 1064 nm laser. The separate but interrelated evolution
of the temperature in each individual fin can be seen.

Although this may not meet certain strict definitions of self-assembly, in which the ag-
gregation of particles into an ordered structure is required, the mechanism and thermody-
namics of this situation lead us to believe that this system should be considered dynamic
self-assembly. Here, we assemble the optical phase instead of spatially assembling particles.
One might say that there is no fundamental difference between this work and shifting the
band gap of a DBR by heating the entire device. However, this ignores some of unique conse-
quences of mechanism at work, which match very well with the thermodynamic description
of dynamic self-assembly and result in desirable device properties not available in a simple
tunable DBR. One particular example of this is the consequences of starting with a disor-
dered system. If the spacing of the layers in a DBR includes some disorder (there is some
random deviation from the designed spacing) the performance of the DBR will dramatically
suffer. If the whole device is heated, the transmission spectrum will still certainly change,
but it will not effect the overall device performance, and it may not change in a particularly
useful or regular way. However, in the system we describe, the complex relation between
absorption and dissipation in each fin means that the device performance will be more like
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Figure 3.2: Numerical simulation of thermal evolution in five layer DBR. a) Physical
schematic of structure with 5 fins with irregular spacing (i.e. a DBR with a defect). Colored
bars within fins show the calculated temperature of each fin at steady-state after illumination
with a 1024 nm laser. b) Calculated transmission spectrum of structure at the same time
as in (a). c) Temperature of each fin as a function of time, showing the temperature of each
fin evolves individual as the structure’s properties change. Colors correspond to particular
fins in (a).
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a perfect DBR (i.e. the structure becomes more ordered). The DBR tuning in this device,
instead of just changing arbitrarily due to heating, is locked to the laser frequency due to
the feedback mechanism, which can make it useful as a tunable filter and photon control
mechanism, rather than just a sensor, where any detectable change is acceptable. It is also
important to note that the increase in order is entirely dependent on the continued addition
of energy (it is a nonequilibrium process) and will cease as soon as energy is no longer added
and the fins return to thermal equilibrium.

3.3 Device Design

Two device designs were explored. In the first, the DBR was fabricated by electrochem-
ically etching silicon to form a porous silicon superlattice. Changing the current during the
etching process allowed discrete switching between high porosity and low porosity etching
in order to form a DBR. Porous silicon has extremely low thermal conductivity, which is
required for the dynamic self assembled band gap. However, FEM simulations of heat flow
in such a structure indicate that even with the low thermal conductivity of porous silicon,
thermal crosstalk between layers would be too high to allow the dynamic self assembly effect.
The nature of heat conduction in porous silicon, where conduction mostly occurs through
the silicon nanowires, not the pores, means that even evacuating the air from the sample
would not significantly reduce the thermal conductivity.

To address this issue, a design with air (or vacuum) as the low index layer of the DBR is
required. The difficulty in fabricating multilayer suspended membranes with the thicknesses
required makes such a design nonviable, so another approach was required. The design
chosen uses multiple fins etched perpendicular to the substrate with air in between as the
layers of the DBR. This approach simplifies fabrication compared to other methods which
might be able to yield a DBR with air as one layer, but it does make optical measurements
more difficult, as the sample is oriented perpendicular to the substrate, making transmission
and reflection measurements much more challenging.

3.4 Fabrication

The samples were fabricated on silicon-on-oxide (SOI) wafers consisting of 25 microns of
single crystalline silicon on top of 5 microns of silicon oxide on a bulk silicon substrate. The
DBR structure is fabricated in the 25 micron device layer with the oxide providing thermal
insulation to minimize thermal crosstalk through the attached ends of the fins.

Fabrication of the fin DBR consists of photolithographic patterning of the SOI substrate
followed by pattern transfer by deep reactive ion etching (DRIE). In order to couple light
into the DBR through an objective, the fins must be very close to the edge of the wafer. If
the fins are further from the edge, they must be taller. Otherwise, the focused light from
the objective will be shadowed by the edge of the wafer and will not be able to couple into
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Figure 3.3: Process for fabricating a DBR with a dynamically self-assemblyed band structure
with fins perpendicular to the substrate. a) Use commercial silicon-on-insulator substrate
with 25 µm silicon device layer and 5 µm oxide layer. b) Spin ma-P positive photoresist.
c)Expose and develop photoresist. d) Etch through silicon device layer by DRIE. e) Etch
oxide layer by inductively coupled plasma reactive ion etching f) Use oxygen plasma to strip
photoresist and etch residue.

the structure. Because the fin height is limited by the silicon thickness on the SOI wafer,
fabricating the structure within a few tens of microns from the wafer edge is necessary. In
order to do this, photoresist was spun onto a large wafer, which was then cleaved into smaller
chips. Photoresist was not spun directly onto the smaller chips as edge effects during the
spinning process result in uneven resist thickness, decreasing the accuracy of the lithography
and also making the resist less effective as an etch mask.

Photolithography was performed using ma-P positive photoresist (Microchem) with a
thickness of about 2 µm. This photoresist was chosen because positive resist makes alignment
easier, and this particular resist was found to be a particularly effective etch mask, with
selectivity greater than 20:1. Using a mask aligner the patterns could be precisely aligned
within a few microns of the edge of the chip. After alignment, the chip and mask were placed
in vacuum contact and exposed for 3 seconds in broadband UV illumination with intensity
of 14 mW/cm2. Exposed samples were developed in an aqueous alkaline developer solution
for 2 minutes.

The samples were then attached to an oxide coated 6 inch silicon wafer using thermal
release tape, which was placed in the DRIE etching machine (Surface Technology Systems).
This tool uses the Bosch process, consisting of a two step etch. The first step is an etch in
SF6 gas for 7 seconds, and the second is sidewall passivation by depositing fluoropolymer
from C4F8 gas precursor, which takes 5 seconds. Each cycle etches approximately 350 nm



CHAPTER 3. DYNAMIC SELF-ASSEMBLY FOR PHOTONICS 39

Figure 3.4: SEM micrograph showing scalloping effect on the face of a single 20x20 micron
fin. Image was taken in an FEI Quanta 200 SEM with the sample viewed at a 30◦ tilt along
the long axis of the fin.

of silicon. This recipe is optimized to minimize scalloping of the sidewalls at the expense of
etch speed and selectivity. Scalloping occurs due to the two step process and gives sidewall
roughness on the order of 100 nm deep with a period of 350 nm, the same as the etching
depth per cycle.

The sample was then removed from the etcher and released from the handle wafer by
heating on a hotplate for 1 minute at 140◦ C. It was reattached to another 6 inch silicon handle
wafer and placed in another etching tool (Surface Technology Systems) for deep oxide etching.
This is an inductively coupled plasma etcher using C4F8 gas for highly anisotropic oxide
etching at a rate of approximately 300 nm per minute. After etching, the sample was removed
from the handle wafer and placed in a parallel plate reactive ion etching tool (Plasmatherm)
and exposed to oxygen plasma at 200W for 5 minutes to remove any remaining photoresist
and deposited fluorocarbons from the DRIE etch.

3.5 Optical Measurements

To measure light transmission through the device, the sample was mounted vertically
on a microscope stage. A 1 W quasicontinuous laser at 1064 nm was coupled into the
microscope through a fiber and focused through a low NA objective onto the front fin of one
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Figure 3.5: Transmission spectra for a single fin at different pump powers. Because there is
only one fin, there is no band gap, but the interference due to reflections off of the front and
back surface of the fin can be seen. As the pump power increases, the temperature of the fin
also increases, and the index change due to the thermo-optic effect can be seen in the shift
of the transmission spectrum as the power is increased.

DBR. Simultaneously, a low power white light was focused on the sample and coupled to a
spectrometer in order to measure the transmission spectrum of the DBR. As the high power
laser heats the silicon fins that comprise the DBR, their refractive index shifts, changing
the transmission spectrum. For a single fin, this shift in transmission has been measured as
seen in the figure. Work is ongoing to measure the effect in a full DBR structure and to
demonstrate the predicted feedback between layers and self-healing effect.
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Chapter 4

Nonlinear Phase Gradient
Metasurfaces

Metasurfaces have recently become a popular method of controlling the phase of light.
Metasurfaces have been demonstrated as replacements for traditional optical components,
for digital holography, optical wavefront shaping, and many other applications. Although
there is no universally accepted definition of a metasurface, they generally consist of a sin-
gle subwavelength layer of subwavelength optical antennas in a spatially varying array. By
introducing a discreet phase discontinuity at the interface, metasurfaces can impart an ar-
bitrary phase profile on incident light [96]. There are two main mechanisms for introducing
this phase discontinuity. In the first, phase delay is caused by the optical dispersion due to
the resonance of an antenna [97]. Metal antennas utilizing plasmonic resonance are most
common, but dielectric antennas utilizing Mie resonance have also been demonstrated [98].
In these cases, the spatial variation comes from an array of antennas with different shapes
and thus different dispersions. In the second, Pancharatnam-Berry phase (also called ge-
ometric phase) is introduced by the interaction between circularly polarized light and the
antenna [99]. Pancharatnam-Berry phase is introduced due to cyclic processes. In this case,
antennas with identical shapes but different orientation are used to introduce the spatial
phase variation.

One of the key properties of a metasurface is that the introduction of phase discontinuities
at an interface results in changes to the way light refracts at the interface. Refraction, caused
by the phase delay from light entering a material with a different refractive index, is described
by Snell’s law (equation 4.1), which was originally derived in the 10th century C.E. by Ibn
Sahl in Baghdad, but was rediscovered by Western scientists in the 17th century due to the
work of Willebrord Snellius, among others who independently did similar work.

nisinθi = ntsinθt (4.1)

Where ni and nt are the refractive indices of the two media and θi and θt are the angle
of incidence and angle of refraction respectively.
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Snell’s law cannot account for changes in the refraction due to discrete phase disconti-
nuities, such as phase introduced by a metasurface. One of the seminal works in the field of
metasurfaces addressed this issue and derived a generalized Snell’s law (equation 4.2), which
includes phase discontinuities and can be used to calculate the refraction of light caused by
arbitrary phase elements [100].

sin(θt)nt − sin(θi)ni =
λ0

2π

dΦ

dx
(4.2)

Where λ0 is the free space wavelength of the light and dΦ
dx

is the constant phase gradient at
the interface.

Recently, metasurfaces have been used to demonstrate an ultrathin invisibility cloak [101],
efficient holograms [102, 103], a laser cavity [104], and control of quantum emitters [105]
among many other applications. Using metasurfaces to induce and control nonlinear effects
has also been a major research focus recently [103, 106–110]. Metasurfaces are attractive
for nonlinear optics because they enable strong optical interactions without requiring long
propagation lengths, and because they eliminate the phase matching problem common in
traditional nonlinear optics. Nonlinear metasurfaces have been used to induce giant nonlinear
circular dichroism for sensing applications and to spatially control the phase using both split
ring resonators and Pancharatnam-Berry phase to control the nonlinear harmonic without
affecting the fundamental wave. Looking at equation 4.2, it is evident that this generalized
Snell’s law does not apply for nonlinear metasurfaces, as the free space wavelength is not
constant through the device, and the interaction between the higher harmonic and both the
bulk material and phase elements must be accounted for.

4.1 Nonlinear Optics

Nonlinear optics can refer to any of a number of phenomena in which a materials optical
properties change in response to an applied field. Because the optical properties are no
longer constant, the output of the system dos not scale linearly with the input, which is why
all of these very different effects are grouped under the term nonlinear optics. In chapter 3,
we utilized one such nonlinearity, the thermo-optic effect, in which the refractive index of
the material was changed by changing the temperature.

Here, we will focus on optical nonlinearity caused by the electromagnetic field of the
light itself. The cause of this nonlinearity is the polarization of a material in response to the
electromagnetic field [111]. This is governed by the susceptibility, χ, of the material. At low
electromagnetic field strength, polarization is related to the electric field by equation 4.3:

P = ε0χE (4.3)

Where P is the polarization, E is the electric field, and χ is related to the relative permittivity
of the material by χ = εr− 1. However, this relation breaks down when the electromagnetic
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field is very strong. In that case, we can expand the polarization as a Taylor series in the
following form:

P = ε0χ
(1)E + ε0χ

(2)E2 + ε0χ
(3)E3 + ...+ ε0χ

(n)En (4.4)

Higher order terms of χ are extremely small in most materials, so in order for their effects
to make a significant contribution to the polarization, the electric field must be very strong.
Because of this, this type of optical nonlinearity was not observed until the invention of the
laser, which provide such light intensities.

Using this property of materials, many phenomena can be observed. The most common of
these are a variety of different effects collectively called frequency mixing processes. These
include second harmonic generation (SHG), third harmonic generation (THG), sum and
difference frequency generation, optical parametric oscillation, and many others. Another
important third order nonlinear effect is called the optical Kerr effect, which leads to self
focusing of a beam of light due to the nonlinear index change effectively turning the medium
through which the light travels into a lens.

Here, we derive and experimentally verify a generalized nonlinear Snell’s law, which can
accurately predict the refraction of light at an interface containing phase discontinuities which
affect both the fundamental frequency as well as higher harmonics. We use this nonlinear
metasurface to demonstrate asymmetric transport, in which the refraction of light through
the device in one direction is not equivalent to the time-reversed refraction of light. Asym-
metric transport in electrical devices such as the diode is critical to electronics, and similar
optical devices could be an important component of a complete toolkit for on-chip photonics.
While asymmetric transport is a common application for bulk scale nonlinear optics, this
usually requires large pieces of nonlinear crystal materials and is not compatible with inte-
grated photonics [112–118]. Other recent work has also demonstrated asymmetric transport
of acoustic waves [119]. This work is the first demonstration of asymmetric transport using
metasurfaces, which are inherently well suited to chip-scale devices and integration due to
their deep subwavelength size in both lateral dimensions and thickness.

4.2 Generalized Nonlinear Laws of Reflection and

Refraction

As with the classical Snell’s law, we begin the derivation using Fermat’s principle of least
time, whose modern version is that a ray of light follows a path such that an infinitesimal
variation in the path yields an infinitesimal variation in the time for the ray to traverse
it. By summing the time derivative of all parts of the path, including any phase delay at
the interface, and setting the sum equal to zero, we can derive the path of least time, from
which the angle of refraction can be solved. For the nonlinear case, it is also necessary to
account for the frequency conversion at the interface. These components of the optical path
are illustrated in figure 4.1.
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Figure 4.1: Diagram of differential optical paths for rays of light passing through a nonlinear
metasurface.

By summing these components we obtain the equation:

2π

λ1

nisinθidx−
2π

λ2

ntsinθtdx+ dφ+
2π

λ2

c

ni

nisinθidx
c
ni

− 2π

λ1

c

ni

nisinθidx
c
ni

(4.5)

which simplifies to:

ntsinθt − nisinθi =
λ2

2π

dφ

dx
(4.6)

Following a similar approach for the reflected ray, we can also derive a generalized non-
linear law of reflection, given in equation 4.7.

sinθr − sinθi =
λ2

2πni

dφ

dx
(4.7)

4.3 Fabrication of Nonlinear Metasurfaces

The devices consist of a quartz substrate with a 60 by 60 µm array of gold nanobars
with a local periodicity of 400 nm in the x and y directions on top. Coating the nanobars is
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poly(9,9-di-n-octylfluorenyl-2,7-diyl) polymer (PFO), a light emitting polymer with a strong
nonlinear response. In addition to the nonlinearity directly from the PFO film, it has also
been demonstrated that the nonlinear response from a gold nanoantenna embedded in PFO
is orders of magnitude greater than that of either on their own [106].

Fabrication of Gold Nanobars

Gold nanobars were fabricated on the quartz substrate by electron beam lithography
followed by a liftoff process. First, A2 PMMA was spun onto a 1.5 cm square quartz chip
at 2000 rpm and heated at 180◦ C on a hotplate for five minutes to drive off any remaining
solvent. The chip was then placed in the vacuum chamber of an electron beam evaporator
(CHA). When the chamber pressure reached 9 × 10−7 Torr, 5 nm of chromium was evap-
orated at 0.01 nm/s. The chromium is necessary to allow a conductive path for electrons
to be removed from the surface and prevent charging of the sample during electron beam
lithography. The more traditional method to achieve this would have been to deposit a few
nm of a transparent conductive oxide such as indium tin oxide (ITO) before coating the
substrate with PMMA and leaving it on the sample. However, ITO itself is known to have a
nonlinear response, so in order to eliminate this possible source of confusion in experimental
results, an alternative technique that did not require any additional material to remain on
the sample was used. This does result in greater variance in nanobar size as well as edge
roughness due to electron scattering from the chromium layer during electron beam lithog-
raphy. This likely causes a broader resonance and weaker absorption in the nanobar arrays,
but it is not a major effect and the resonance is still easily strong enough for the purpose of
this experiment. SEM images in figure 4.2 show the effects on the nanobar structure of the
two fabrication techniques.

Electron beam patterning was performed in a 50 kV electron beam writing tool (Crestec:
Tokyo, Japan). The patterns consisted of rectangles 55 nm by 205 nm at various orientations.
A single unit cell consisted of the same rectangle rotated 180 degrees in 6, 8, 12, or 16 steps
depending on the sample, with each bar separated by 400 nm. This unit cell was then
repeated to fill the 60 by 60 micron array. Control samples with all bars oriented vertically
and all bars oriented at 45◦ were fabricated on the same chip.

After the lithography was completed, the chip was dipped in CR-7 chromium etchant for
five seconds to remove the chromium film. The chip was then developed in a 3:1 mixture of
isopropyl alcohol and methyl isobutyl ketone (4-methylpent-2-one), which was placed in an
ice water bath to maintain a uniform temperature of 0◦ C, for five minutes.

The chip was then returned to the evaporator and coated with 2 nm of chromium followed
by 30 nm of gold. After the evaporation, it was placed in a vertical sample holder and
immersed in acetone on a hot plate set at 75◦ C for five hours. Due to heat loss and
inaccuracy in the set point of the hot plate, the actual temperature of the acetone bath was
just below its boiling point of 56◦ C. A pipette was then used to to spray jets of acetone over
the surface of the sample while it was still immersed in acetone to help remove the excess



CHAPTER 4. NONLINEAR PHASE GRADIENT METASURFACES 46

Figure 4.2: SEM micrographs showing similar samples fabricated with different conductive
layers for electron beam lithography. (Left) Sample fabricated with 2 nm ITO underneath
PMMA resist. (Right) Sample fabricated with 5 nm chromium on top of PMMA resist and
subsequently removed. Feature size broadening and increased edge roughness can be seen
on the right sample. Image quality is also drastically affected by the presence or absence
of the conductive layer, as charging artifacts strongly affect the SEM imaging in the right
micrograph. These can be eliminated by metalization of the sample, but this would also
make the sample unusable for experimental measurements.

material. The sample was then removed from the acetone, rinsed with isopropyl alcohol, and
dried with a nitrogen gun.

The samples were imaged and measured using SEM, which showed that the nanobars
were consistently 10-20 nanometers larger than the design. This did not depend on the
location of a nanobar within the pattern, so the proximity effect was not the cause. The
same pattern was written on a quartz substrate with 2 nm of ITO sputtered on top before
the PMMA resist. In this case, the size of the nanobars was within a few nanometers of the
designed size, indicating that the cause of this feature broadening is the chromium layer on
top of the resist. This makes sense, as the polycrystalline metal film is likely to cause electron
scattering, which would increase feature size. By fabricating a series of nanobar arrays with
different designed sizes, it was determined that there is a linear relationship between the
designed size and the actual size. A series of nanobars with a range of designed sizes was
fabricated, and a linear regression was used to determine the pattern required to achieve the
desired nanobar size. Because the important metric in this case is the resonant frequency
of the nanobars, each sample was measured in FTIR to determine its resonant frequency.
The resonance was then plotted as a function of designed length, and the necessary length
to achieve the desired resonance was calculated by the linear relationship between resonance
and designed length. The design with the desired resonance of 1250 nm required writing
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Figure 4.3: SEM micrographs showing the sample with 12 nanobars at different angles in
each unit cell. Inset shows a close up view of the same sample. The discolored bands near
the nanobars are imaging artifacts due to charging caused by accumulation of electrons in
the nonconductive substrate.

nanobars with a nominal size of 196 nm long and 50 nm wide, which resulted in fabricated
nanobar dimension of approximately 205 long and 55 nm wide.

SEM imaging was always performed at this stage of sample preparation, as the next step
involves deposition of a polymer film over the nanobars. This helped to avoid damaging this
film with high energy electrons and to minimize imaging problems due to electrical charging
of the sample. Even without the polymer film, charging was still an issue as the sample was
fabricated on quartz, which is not conductive. To completely eliminate charging, it would
be necessary to coat the sample in metal to make it conductive, which would destroy the
sample. Figure 4.3 shows SEM micrographs of the sample with twelve discrete phase levels
in each subwavelength unit cell.

PFO Coating

PFO for spin coating was prepared from powder which is commercially available. Three
mL of toluene was added to an amber vial containing 35 mg of PFO powder. The mixture
was heated on a hot plate at 80◦ C for one hour to dissolve the polymer. The solution was
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Figure 4.4: Steps for fabrication of nonlinear metasurface. a) Spin coat A2 PMMA. b) De-
posit 5 nm chromium on top of PMMA by electron beam deposition. c) Expose metasurface
pattern by electron beam lithography. d) Remove chromium layer by etching in CR-7 wet
etchant. e) Develop PMMA resist in IPA-MIBK solution. f) Deposit 2 nm chromium (as
an adhesion layer) followed by 30 nm gold by electron beam evaporation. g) Remove excess
gold in liftoff process by dissolving PMMA in hot acetone. h) Spin PFO polymer on top of
sample at 3000 rpm for 1 minute.

then placed in a 5 mL syringe. A 13 mm polytetrafluoroethylene syringe filter with 0.22
micron pores was attached to the tip and the solution was filtered through it into a clean 5
mL amber vial to remove any undissolved PFO.

Immediately before spin coating, the PFO solution was heated at 80◦ C on a hot plate
for 30 minutes. A glass transfer pipette was used to coat the sample in the PFO solution,
which was then spun at 3000 rpm for 60 seconds. The completed sample was stored in a
vacuum desiccator before measurement.

4.4 Optical Measurements

The transmission spectra of the nanobar arrays were measured by Fourier transform
infrared (FTIR) spectroscopy, shown in figure 4.5. PFO has a peak nonlinear efficiency at
1250 nm, so the absorption peak should be close to that for maximum nonlinear signal.
According to theoretical calculations, the nanobars should be 240 nm long to achieve this
resonance. In practice though, nanobars of this size had a resonance peak at 1400 nm. In
order to achieve the desired resonance, the size of the nanobars was reduced to 205 nm in
length and 50 nm in width. This is most likely due to differences in the dielectric environment
of the nanobars in the actual sample compared with the simulation, which can have a large
effect on the resonance.

The nonlinear response of the PFO was measured by exciting a patch of the sample with
no nanobars with a 1250 nm pump laser. The transmitted light passed through a 410 nm
bandpass filter with a full width half maximum (FWHM) pass band of 10 nm. The third
harmonic light could be easily collected with a CCD detector. Spectral information about
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Figure 4.5: Transmission spectrum for array of vertically oriented nanobars 205 nm long and
55 nm wide measured by FTIR (Brüker). An integrated microscope and detector allowed
focusing on a single 60 µm square sample Left inset shows orientation of linear polarization
in relation to nanobars. Transmission for cross polarized light is 1 for this spectral range
Right inset shows SEM micrograph of sample.

both the fundamental and the third harmonic was collected in a spectrometer. Both the
CCD image of the third harmonic and the spectrum are shown in figure 4.6.

Measurements are taken using a 1230 nm laser at 20 mW. The sample used for all
measurements has 12 discrete levels of phase delay, meaning the unit cell contains 12 nanobars
at different orientations. The first measurement, a repetition of previous results, is necessary
to ensure that the metasurface is working as intended for the fundamental frequency as well
as the third harmonic. Because circularly polarized light undergoes a reversal of handedness
due to reflections and phase delays, and the metasurface interacts differently with right-
handed circularly polarized (RCP) light and left-handed circularly polarized (LCP) light, it
is necessary to measure both polarizations independently. The total phase accumulated due
to the metasurface depends on both the incident and transmitted polarization as well as the
nonlinear harmonic according to equations 4.8 and 4.9.
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Figure 4.6: Spectrum of fundamental frequency and third harmonic generated by PFO film
transmitted through the sample. The film is excited by a 1250 nm pump laser, and the
fundamental and third harmonic are separated by a 410 nm bandpass filter. The inset shows
the third harmonic light measured directly by a CCD detector.

For opposite incident and refracted polarization:

φgσ,−σ = (n+ 1)σθ (4.8)

For the same incident and refracted polarization:

φgσ,σ = (n− 1)σθ (4.9)

Where φg is the geometric phase accumulated due to the metasurface, σ is the polarization,
1 for RCP and -1 for LCP, n = λ1

λ2
, the nonlinear harmonic generated, and θ is the angle of

the nanobar.
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These equations give us some key information about how the metasurface affects light.
First, we can see that for the fundamental frequency, (n = 1), only the polarization reversed
light is affected. For light whose polarization stays the same, there is no additional phase
accumulation and the light will not be deflected by the metasurface. For the polarization
reversed light, there is additional phase accumulation, so the light ray will be deflected, and
the direction of the phase gradient, and therefore the direction of deflection, will be opposite
for RCP and LCP light. For all combinations of excitation and detected polarization, four
measurements are required. Figure 4.7 shows the deflection of the fundamental frequency
at normal incidence to the metasurface. As predicted by the theory, light detected with
the same polarization as the excitation does not deflect at all, while light detected with the
opposite polarization as the incident light deflects to one side or the other, depending on the
initial polarization.

For the third harmonic light, both the reversed and nonreversed polarization see ad-
ditional phase accumulation, but the accumulation is greater for the polarization reversed
case. This means we should expect to see greater deflection of the light ray for the reversed
polarization, but some deflection will occur in both cases. The results in figure 4.8 agree with
the theory, showing deflection to the right for RCP incident light, with greater deflection of
transmitted LCP than RCP, and deflection to the left for LCP incident light, with greater
deflection of transmitted RCP than LCP.

Generalized Nonlinear Snell’s Law

To observe the generalized Snell’s law and asymmetric transport, it is necessary to be able
to control the angle of of incidence of the light with the metasurface as well as determine
the angle of refraction by measuring the deflection of the beam. To control the angle of
incidence, the numerical aperture of the objective was used. The laser was demagnified so
that its spot was much smaller than the aperture of the objective. A mirror was attached
to a movable stage so that the laser spot could be deflected radially away from the central
axis of the objective. As the spot was deflected further from this axis, the angle of incidence
onto the sample increased. According to the geometry in figure 4.9, it is easy to calculate
the angle as a function of the objective’s focal length and the offset of the incident beam
from the lens’s central axis. This relation is shown in equation 4.10.

θ = arcsin
s

f
(4.10)

Where θ is the incident angle, s is the radial offset distance of the incident beam, and f is
the objective’s focal length.

The angle of refraction could be calculated by measuring the deflection of the laser
spot after passing through the sample to the imaging objective. The setup also contained
various quarter wave plates, polarizers, and filters to obtain and measure the proper circular
polarization and to separate the fundamental frequency from the third harmonic. A diagram
and photograph of the setup are shown in figure 4.10.
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Figure 4.7: Deflection of transmitted light which passes through the metasurface at normal
incidence. These results agree with the theory described by equations 4.8 and 4.9.
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Figure 4.8: Deflection of third harmonic light generated by the metasurface with incident
light at normal incidence. These results agree with the theory described by equations 4.8
and 4.9.

Figure 4.9: Controlling the incidence angle by offsetting the incident beam radially in the
focusing objective. Offsetting the beam does not change the location focus spot, which is
set by the focal length of the objective, so the metasurface can remain in focus as the angle
is changed.
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Figure 4.10: (Top) Schematic of optical setup for measuring angle of refraction of both
fundamental and third harmonic frequency light as it passes through the metasurface sample.
(Bottom) Photograph of setup.
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To confirm the theoretical calculation of the generalized nonlinear Snell’s law, the angle
of refraction was measured for an incidence angle range of ±17.5◦. The available range of
incidence angles is determined by the numerical aperture of the focusing objective. This
measurement was performed for each of four different combinations incidence and measured
polarization for both the fundamental frequency and the third harmonic frequency, for a total
of 8 measurements. The RCP→RCP and LCP→LCP measurements for the fundamental
frequency are degenerate, so 7 sets of data with their accompanying theoretical calculations
are included in figure 4.11. At first glance, it may seem counterintuitive that the angle of
incidence and angle of refraction should be the same for both the RCP→RCP and LCP→LCP
cases, as the light still exhibits refraction as it goes through the sample, whose refractive
index is greater than air. However, the angle of refraction is not measured inside the sample,
but after it exits the sample back to air, so even though light that enters the sample at an
angle other than normal incidence will refract inside the sample and will therefore be offset
upon leaving the sample, the refraction that occurs when it leaves the sample is opposite
what occurs when it enters so the overall effect is that the angle of incidence and refraction
are the same. This is not true for any of the other six cases, where the phase gradient
imparted by the metasurface results in additional refraction that is not accounted for just
by the index changes as the light passes through the sample.

Asymmetric Transport

To exhibit asymmetric transport, the propagation of light through the metasurface should
not be the same as the time reversed propagation. Because it is not practical to actually
reverse the direction of propagation through the optical setup, the time reversal operation
requires three steps. First, the sample itself is flipped so that incident light hits the other
side. Second, the refraction angle from the first case is used as the incident angle in the
time reversed case. Third, the measured polarization in the first case is used as the incident
polarization in the time reversed case. By plugging these transformations into equation
4.6 we can compare the incident angle in the first case to the refraction angle in the time
reversed case. If the transport is symmetric, then these will be the same, while for asymmetric
transport, they will not. For the fundamental frequency, symmetric transport is expected
for all polarization cases. For the nonlinear case, transport is symmetric when the incident
polarization and measured polarization are opposite (RCP→LCP and LCP→RCP). When
the incident and measured polarization are the same (RCP→RCP and LCP→LCP), however,
the lack of reversal of the sign of σ means that we are left with equation 4.11, which shows
that we expect asymmetric transport.

sin θt2 = sin θi1 +
λ2

πni
(n− 1)σ1

dθ

dx
(4.11)
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Figure 4.11: Experimental measurement of generalized nonlinear Snell’s law showing strong
agreement with theoretical calculations. Results are shown for all four combinations of
incident and transmitted polarization for the fundamental and third harmonic frequencies.
Solid lines show theoretical calculations, and dots show experimental measurements.

4.5 Conclusions and Outlook

In this chapter, we derived a generalized form of Snell’s law of refraction that accounts
for refraction of nonlinear light generated at an interface. We fabricated samples that use
Pancharatnam-Berry phase to cause circularly polarized light to accumulate phase with a
spatial gradient and measured light refraction through these samples to experimentally verify
the derived refraction equation. We then used the same samples to demonstrate asymmetric
transport for certain polarizations of light, which was predicted through mathematical time-
reversal of the refraction equation. This was the first demonstration of asymmetric transport
using a metasurface.

The demonstration of asymmetric transport has the potential for widespread application,
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Figure 4.12: Time reversal of third harmonic frequency light generated by metasurface. The
angle of incidence is compared with the angle of refraction for all four polarization scenarios.
The solid blue line represents symmetric transport, where the angle of incidence and the
time reversed angle of refraction are the same. Results agree closely with theory, showing
that when the incident and measured polarization are opposite, symmetric transport occurs,
but when they are the same asymmetric transport occurs. The full range of angles could not
be measured for the polarization reversed cases due to asymmetry of the optical setup which
limited the incidence angles that could be applied to the system more than the refracted
angles that could be measured.

especially in integrated photonics. Asymmetric transport in electrical systems is the basis
upon which all electronics work, and the difficulty in designing such systems has been a
major limiting factor in photonics. Optical systems exhibiting asymmetric transport usually
require large pieces of nonlinear crystals for light to pass through, which is expensive, incom-
patible with integrated photonics, and leads to phase matching problems which can limit the
utility of the technique. The results shown here are an important step towards the practical
application of on-chip optical elements such as diodes and modulators, which are necessary
to bring the advantages of optics to areas previously confined to electronic systems.
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Chapter 5

Patterning Colloidal Quantum Dots

5.1 Introduction

Quantum dots are semiconductor nanocrystals that are small enough that quantum con-
finement alters their electronic and optical properties, leading to properties that differ from
bulk materials. Because the properties of the quantum dots are caused by this quantum
confinement, the properties can be controlled by controlling the size of the particles. There
are two broad categories of quantum dots based on their synthesis method. Epitaxial quan-
tum dots a fabricated by epitaxially growing multilayer structures of different semiconductor
materials, which, due to strain caused by lattice mismatch between the two materials, self-
assemble into nanoscale islands, resulting in quantum confinement. These epitaxial quantum
dots are permanently embedded in high index semiconductors. They tend to have high inter-
nal quantum efficiency due to the high purity and cleanliness of their constituent materials
and ultra high vacuum epitaxial growth, which maintains the crystal structure of the sub-
strate, but their external quantum efficiency is low due to the difficulty in extracting photons
from the high index substrate. Colloidal quantum dots are synthesized in wet chemical pro-
cesses, which allows them to be fabricated more quickly and cheaply than epitaxial quantum
dots. Typically, colloidal quantum dots are less efficient than epitaxial ones due to surface
effects and defects introduced by the synthesis or upon exposure to the environment. Recent
work focusing on synthesizing cadmium selenide (CdSe) quantum dots with cadmium sulfide
(CdS) shells to mitigate surface effects has resulted in colloidal quantum dots with quantum
efficiency near unity [120].

Another type of quantum dot that has been the subject of much recent attention is
cesium lead halide perovskite quantum dots [121–123]. By using chlorine, bromine, and
iodine in different ratios as the halide, the emission can be continuously tuned across the
entire visible spectrum. These materials are also much more robust to surface defects than
more common compound semiconductor quantum dots. Perovskites have shown promise
in photovoltaics [124] and as light emitters [125]. They are limited mainly by their poor
environmental stability; their optical performance degrades rapidly in air.
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Due to their optical properties, quantum dots have been used extensively in biological
imaging, sensing [126], photovoltaics [120], and optoelectronics [127–132]. Because they
can serve as single photon emitters, they have also been researched for use in quantum
communication and computing [133, 134].

5.2 Quantum dots as a single photon source

In order to realize functional systems utilizing quantum emitters, a system capable of
emitting single photons at room temperature on demand with high efficiency and indistin-
guishability that can also be integrated with standard semiconductor fabrication is necessary.
No current systems are capable of meeting all of these criteria simultaneously. Although the
physics of such two level light-emitting systems is well understood, the complex environ-
ments in which they reside leads to many practical issues which limits the integration of
such emitters into functional devices. Epitaxial quantum dots yield high quality and pure
single photons, but their efficiency is very low due to the difficulty in extracting the photons,
and the devices can not easily be integrated with optical systems [135, 136].

Colloidal quantum dots are an attractive system for generation of single photons [137–
140]. Recent work in perovskite quantum dots has shown them to be promising as single
photon emitters in addition to other advantageous properties such as easy emission tunability
and surface defect tolerance. However, the difficulty in controlling the location of individual
quantum dots and integrating them into further processing steps, as well as their tendency
to degrade over time, has limited their use in such systems.

Here, a simple method for controlling the location of quantum dots, which improves their
optical stability and is compatible with further microprocessing steps, is demonstrated. This
technique is applicable to any quantum dots, including more complicated structures such
as quantum rods and tetrapods. We demonstrate it with highly efficient CdSe/CdS core
shell quantum dots and CsPbBr3 perovskites. In this method, quantum dots are dispersed
in PMMA electron beam resist and then spin coated onto a sample. The PMMA film
containing the quantum dots is then patterned by electron beam lithography in order to
isolate quantum dots at the desired location on the sample. By controlling the density of
quantum dots dispersed in the resist as well as the size of the patterned region, it is possible
to fabricate samples with quantum dots optimized for a variety of applications. It is also
possible to apply this method to samples that already have structures on them. The high
precision of electron beam lithography allows placement of the quantum dots in alignment
with features, such as antennas or cavities, on the sample.

5.3 Sample Preparation

Fabrication of these samples involves two steps. First the quantum dots are dispersed into
PMMA. Then the PMMA films with embedded quantum dots are patterned by electron beam
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lithography. Commercial A2 PMMA (Microchem) was used. A2 PMMA coatings typically
has a thickness between 80 and 120 nm. In order to more precisely control the location of
the quantum dots, the PMMA was diluted with anisole (methoxybenzene) at at a 1:1 ratio,
reducing the viscosity and giving a layer thickness of 30 nm when spun onto a sample at
2000 rpm. This diluted PMMA was then mixed with various quantum dots, particularly
CdSe/CdS core shell quantum dots with emission peaks at 620 nm and inorganic lead halide
perovskite quantum dots with emission peaks at 500 nm. Perovskite quantum dots were
fabricated according to a process reported in the literature [121, 141], which involves injecting
hot cesium oleate solution into a 3-neck flask containing PbBr2. The quantum dots were then
purified and isolated by adding hexane and centrifuging. A postsynthetic surface treatment
of thiocyanate was used to remove excess ligands to improve optical performance. CdSe/CdS
quantum dots were synthesized following published procedures [120, 142].

The quantum dots were diluted to various degrees in toluene before being mixed into
the PMMA. The PMMA containing quantum dots was spun onto silicon wafers at 2000
rpm and then baked at 180◦ C to evaporate any remaining solvent. To further control the
position of the quantum dots as well as to improve the quality of the patterning, a layer
of this diluted PMMA without quantum dots was often spun onto the samples before the
layer containing quantum dots. The emission of these embedded quantum dots was then
measured by confocal microscopy for comparison with emission after patterning.

The doped films were then patterned by electron beam lithography. For patterns larger
than 500 nm, a Quanta 200 SEM (FEI) with an electromagnetic beam blanker installed in
the column and with the NPGS software for controlling the stage and beam was used. For
higher resolution patterning, a 50 kV electron beam lithography tool (Crestec) was used.
Typical patterns consisted of 500 nm square pillars of PMMA containing quantum dots
with concentrations from hundreds of quantum dots in each pillar to a single quantum dot
depending on the dilution.

5.4 Optical Measurements

Photoluminescence of the quantum dot samples was measured in a confocal scanning
microscope (Wytek) both before and after patterning. Minimal degradation of luminescence
was seen due to patterning or time. Patterned regions can be seen clearly in the photolumi-
nescence measurements.

For samples without an additional undoped spacer layer of PMMA, the contrast between
the pattern and background was smaller and quantum dots could still occasionally be seen
sticking to the substrate. For very thin layers of PMMA, this effect was more pronounced,
indicating that quantum dots in direct contact with the substrate are not removed even
after the PMMA in which they are embedded has been removed. Even a thin spacer layer
prevents direct contact between the quantum dots and the silicon substrate, so they will not
stick after the PMMA is removed.
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Figure 5.1: Fabrication process for patterning and isolating quantum dots. a) Synthesize
quantum dots by standard method in literature. b) Add quantum dots to electron beam
resist in desired concentration. c) Spin undoped resist on substrate as spacer layer. d) Spin
resist with quantum dots. e) Pattern resist with electron beam lithography. f) Develop
pattern to leave structure containing quantum dots.

For CdSe/CdS quantum dots, single photon emission from quantum dots isolated in
pillars was confirmed. This was done using a Hanbury Brown and Twiss type correlation
measurement setup to measure the g(2) correlation of photons emitted by the sample. In
this setup, light from the photon source enters a beamsplitter and is divided into two equal
paths. At the end of each path is an avalanche photodiode (APD) detector, which allows
detection of even extremely weak signals. These two detectors are connected to electronics
which measure the delay between the detection at one detector and the other. To determine
the purity of single photons, the probability of detecting a photon at the second detector
is plotted as a function of delay time after a photon is detected at the first detector. For
single photon emission, there should be a sharp dip at a delay time of zero, as the quantum
emitter should not emit two photons at the same time. In figure 5.4. the sharp dip at τ = 0
shows that photons do not arrive with very short delay times, meaning that the sample
emits single photons. The other oscillations on the order of 10 ns are caused by the pulsed
laser excitation, and indicates that the photoluminescence lifetime is shorter than the pulse
frequency of the laser. Experiments are ongoing to measure single photon emission from
patterned perovskite quantum dots.
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Figure 5.2: Bright field microscope image and confocal scanning fluorescence image of pat-
terned PMMA with embedded CdSe quantum dots. The pattern consists of a square patch
10 µm on a side with the PMMA and quantum dots removed, with a 1 µm square in the
center where the PMMA and quantum dots remain. The spectrum shows the strong con-
trast between the area containing quantum dots and the background, where no characteristic
emission at 620 nm can be seen.
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Figure 5.3: Fluorescence image of patterned quantum dot film with photoluminescence spec-
tra of several points. The blue curve in the spectrum is taken from the patterned pillar, and
the red curve is from a spot in the background where there should be no quantum dots. Iden-
tical emission at 620 nm characteristic of the quantum dots can be seen in both, indicating
that quantum dots are sticking to the background after patterning. This was prevented in
other samples by including a spacer layer between the substrate and the PMMA layer with
quantum dots.

5.5 Conclusion and Outlook

Using this technique, we were able to clearly select areas on a sample to contain quantum
dots or to be clear of quantum dots using electron beam lithography. By controlling the
density of quantum dots and the pattern size, we could isolate individual or small groups of
quantum dots. This technique can be used by isolating a single quantum dot for quantum
optical devices, or it can be used with clusters of dots for more classical integrated photonics
applications.

This method can be used for integrated photonic devices in several ways. The simplest
is to first design and fabricate a device that requires quantum dots at a particular location
and use this patterning technique to place the light emitters only where they are required.
This could be easily used to couple quantum dots to antennas or cavities for enhancement of
spontaneous emission [143] or directional control of emission, both of which have important
applications in integrated photonics [144–152].

To use this technique for more complicated devices in which the quantum dot is first
isolated on the substrate and the device is then fabricated around it, some modifications to
the described technique would be required. One way to enable such processing would be to
embed the quantum dots in a crosslinking negative resist such as hydrogen silsesquioxane
(HSQ). HSQ is an electron beam and extreme UV resist, which, after exposure, has a compo-
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Figure 5.4: Photon correlation measurement from patterned CdSe quantum dot. The char-
acteristic single photon emission, which can be seen by the dip at τ = 0 indicates that the
fabrication method isolates single quantum dots.

sition similar to silicon dioxide, making it compatible with a large variety of nanofabrication
processes.

For photonic devices that work by manipulating the phase of light in order achieve the
desired effects, such as metasurfaces, it is necessary to control the orientation of each quan-
tum dot in relation to the device it is coupled to in addition to just the location. This
introduces many further complications to device fabrication, but this technique of pattern-
ing the polymer film in which the emitters are embedded offers solutions to this issue that
are not available for emitters placed by other techniques such as chemical functionalization.
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Chapter 6

Conclusion

6.1 Summary

In this dissertation, we discussed the growing field of integrated photonics and introduced
several techniques and devices that can be used to address major areas of need. Integrated
photonics could lead to advances in computing, with photonic elements replacing or com-
plementing electronic components, and in medicine, where on-chip devices could replace
complicated diagnostic equipment. This could lead to greater access to medical care as well
as improved medical care with individually tailored diagnostics and treatment. To realize
such integrated systems, photon sources, photon control optical elements, and photon detec-
tors that are nanoscale and compatible with electronics fabrication techniques are required.
Here we demonstrate novel photon control elements that manipulate phase and refractive
index for various applications and a technique for integrating photon sources with any of a
large variety of optical elements.

After a brief background of integrated photonics and metamaterials along with the fun-
damental basis in optics upon which the rest of the work stands, we introduce the concept
of transformation optics as a design method for optics with a high degree of control and
flexibility. We show how such devices can be realized using gradient index optical materials.
The difficulty in fabricating large scale gradient index materials with large ∆n has limited
the practical application of such devices. The photoelectrochemical etching method that
we developed is a large-scale and high-throughput method for fabricating arbitrary gradient
index devices with ∆n ≈ 1 from porous silicon. This is the first demonstration of photopat-
terning in p-type porous silicon. We use this method to fabricate gradient index waveguides,
ideal optical concentrators, and phase masks.

The next two sections focus on using optical nonlinearity to manipulate light. First,
we apply the concept of dynamic self-assembly, which uses thermodynamic non-equilibrium
to create order, to optics. We use this method to design a distributed Bragg reflector with
thermally isolated layers that dynamically adjusts the index of each layer by the thermo-optic
effect in response to excitation in order to tune its bandgap and heal defects. We fabricate
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this device in silicon by etching fins perpendicular to the substrate, with air in between, to
get maximum index and absorption contrast as well as thermal isolation between the layers
of the Bragg reflector.

Next, generalized laws of nonlinear reflection and refraction are derived and demonstrated
using a metasurface to manipulate the phase of the third harmonic frequency of the incident
light. Metasurfaces, subwavelength arrays of resonant optical antennas which directly impart
phase gradients to incident light, have recently been used to replace conventional optical
elements such as objective lenses, as phase masks for holography, as an ultrathin invisibility
cloak, and for many other applications. Here, we use the additional effects of nonlinearity
to demonstrate asymmetric transport of light through a metasurface. Asymmetric transport
is critical to electronics, and is necessary in photonics if such electronic elements are to be
replaced with photonic ones.

In the final section, we address the issue of nanoscale integrable photon sources. Quan-
tum dots have excellent properties as emitters, but their integration has been a challenge.
Epitaxial quantum dots require special compound semiconductor substrates with multiple
quantum wells, restricting any other components to these same substrates, making integra-
tion impractical. Colloidal quantum dots, synthesized in solution, have more potential for
integration. In most cases, though, they are just spin-cast onto a surface or require chemical
functionalization, which can limit its use in complicated structures requiring many prior and
subsequent steps. The method demonstrated here involves embedding the quantum dots
at a controlled density in electron beam resist material, spinning the resist with controlled
thickness, and patterning using electron beam lithography. This method offers precise con-
trol of the location of quantum dots, can be used with any variety of colloidal quantum
dots with different properties, and can be integrated on any substrate with most standard
fabrication techniques. Clusters of quantum dots can be used as a classical light source, and
individual quantum dots can be isolated for use as single photon emitters for quantum optics
applications.

6.2 Future Research Directions

There are many opportunities for further work on the topics discussed here. We demon-
strated two dimensional gradient index devices with porous silicon by projecting a pattern
on the surface of the silicon during the electrochemical etching. The etching conditions were
then kept constant. By varying the etching conditions temporally in addition to the spatial
variation, three dimensional gradient index devices could be fabricated, which have not been
demonstrated by any other technique. Further exploration of the use of porous silicon as
a phase mask is also warranted. Demonstrations of computer generated holography use a
single layer phase mask, which can be fabricated in a number of ways. Porous silicon can be
used to make multilayer CGH phase masks, which could improve the hologram efficiency. It
could also be used for rapid fabrication of aspherical optical components.

We demonstrated control of the position of quantum dots using electron beam lithography
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and quantum dots embedded in PMMA polymer resist. In order to make this process
compatible with further processing steps including wet chemistry processing, a different
resist is required. Using HSQ resist, the quantum dots could not only be localized with
better precision, but could be then used in most standard nanofabrication processes.

We have demonstrated several techniques and devices that lend themselves to integrated
photonic devices, but we did not actually integrate any of them. One particularly inter-
esting example of how these elements might be integrated is to pattern quantum dots on a
metasurface, which could interact with the light from the quantum dot in a number of ways.
Quantum dots could also be integrated with nanocavities to enhance their spontaneous emis-
sion, with nanoantennas to control the direction and polarization of their emission, or with
waveguide structures, including gradient waveguides.
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