
 
i 

 
UNIVERSITY OF CALIFORNIA, MERCED 

 
 
 

The Negative Effects of "Good" Institutions on Political Violence 
 

 
A dissertation submitted in partial satisfaction of the requirements for the degree  

Doctor of Philosophy 
 
 
 

in 
 
 
 

Political Science 
 
 
 

by 
 
 
 

Shengkuo Hu 
 

 
 
 
Committee in Charge: 
 

Professor Courtenay R. Conrad 
Professor Nathan W. Monroe 
Professor Aditya Dasgupta 

 
 
 
 

 
 

2022 
 
 
 



 
ii 

 
 
 
 
 
 
 
 
 
 

© Copyright 

Shengkuo Hu, 2022 
 

All rights reserved 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
iii 

 
The Dissertation of Shengkuo Hu is approved, and it is acceptable in quality and form for 
publication on microfilm and electronically: 
 
 
 
 
         

 Nathan W. Monroe 
 
 
 

Aditya Dasgupta 
 
 
 

Courtenay R. Conrad, Chair 
 
 
 
 
 
 
 

 
 

University of California, Merced 
2022 

 
 
 
 
 
 
 
 

 
 
 
 

 
 



 
iv 

 
 

Dedication 

To my family, for their endless love, support, and encouragement. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
v 

 

 

Contents 
 

Acknowledgements . . . . . . . . . . . . . . . . . . . . . .            xi 

 

Curriculum Vita . . . . . . . . . . . . . . . . . . . . . . . . .           xii 

 

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .         xvi 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 



Contents (Continued)

I Regional Autonomy and Insurgent Violence 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Regional Autonomy and Civil Conflict . . . . . . . . . . . . . . . . . . . . . 3
1.3 Elite-captured Regional Autonomy . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Research Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.4.1 Operationalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4.2 Identification Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4.3 Parallel Trends Assumption . . . . . . . . . . . . . . . . . . . . . . . 11

1.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.5.1 Controls for Treatment Assignment Process . . . . . . . . . . . . . . 13
1.5.2 Placebo Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.6 Geographic Regression Discontinuity . . . . . . . . . . . . . . . . . . . . . . 16
1.7 Elite Exploitable Resources . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.9 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

II Heterogeneous Effects of ICC Investigation on Rebel Conflict 51
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.2 The Deterrence Power of the ICC . . . . . . . . . . . . . . . . . . . . . . . . 53
2.3 ICC and Selection of Situations . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.4 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.5 Research Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

2.5.1 Sample Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.5.2 Dependent Variable . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.5.3 Independent Variable . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.5.4 Identification Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.5.5 Control Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

2.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.8 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

2.8.1 Descriptives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
2.8.2 Alternative Specifications . . . . . . . . . . . . . . . . . . . . . . . . 81
2.8.3 Quasipossion Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

vi



2.8.4 Placebo Tests Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

III Transparency and Citizens’ Collective Action: The Effect of
Freedom of Information Laws on Protests 88

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.2 FOI Laws, Transparency, and Protests . . . . . . . . . . . . . . . . . . . . . . 90
3.3 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
3.4 Research Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

3.4.1 Dependent Variable . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.4.2 Independent Variables . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.4.3 Identification Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.4.4 Controls for Treatment Assignment Process . . . . . . . . . . . . . . 95

3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.5.1 Placebo Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.5.2 Sensitivity Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.5.3 Generalized Synthetic Control . . . . . . . . . . . . . . . . . . . . . . 100
3.5.4 Conditional Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
3.7 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

vii



List of Figures

1.1 Trends in Incidents Between New States and Old States . . . . . . . . . . . . 12
1.2 Changes in Maoist Violent Incidents Before and After New States Creation 16
1.3 Shared Border Between New and Old States . . . . . . . . . . . . . . . . . . 17
1.4 Geographic RDD Results with Different Bandwidths . . . . . . . . . . . . . 20
1.5 The Effect of New States Creation Conditioned by Iron Abundance and

International Iron Price . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.6 Parallel Trends in Incidents . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.7 Changes in Maoist Violent Incidents Before and After New States Creation

with Controls . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
1.8 Geographic RDD Results with Different Bandwidths by Year . . . . . . . . 43
1.9 The Effect of New States Creation Conditioned by International Resource

Price . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
1.10 The Effect of New States Creation Conditioned by International Resource

Price with Controls . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
1.11 The Effect of New States Creation Conditioned by Resource Abundance

and International Resource Price . . . . . . . . . . . . . . . . . . . . . . . . . 49
1.12 The Effect of New States Creation Conditioned by Resource Abundance

and International Resource Price with Controls . . . . . . . . . . . . . . . . . 50
2.1 Placebo Test: The Effect of ICC Investigation of Governments . . . . . . . . 66
2.2 Placebo Test: The Effect of ICC Investigation of Rebel Groups . . . . . . . 67
2.3 Placebo Test: The Effect of ICC Investigation of Governments with Controls 84
2.4 Placebo Test: The Effect of ICC Investigation of Rebel Groups with Controls 85
3.1 Changes in Protests Before and After FOI law . . . . . . . . . . . . . . . . . 99
3.2 GSC Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.3 The Effect of FOI Law Adoption Conditioned on Election Democracy Index 106
3.4 Changes in Protests Before and After FOI law with Controls . . . . . . . . . 124
3.5 The effect of FOI Law conditioned on GDP per capita . . . . . . . . . . . . . 132

viii



List of Tables

1.1 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2 Results with Controls . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3 Balance Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.4 Geographic RDD Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.5 Descriptive Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.6 Results with Interaction Controls . . . . . . . . . . . . . . . . . . . . . . . . . 37
1.7 Year Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.8 Quasi-Poisson, Logged DV, and Negative Binominal Results . . . . . . . . 39
1.9 Placebo Test Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
1.10 Geographic RDD Results with Interaction Controls . . . . . . . . . . . . . . 42
1.11 Interaction with Resource Abundance Results . . . . . . . . . . . . . . . . . 44
1.12 Interaction with International Resource Price Results . . . . . . . . . . . . . 45
1.13 The Effect of New States Creation Conditioned by Resource Abundance

and International Resource Price . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.1 List of Situations Under Investigation . . . . . . . . . . . . . . . . . . . . . . 56
2.2 ICC Investigations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.3 The Effect of ICC Investigation of Governments on Non-state Conflict Deaths 64
2.4 The Effect of ICC Investigation of Rebel Groups on Non-state Conflict Deaths 65
2.5 Descriptive Data for the Effect of ICC Investigation of Governments . . . . 80
2.6 Descriptive Data for the Effect of ICC Investigation of Rebels . . . . . . . . 80
2.7 The Effect of ICC Investigation ofGovernments onNon-state Conflict Deaths:

Specifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
2.8 The Effect of ICC Investigation of Rebels on Non-state Conflict Deaths:

Specifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
2.9 The Effect of ICC Investigation ofGovernments onNon-state Conflict Deaths:

Quasipoisson . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
2.10 The Effect of ICC Investigation of Rebel Groups on Non-state Conflict

Deaths: Quasipoisson . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
2.11 The Effect of ICC Investigation of Governments on Non-state Conflict Deaths 86
2.12 The Effect of ICC Investigation of Rebel Groups on Non-state Conflict Deaths 87
3.1 The Distribution of Adoption of FOI Laws over Time . . . . . . . . . . . . . 94
3.2 Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.3 Selected Sensitivity Test Results . . . . . . . . . . . . . . . . . . . . . . . . . 100
3.4 The Effect of FOI Law Conditioned on Electoral Democracy Index Results 104

ix



3.5 Descriptive Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
3.6 The effect of Electoral Democracy Index on Protests . . . . . . . . . . . . . 119
3.7 The effect of Electoral Democracy Index on FOI law . . . . . . . . . . . . . 119
3.8 The effect of FOI Law Conditioned on Electoral Democracy Index Results:

Logged DV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
3.9 The effect of FOI Law Conditioned on Electoral Democracy Index Results:

Negative Binomial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
3.10 The effect of FOI Law Conditioned on Electoral Democracy Index Results:

Poisson and Quasi-Poisson . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.11 Placebo Test Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
3.12 Sensitivity Test Results Part 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
3.13 Sensitivity Test Results Part 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
3.14 List of Dropped Treated Countries in GSC Specifications . . . . . . . . . . . 127
3.15 Main Results National . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
3.16 The Effect of FOI Law conditioned on Election Index Results National . . . 129
3.17 Main Results Non-national . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
3.18 The Effect of FOI Law conditioned on Election Index Results Non-National 131

x



 
xi 

Acknowledgments 

The journey to Ph.D. is truly a long one and I am thankful for all the support I received 
throughout my time at UC Merced. I am especially indebted to my advisor Courtenay 
Conrad for her wholehearted support through this journey. I learned everything about 
research by starting to work with Courtenay in the summer of 2017 and our hard work later 
became my first peer-reviewed journal article. I still remember the frustration when I was 
rejected by multiple journals, but more importantly the joy and excitement of getting a 
paper published. She took me into the world of political science, and I learned and am still 
learning how to be a political scientist and what takes to be a political scientist from 
Courtenay. 

I am grateful to have Nathan Monroe and Aditya Dasgupta as my dissertation committee 
members. Thanks to Nate for his constant support to my research. From the first class of 
research design to hypotheses in my dissertation, I benefited a lot from learning and 
discussing research design/counterfactual/causal inference with Nate. I thank Adi for 
pushing me to think more deeply contexts, puzzles, and research design of my research. 
The first chapter of dissertation could not be completed without Adi’s full support. The 
paper uses the data collected by Adi and benefits from Adi’s feedback and ideas. I also 
thank Daniel de Kadt and Melissa Sands who initiated my interests in data science and 
causal inference, which become my identities later.  

I am very lucky to be a one of the political science graduate students at UC Merced. I felt 
we were like a family, and we support each other, not only in study or research, but also in 
other aspects of life. I really enjoyed talking (sometimes complaining) to other graduate 
students about our research and lives in the cubes and learning from their thoughts. 
Especially, I thank my cohorts, Jun Hyeok Jang, Nick Cruz, Ada Johnson-Kanu, and Katie 
Herzog for have each other’s back and go through this journey together.  

I thank Institute on Global Conflict and Cooperation, University of California for 
Dissertation Fellowship, Institute for Humane Studies, George Mason University for 
Humane Studies Fellowship, and University of California, Merced for Graduate Dean’s 
Dissertation Fellowship. My dissertation benefits greatly from these fellowships. 

Finally, I owe so much to my family. I am grateful to my mother and father for always 
believing in me. I left them to study abroad 14 years ago and I could not be here without 
their understanding and support. They always tell me they are fine without me and 
encourage me to pursue what I want. I am grateful to my son. With him in my mind, I felt 
I should be stronger and can accomplish more. I am especially grateful to my wife, for her 
endless support. There are no words to describe it. I dedicate this dissertation to my family. 

 
  



 
xii 

 

Shengkuo Hu

Department of Political Science
University of California, Merced

https://sites.google.com/view/shengkuohu - shu8@ucmerced.edu
Updated September 22, 2022

Education University of California, Merced, Merced, CA
Ph.D., Political Science, Expected Fall, 2022
Supervisor: Courtenay R. Conrad

University of Florida, Gainesville, FL
M.A., Political Science - International Relations, 2012 - 2014

Ritsumeikan Asia Pacific University, Beppu, Ōita, Japan
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The Negative Effects of "Good" Institutions on Political Violence 
 
 
 

Abstract 
 
In my dissertation, I investigate the negative effects of "good" institutions on political 
violence. I define "good" institutions as seemingly well-intended institutional changes or 
decisions. Across three stand-alone articles, I show that “good” institutions do not always 
reduce political violence because the actors who design and implement institutions tailor 
them to meet their own interests, which are often not reducing political violence. 
 
In the first paper, I examine how granting regional autonomy changes the level of insurgent 
violence. Because regional autonomy gives more independence to lower tiers of 
government, it is commonly thought to reduce insurgent violence. I argue that elite-
captured regional autonomy enables elites to expropriate citizen wealth, generating citizen 
grievances that fuel insurgent violence. To test the implications of my theory, I investigate 
the effect of the creation of two new, autonomous Indian states—Chhattisgarh and 
Jharkhand—on insurgent violence. Using difference-in-difference and geographical 
regression discontinuity designs, I find the creation of these states to be associated with 
statistically and substantively significant increases in Maoist violence. More importantly, 
the relationship between these new autonomous states and violence is stronger when elites 
are better able to exploit local resources. 
 
The second paper in my dissertation examines the effect of investigations by the 
International Criminal Court (ICC) of alleged human rights crises on non-state civil 
conflicts. To date, scholars interested in the effect of the ICC on civil conflicts have treated 
the "state" as a unitary actor. In this paper, I argue that the ICC's investigations of 
government leaders and of rebel leaders have different effects on civil conflict. Because of 
its biased case selection process, when the ICC investigates government leaders, it 
constrains governments, provides incentives for the rebel groups to fight, and leads to more 
non-state conflicts—that is, conflicts between rebels. When the ICC investigates rebel 
leaders, it does not constrain rebel groups, strengthens the government's control, and 
reduces non-state conflicts. I evaluate the implications of the theory with difference-in-
difference tests using data on non-state conflicts cross-nationally and find support. 
 
My third dissertation paper looks at freedom of information (FOI) laws and protests. While 
more transparency in government should theoretically increase citizens' satisfaction and 
make them less likely to participate in protests, I argue that providing citizens with 
information about the wrongdoings of lower-tier officials without giving them ways to 
punish those officials leads to more protests. Using a difference-in-difference design and 
cross-country data, I find that adopting FOI laws is associated with statistically and 
substantively significant increases in the number of protests. More importantly, I found the 
relationship between the adoption of FOI law and the number of protests is conditioned by 
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electoral democracy, a measure of ways to punish government officials. When there are 
ways to punish those officials, FOI laws do not lead to more protests. 

In full, the three papers in my dissertation contribute to the literature on institutions and 
political violence by examining the negative effects of seemingly well-intended 
institutions on political violence and carefully considering the preferences of the actors 
who designed or implemented these institutions. The dissertation contributes to the 
discussion of the effectiveness of institutional decisions on reducing political violence— 
why some institutional decisions failed to reduce political violence? My work shows that 
different institutional designs can be subjected to this common rule—institutions are 
products of actor’s preferences. We should not expect these elite actors to design or 
implement institutions to fulfill ordinary people’s goals rather than their own.  

 
 
 
 
 
 

 
 
 
 
 



Part I

Regional Autonomy and Insurgent
Violence

Abstract

Does regional autonomy increase or alleviate insurgent violence? I argue that
elite-captured regional autonomy enables elites to expropriate citizen wealth,
generating citizen grievances that fuel insurgent violence. To test the impli-
cations of my theory, I investigate the effect of the creation of two new, au-
tonomous Indian states—Chhattisgarh and Jharkhand—on insurgent violence.
Using difference-in-difference and geographical regression discontinuity de-
signs, I find the creation of these states to be associated with statistically and
substantively significant increases in Maoist violence. More importantly, the
relationship between these new autonomous states and violence is stronger
when elites are better able to exploit local resources.
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1.1 Introduction
Regional autonomy is often expected to decrease insurgent violence by alleviating citizens’
grievances andmeeting their needs. OnNovember 1, 2000, in an effort to accommodate citi-
zen demands for better political representation and faster economic development, the Indian
government granted autonomy to two new regions by creating two new states: Jharkhand
was carved out of Bihar, and Chhattisgarh was carved out of Madhya Pradesh. Since their
creation, however, Chhattisgarh and Jharkhand have suffered from Maoist insurgency. In
the case of India, then, regional autonomy seems to have led to more insurgent violence.
Under what conditions does granting regional autonomy aggravate rather than alleviate in-
surgent violence?

Because regional autonomy gives additional independence to lower tiers of government,
it is commonly argued to reduce civil conflict and insurgent violence. With more auton-
omy, groups of citizens have more control over their political, social, and economic affairs
(Lijphart 1977, 1996, Lustick, Miodownik and Eidelson 2004); Local government better
addresses the needs of citizens, decreasing the attractiveness of joining insurgent move-
ments (Cederman, Gleditsch and Buhaug 2013, Collier and Hoeffler 2004). However, some
scholars suggest that granting regional autonomy increases civil conflict and insurgent vi-
olence by promoting social group identities (Cornell 2002, Hardgrave 1993, Hechter 2000,
Kymlicka 2005), producing policies that favor certain groups over others (Horowitz 1992,
Suberu 1993), and changing the power relationship between the central government and
local groups (Cornell 2002, Kymlicka 2005, Leff 1999, Roeder 1991, Snyder 2000). Em-
pirically, there is mixed evidence whether regional autonomy alleviates or promotes civil
conflict and insurgent violence (Brancati 2006, Christin and Hug 2012, Ishiyama 2009,
Saideman et al. 2002). The disparities in theories and empirical studies suggest that some
conditionalities have been overlooked when analyzing the complex relationship between
different actors in the process of gaining regional autonomy.

In this paper, I argue that regional autonomy leads to conflict under an as-yet-unstudied
condition: elite capture. Regional autonomy leads to conflict when it allows elites to manip-
ulate institutions for their own interest, thereby creating political and economic grievances
that fuel insurgent violence. To test the implications of my theory, I investigate the effect
of the creation of two new, autonomous Indian states — Chhattisgarh and Jharkhand — on
insurgent violence. In the case of India, the creation of these two new states enabled the
elites to tailor new institutions to their needs, especially in the mining sector, leading to
more Maoist insurgent incidents. Using a difference-in-difference research design that ex-
ploits cross-sectional and temporal variation in the creation of new states and a geographical
regression discontinuity design utilizing geographic characteristics of new states’ creation,
I show that regional autonomy is statistically and substantively associated with increases in
incidents related to the Maoist insurgency. Using data on international resource prices and
the existence of resources in districts within Chhattisgarh and Jharkhand, I show that when
the value of elite-exploitable minerals increases, regional autonomy leads to more Maoist
insurgent incidents.

This paper presents an important argument for how regional autonomy increases violent
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conflicts; that is granting regional autonomy creates opportunities for elites to manipulate
and tailor new institutions to meet their interests at the expense of ordinary citizens. Grant-
ing regional autonomy does not necessarily give citizens control over their political, social,
and economic affairs. When regional autonomy is captured by elites, it creates political and
economic grievances that lead to insurgent violence. Although I test the theory using data
on the creations of new states and the Maoist insurgency in India, my theory about elite
capture in regional autonomy and political violence is generalizable to other developing
democracies. The argument has important policy implications: if the government wants to
improve citizens’ political rights and reduce political violence, democratization should be
implemented carefully to avoid elite capture.

1.2 Regional Autonomy and Civil Conflict
Because regional autonomy grants greater independence to lower tiers of government, it is
commonly thought to reduce civil conflict and insurgent violence. With more autonomy,
groups of citizens are expected to have more control over their issues, protect themselves
from the central government, and be better able to ensure the provision of public goods
(Lijphart 1977, 1996, Lustick, Miodownik and Eidelson 2004). When citizens’ needs are
better addressed, scholars argue, they will find the possibility of joining an insurgent move-
ment less attractive (Cederman, Gleditsch and Buhaug 2013, Collier and Hoeffler 2004). In
addition, when groups are empowered politically through regional autonomy, they are less
likely to seek power through violent means. Thus, scholars argue that regional autonomy
reduces civil conflict by bringing government closer to the people, providing opportunities
for citizens to participate in government, and giving groups control over their political, so-
cial, and economic affairs (Brancati 2006). Regional autonomy leads to better economic
development (Asher and Novosad 2015), which can reduce conflict by reducing poverty
(Dasgupta, Gawande and Kapur 2017).

However, a number of scholars suggest that granting regional autonomy increases civil
conflict and insurgent violence. One group of theories argues that regional autonomy inten-
sifies conflicts by promoting social group identities, such as ethnic, religious, or regional
identities (Cornell 2002, Hardgrave 1993, Hechter 2000, Kymlicka 2005). Stronger identi-
ties lead to a stronger out-group bias that fuels conflicts between groups. Regional auton-
omy may also intensify conflict by producing policies that favor certain groups over others
(Horowitz 1992, Suberu 1993). When there are hieratical relationships between groups,
i.e., when some groups dominate others, conflicts are more likely. Alternatively, regional
autonomy increases conflicts by changing the power relationship between the central gov-
ernment and local groups. Regional autonomy may empower local groups, weaken central
government, and eventually lead to more conflicts (Cornell 2002, Kymlicka 2005, Leff
1999, Roeder 1991, Snyder 2000).

Empirical evidence is mixed regarding whether regional autonomy alleviates or pro-
motes civil conflict or insurgent violence. Studies on specific countries and regions that
implemented regional autonomy show mixed evidence. In Canada (Simeon 2004), Spain
(Beramendi and Máiz 2004), and Indonesia (Diprose 2009), regional autonomy alleviated
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civil conflict, whereas in Kosovo (Gjoni, Wetterberg and Dunbar 2010), Colombia (Eaton
2006), and Sierra Leone (Edwards, Yilmaz and Boex 2015, Rosenbaum and Rojas 1997),
regional autonomy increased civil conflict. Cross-country large-N studies have also pro-
duced mixed findings (Brancati 2006, Christin and Hug 2012, Ishiyama 2009, Saideman
et al. 2002).

The disparities in theories and empirical studies suggest that some conditionalities may
have been overlooked when analyzing the complex relationship between different actors in
the process of gaining regional autonomy. I argue that regional autonomy leads to conflict
under an as-yet-unstudied condition: elite capture. In development studies, scholars have
noted the danger of local elite capture in regional autonomy (Bardhan 2002, Bardhan and
Mookherjee 2000, Reinikka and Svensson 2004, Verbrugge 2015) and found a link between
local elite capture and conflicts (Daley 2006, Fanthorpe 2005). However, few studies have
built a generalizable theory that connects regional autonomy, elite capture, and violent con-
flict. In what follows, I build a generalizable theory explaining how regional autonomy can
increase insurgent violence under the condition of local elite capture and empirically test
implications of the theory using data on the creation of new states and Maoist conflicts in
India.

1.3 Elite-captured Regional Autonomy
To develop a general theory about elite capture in regional autonomy and its effect on in-
surgent violence, I first define elite capture as a process whereby public resources are taken
for the benefit of a few individuals of superior social and political status at the cost of the
welfare of the larger population.1 I am interested in the behavior of two actors: a group of
citizens and a group of elites.

Citizens can be any group of people who seek more benefits by changing current insti-
tutions or acting on their own; groups of citizens are not limited to those with membership
in ethnic or social groups. I assume citizens desire more power—whether de jure or de
facto. Power is defined as the ability to realize one’s preferences.2 Citizens are assumed
to prefer regional autonomy because it will give them more de jure power, specifically
better representation in the decentralized regime. These assumptions are not controversial
generally or specifically in the case of India. Citizens in Northern Ireland, Scotland, and
Wales demanded more autonomy for better representation in the proposed new government.
Countries in Latin America adopted regional autonomy to increase citizens’ participation
and representation (West 2015). In the case of India, people in scheduled tribes and castes
(ST/SC) have mobilized to request more autonomy (Tillin 2011).3 Although citizens can
gain de facto power through insurgent violence, that approach is costly and uncertain. When

1This definition of elite capture is not explicitly defined but implicitly implied in several economics and
development studies(e.g., Platteau 2004, Reinikka and Svensson 2004).

2De jure power is the power allocated by political institutions such as voting legislation or election, and
de facto power is power that is held by a social group as a consequence of wealth, violence, or other means
(Bertocchi and Dimico 2017).

3ST/SCs are officially recognized groups that are historically marginalized and disadvantaged in India.
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the benefits are the same from regional autonomy and insurgent violence, citizens prefer re-
gional autonomy over insurgent violence.

Elites are politicians who might benefit from changing the current institutions.4 I as-
sume elites also want power—whether it is de jure or de facto. Note that this assumption
differs from the assumption that politicians want to stay in power. I assume elites want to
maximize their power either by staying in positions that give them de jure power or captur-
ing other de facto powers. Politicians face incentives to be elected and re-elected, as well
as to engage in corruption to capture rent. This assumption is not controversial because, in
developing countries, government officials tend to materialize their de jure power through
corrupt channels. In India, for example, low in-system material gains for politicians and
abundant out-system opportunities have led to a corruption epidemic (Quah 2008). Re-
sources collected through corruption become politicians’ de facto power. Regional auton-
omy creates opportunities for elites to capture and manipulate new institutions to produce
de facto power and benefits at the expense of citizens.

Perhaps controversially, I assume that citizens fail to anticipate the extent to which
the elite capture of decentralized institutions will accompany regional autonomy. Citizens
know that there will be some elite capture, because corruption is expected. But they ex-
pect that regional autonomywill mitigate local capture by increasing accountability through
better representation. However, citizens underestimate the level of elite capture caused by
increased autonomy. In many settings, citizens are not perfectly informed about the con-
sequences of policies or institutional changes (Jerit and Zhao 2020, Kuklinski et al. 2000,
Madrid-Morales et al. 2021, van Kessel, Sajuria and Van Hauwaert 2021), and informa-
tion about policies or institutional changes is influenced by the attitudes of political elites
(Darmofal 2005, Gabel and Scheve 2007, Guisinger and Saunders 2017). If the citizens
knew how bad elite capture of regional autonomy would be, they would not prefer regional
autonomy in the first place.

Regional autonomy increases insurgent violence through elite manipulation of new in-
stitutions. Because elites have an information advantage, citizens become convinced that
it is best for them to work with elites to gain regional autonomy. However, local govern-
ments can be captured by elites (Bardhan and Mookherjee 2000). Movements pushing for
regional autonomy can partially mask elite interests and manipulations, so there should be
no automatic assumption that the autonomy would lead to greater social or political justice
(Mawdsley 2002). After gaining regional autonomy, elites become more autonomous and
capture the benefits of regional autonomy for themselves at the expense of citizens.5 6

4Elites can be either local or national political elites, as long as they can receive benefits from changing
the current institution.

5See Ribot et al. (2002) and Treisman (2002) for similar arguments.
6One might wonder whether this implication is out-of-equilibrium because citizens can learn from past

experiences and choose not to work with elites. This can certainly be the case when citizens have interacted
with elites on similar institutional changes before. However, because these types of citizen interactions with
elites happen only rarely, I assume inexperienced citizens are easily led to believe that the payoff of regional
autonomy is high for both citizens and elites. However, the true consequences for citizens are even worse
than the results of failing to gain regional autonomy; for elites, the true payoffs are much higher. Because
citizens are misinformed by elites, they learn the true payoffs only after gaining regional autonomy.
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When citizens fail to receive the benefits they expected from regional autonomy, they
realize that elites have captured the process. Even worse, local capture is more rampant than
it was before autonomy. Because citizens acted collectively to request autonomy, they are
also able to engage in collective insurgency. When citizens realize that captured regional
autonomy does not yield benefits, they become more likely to join an insurgency.7

I make three key theoretical assumptions. First, I assume political elites face incentives
to be elected and re-elected, as well as to engage in corruption with the aim of rent-seeking.
Second, I assume citizens can be misled by elites. Third, I assume the value of public
resources is large enough such that elites are willing to betray citizens. Although these as-
sumptions are consistent with dynamics in India, they are commonly met in other develop-
ing democracies as well. In Indonesia, for example, scholars have also expressed concerns
about the extent to which elite capture has limited the effect of fiscal decentralization on
civil conflict (e.g., Diprose 2009, Sugiyanto et al. 2018).

If the three key assumptions are relaxed, the theory yields different implications that
can be generalized to even more settings. First, if political elites seek power only within the
political system with no intention to seek rent through corruption, citizens and elites can
work together to gain regional autonomy without elite capture. Such regional autonomy
should alleviate civil conflict. Second, if citizens have sufficient information so that they
are not easily misguided by elites, citizens choose not to work with elites and no regional
autonomy is gained–the level of civil conflict thus stays the same. Third, if the value of
resources is not large enough, elites will not be interested in gaining regional autonomy.
In this case, elites will not work with citizens to gain regional autonomy and the level of
civil conflict won’t change. On the other hand, if the value of public resources is not only
large enough, but also increasing to be larger, I expect elite-captured regional autonomy
to happen. Also, as the value of elite-exploitable public resources increases, the level of
elite capture increases, generating more grievances that lead to more violence. All these
implications can be tested in different countries that meet the relaxed assumptions. In this
paper, I first test the implication with three key assumptions. Then I test the implication with
the assumption that the value of public resources is not only large enough, but increasingly
to be larger.

Hypothesis 1. Relative to regions that do not gain autonomy, when regions move from no
autonomy to elite-captured autonomy, we expect to see an increase in insurgent violence.

Hypothesis 2. As the value of elite-exploitable public resources increases in all regions, the
increase in insurgent violence in regions with elite-captured autonomy—relative to regions
without regional autonomy—becomes larger.

7In a democratic setting, citizens can choose to vote the “bad” local elites out of office instead of joining
insurgent violence. Why don’t citizens use their democratic system to solve the problem without costly vi-
olence? I argue that in a developing democracy, vote-buying is common. In the case of India, elite parties
outsourced the task of mobilizing poor voters to non-party affiliates that provide basic services to appeal to
poor communities (Thachil 2014). Vote-buying does not have to pacify all members of the citizenry because
part of the marginalized group, combined with local elites’ core supporters, is sufficient to keep the local elites
in power. The citizens, on the other hand, are disunified by vote-buying and less likely to vote local elites out
of office, and unsatisfied citizens are likely to join insurgent violence.
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1.4 Research Design
On November 1, 2000, Jharkhand was carved out of Bihar and Chhattisgarh was carved out
of Madhya Pradesh to form two new Indian states. Jharkhand was formed from 18 former
districts in South Bihar, and Chhattisgarh was formed from 16 districts in southeast Mad-
hya Pradesh. The statehood of each was made possible by a combination of influences:
“bottom-up”—local people expressing their needs for a new state—and “top-down”—a
large national party, in this case, the Bharatiya Janata Party (BJP), pushing for the state-
hood. In other words, regional autonomywas possible because of the collaboration between
citizens and elites.

In the case of Jharkhand, the Jharkhand Mukti Morcha (JMM) party was formed in the
1970s to unite scheduled caste and scheduled tribe (ST/SC) workers against land transfers
to industries and non-tribal people. JMM demanded statehood with the vision to protect the
interests of ST/SC people, but it focused more on protests and movements for the rights of
ST/SC people. Gradually, the idea of a Jharkhand state becamewidespread andwas adopted
by other political forces. In the 1990s, BJP supported the demand for statehoodwith a vision
of a state that would support the development of industry and natural resource extraction
and help to bring tribes into the economic mainstream and into Hinduism (Tillin 2011). The
BJP used this vision of a state to win the support of both the BJP’s core supporters—higher
castes and SC/ST people. Upper castes saw benefit in building industries to extract natural
resources, and SC/ST people expected to benefit from fast economic development and better
representation. With the support from higher castes and some of the ST/SC, the BJP helped
make Jharkhand a new state. The case of Chhattisgarh is similar to that of Jharkhand, but the
local people who expressed needs were not SC/ST. Organizations like Chhattisgarh Mines
Shramik Sanph and its derivative, Chhattisgarh Mukti Morcha, protected SC/ST labor and
other laborers, but were not interested in the demand for statehood. Leaders of another
group, Other Backwards Classes (OBCs), representing the majority of non-SC/ST people,
demanded statehood for reasons like garnering the wealth from natural resources and the
neglect of agricultural development and infrastructure (Tillin 2013). These leaders joined
BJP, and BJP used a similar development vision to attract supporters from different groups.
Eventually, Chhattisgarh was made possible.

Instead of fulfilling the vision of benefiting everyone with fast development with nat-
ural resources, unfortunately, regional autonomy enabled elite capture. Unlike old states,
new states need to create their own capitals, state parliaments, ministries, courts, and other
institutions of government (Mawdsley 2002). Because state governments have regulatory
and executive power, new states can create and implement new policies, rules, and regu-
lations that differ from those in the old states regarding health, education, infrastructure,
mining, and economic development. The opportunity to create new institutions in new
states enables elites to shape those new institutions and tailor them to their own interests
with considerable autonomy.

While there are many ways through which elites can use the new institutions to seek
rents, one of the ways is taking control of the mining sector. In India, the Mines and Miner-
als Development and Regulation (MMDR) Act of 1957 regulates the power of central and
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state governments in the mining sector. Although the central government has the power to
make rules regulating prospecting licenses or mining leases, issuing directions, and amend-
ing theMMDR act, state governments have two important powers: (1) granting prospecting
licenses andmining leases with respect to minerals; and (2) preventing illegal mining, trans-
portation and storage of minerals.8 Because states have the power to grant mining licenses,
in the process of creating new institutions, elites can legally manipulate the allocation of
licenses by exerting greater control over the institution that grants licenses. Because states
have the power to regulate illegal mining, elites can choose not to create new regulations
preventing illegal mining—in other words, to permit mining activities that were previously
illegal. In return, elites seek rent by taking bribes from mining companies. The connection
between business and illegal political activities and corruption in the Indian mining sector
is well-documented and analyzed (e.g., Lahiri-Dutt 2007, Miklian and Carney 2013, Padel
and Das 2010).9 What’s new here is the opportunity to create new institutions in the new
states—an opportunity that turns the two powers of state governments over the mining sec-
tor into two new opportunities to legally or illegally grant local elites permission to engage
in mining and profit from it.

With permission from elites, mining companies acquiredmore land for natural resources
extraction, primarily in areas traditionally inhabited by SC/STs. This has led to more loss of
tribal land, more displacement of tribal communities, and more damage to the livelihoods
of indigenous people (Areeparampil 1996, Gomes 2015, Lahiri-Dutt, Krishnan and Ahmad
2012). Natural resource extraction fueled rapid development at the expense of SC/STs. In
response, dissatisfied groups, especially SC/STs, turned to Maoists who claim to fight for
the interests of disadvantaged groups, including SC/STs. Maoist conflicts in India started
as an uprising against unjust land reform in Naxalbari, a village in West Bengal, in 1967.
The uprising was repressed by force in about three months, but it inspired revolutions in
rural southern and eastern India. The insurgents called themselves Naxalites and claimed to
support Mao Zedong’s political ideology, which urges peasants and lower-class groups to
take over the government of the upper classes through violent means. Land rights for lower
classes are at the core of Naxalite ideology. By 1972, the Naxalites seemed to have been
successfully put down, and in the early 1990s the Indian government started grantingmining
licenses to private and multinational corporations.10 In early 2000, the Naxalites started to
re-consolidate. Various Naxalite groups—the Communist Party of India (Marxist/Leninist),
People’s War (People’s War Group), and the Maoist Communist Centre of India (MCCI)—
merged to form the Communist Party of India (Maoist) on October 14, 2004. Since the
Maoist group attracted landless and subsistence peasants whose livelihoods were threatened
by mining and who were dissatisfied with the results of regional autonomy, more ST/SCs
joined the Maoist insurgent group that represented their interests, which led to more Maoist

8The full text of the MMDR Act can be found at:
https://mines.gov.in/writereaddata/UploadFile/MMDR%20Act,1957.pdf

9See also: https://www.bbc.com/news/world-south-asia-14486290; https://www.reuters.com/article/india-
coal-jharkhand-dhanbad-coalindia/special-report-coal-mafia-stokes-indias-power-crisis-
idINDEE94D00B20130514

10See https://www.aljazeera.com/indepth/features/2017/04/india-maoist-rebels-explainer-
170426132812114.html
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insurgent violence. Landless and small peasants formed the social base of and SC/STs
formed the caste base of Maoist insurgency (Bhatia 2005, Guha 2007).11

One might argue that conflicts are not the only solution to disagreement between the
citizens and the governments. Empirically, there were only two negotiations or direct talk
between state goverment leaders and Maoists leaders before 2011: one between West Ben-
gal government and Maoists in 2011 and one between Andhra Pradesh government and
Maoists in 2004.12 Violence, not negotiation, was the main consequence of disagreement
between the citizens and the governments.

Because granting regional autonomy creates new opportunities for elites to manipulate
institutions in their own interests, it creates more political and economic grievances that fuel
insurgent groups and eventually lead to more insurgent violence. After regional autonomy
is granted, elites and mining companies use new institutions to seek rent in the mining sec-
tor at the expense of local people and this leads to moreMaoist insurgent violence. I expect:

Operational Hypothesis 1. Compared to old states, the creation of new states increases
Maoist insurgent violence in new states.

Operational Hypothesis 2. As the value of elite-exploitable mining resources increases in
all states, the increase in Maoist insurgent violence in new states—relative to old states—
becomes larger.

To estimate the effect of elite-captured regional autonomy on insurgent violence, I take
advantage of the creation of new states in India in 2000 to use difference-in-difference as
my identification strategy. To test my hypotheses, I use data onMaoist violence in India that
covers 116 districts in two old states and two new states from the first quarter of 1990 to the
last quarter of 2009 at district-quarter-year level (Dasgupta, Gawande and Kapur 2017).13
In this section, I first introduce the dependent variable and its measures: total incidents of
Maoist violence. Then I discuss the independent variable and its measure: the creation of
new states. After that, I discuss the identification strategy.

1.4.1 Operationalization
The dependent variable is insurgent violence. I use a count of violent Maoist incidents
collected by Dasgupta, Gawande, and Kapur (2017) to measure Maoist insurgent violence
in India. The dataset overcomes significant underreporting problems as well as urban and
temporal reporting bias, using local language to code violent Maoist incidents. Notably, its
temporal dimension is from 1990 to 2009. It covers the pre-2000 period, which enables
me to use difference-in-difference as the identification strategy. Other sources of data–for

11One alternative explanation is that the increased violence is due to Maoists moved to districts in these
new states. The movement of Maoists can also be explained by increased dissatisfaction with the new states.

12See https://www.idsa.in/idsacomments/
NegotiatingwiththeMaoistsLessonsfromtheAndhraexperience_pvraman_131011

13New districts are carved out of old districts over the time frame of analysis. To have a balanced panel,
the data are aggregated to the level of 2001 district boundaries (Dasgupta, Gawande and Kapur 2017).
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example, the data from the South Asia Terrorism Portal (SATP)–include only observations
starting in 2004.14 I use the number of incidents related to Maoist conflicts because elite-
captured regional autonomy is likely to increase the magnitude of insurgency rather than
its severity. Elite behaviors such as seizing the land of citizens for new mining activities
are likely to cause more conflict incidents in different locations but not necessarily make
conflicts more severe. The data set covers 116 districts in two old states and two new states
between 1990 and 2009. The incidents range from 0 to 69 per quarter in a district.

The independent variable is elite-captured regional autonomy, measured by the creation
of new states in India in 2000. As noted above, in November 2000, Chhattisgarh was carved
out of Madhya Pradesh and Jharkhand was carved out of Bihar.15 Thus, the independent
variable is coded as a binary variable that takes a value of 1 following the creation of the
two new states for districts that are selected in the new state in each quarter. Districts that
belong to Chhattisgarh and Jharkhand are coded as 1 after the fourth quarter of 2000.

1.4.2 Identification Strategy
Given that the creation of new states happened in some districts but not others, I use difference-
in-difference as the identification strategy. The independent variable is coded as a binary
variable that takes a value of 1 following the creation of the two new states for districts that
are selected into the new state in each quarter.16 With this research design, I am able to
compare the changes in Maoist conflict incidents in new state districts before and after the
creation of the new states to the changes in Maoist conflict incidents in old state districts
before and after the creation of the new states.

I use panel linear models to test the hypotheses because it is easy to interpret, and the
calculation of clustered standard errors of interaction effects of the linear model is straight-
forward. Since the dependent variable, insurgent violence, is measured byMaoist incidents,
which are count variables, quasi-Poisson maximum likelihood regression models are used
as robustness checks for the main results.17 The regression equation is:

14SATP data can be found at http://www.satp.org/
15Another state, Uttarakhand, was separated from Uttar Pradesh in November 2000. This study focuses

on Chhat- tisgarh and Jharkhand because those two states are heavily affected by Maoist conflicts. Studies
of Maoist conflicts (Dasgupta, Gawande and Kapur 2017, Hoelscher, Miklian and Vadlamannati 2012) in
general focuses on the so- called “red corridor”, the six central and eastern states: Andhra, Pradesh, Bihar,
Chhattisgarh, Jharkhand, Orissa, and West Bengal, in which more than 90 percent of Maoist conflict deaths
happen. See http://www.satp.org/satporgtp/countries/india/database/conflictmap.htm

16district-fixed effects and quarterly year dummies are included in all specifications. District fixed effects
control time-invariant omitted variables that could lead to biased estimates. Quarterly year dummies capture
the influence of time-series trends that affect the estimation. This specification is generally used as a regression
form of difference-in-difference with treatments in multiple periods.

17The use of fixed effects inMLE Poisson does not suffer from the problem of incidental parameters, unlike
a fixed effects maximum likelihood estimation (MLE) logit model. Thus, its estimates are unbiased (Allison
and Waterman 2002, Cameron and Trivedi 2013, Greene 2004). As shown in the appendix, the results are
robust to using 1) a negative binomial model and 2) a quasi-Poisson model to address overdispersion. (Zeileis,
Kleiber and Jackman 2008); the quasi-Poisson results (including standard errors) are the same as in this model
as in the Poisson model with cluster standard errors.
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V i ol encei t =β0 +β1New St atei ,t +δX ′+γi +ηt +εi ,t

V i ol encei t represents the incidents of Maoist conflict in district i in quarterly year t .
New St atei ,t is the creation of new states for district i in quarterly year t . X ′ are controls
for treatment assignemnt process I will discuss later and are included in some specifications
as robustness checks. γi is district fixed effects that absorb the effect of unobserved time-
invariant variables. ηt is quarterly year fixed effects that absorb the effect of common
time shocks and trends to districts. All standard errors presented in the following results
are robust standard errors clustered at the district level to account for the serial correlation
within a district. Table 1.5 in the appendix shows descriptive statistics for themain variables
in the analysis. The distribution of incidents is highly skewed.18

1.4.3 Parallel Trends Assumption
Difference-in-difference designs rely on the parallel trends assumption. The parallel trends
assumption requires the difference between the treatment and control group in pre-treatment
outcomes to be the same over time. To meet the assumption, it is optimal to have the treat-
ment randomly assigned. In my analysis, the creation of new states is not random. To visu-
ally check the extent to which the assumption holds, I graphed violent Maoist incidents over
time by treatment and control group. Figure 1 shows the parallel trends of incidents between
the treatment group and the control group.19 In Figure 1.1, the trends in both groups are
similar before the dotted vertical line, which represents the creation of new states. Although
there seem to be increasing differences in incidents between the two groups preceding the
creation of new states, the formal placebo tests, which are shown later in the paper, sug-
gest that the differences are not statistically or substantively significant. With some level
of increase in the pre-treatment periods, the dotted line continues to increase over time in
the post-treatment periods. The solid line seems to be in parallel with the dotted line but
with higher levels of violence in the pre-treatment periods. The treated districts before the
treatment might inherently have higher levels of violence due to a higher baseline of elite
control. Thus, the counterfactual is not the dotted line but an increasing line in parallel with
the dotted line with higher levels of violence. Despite the baseline difference in violence,
the graph and the placebo tests later in the paper suggest the treated and the control would
increase in parallel in the post-treatment period and the parallel trends assumption holds.
The treatment group and the control group start to show amarked difference after the dashed
line. The figure suggests that the parallel trends assumption holds. More interestingly, it
shows some preliminary evidence that the creation of new states increased Maoist violence.

18The distribution of incidents is highly skewed because there are many observations with zero incidents
in the data. I conducted models logged dependent variable as robustness checks. The results are robust to
logged dependent variable. Please see the appendix for results.

19Parallel trends by year are included in the appendix.
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Figure 1.1: Trends in Incidents Between New States and Old States
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1.5 Results
Table 1.1 shows the main results: the creation of new states leads to an increased number of
violent Maoist incidents, supporting Hypothesis 1. The table shows the coefficient estimate
of the effect of new states on incidents using an OLS model. New states see an increase of
1.298 incidents in each district in each quarter; the effect is statistically significant at the
0.01 level.

12



Table 1.1: Main Results

Creation of New States 1.298∗∗∗
(0.431)

District FE Y
Quarterly Year FE Y
District 116
N 9280

* Note: P-values are two-tailed. Ro-
bust standard errors are clustered by
district. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.

To interpret the substantive results more directly, I use the data and the OLS empiri-
cal model to predict point estimates of the number of Maoist incidents in a hypothetical
scenario in which no regional autonomy was granted. Without regional autonomy, there
would be 2201 total incidents. Compared to the actual number of incidents (3562), this
simple calculation suggests that the region would have experienced 1361 fewer Maoist in-
cidents had no regional autonomy been granted in 2000. Poisson predictions show similar
magnitudes. The results strongly support the hypothesis that when regions move from no
autonomy to elite-captured autonomy, we expect to see an increase in insurgent violence,
relative to regions that do not gain autonomy. 20

1.5.1 Controls for Treatment Assignment Process
As mentioned above, the creation of new states is not randomly assigned to districts. To
better understand the treatment assignment process, it is crucial to understand why some
districts in Madhya Pradesh were selected into Chhattisgarh and why some in Bihar became
Jharkhand. I argue there are two major reasons: ST/SC population ratio and the need for
development. The first reason some districts become the new states is they are ST/SC-
populated. ST/SC groups requested the creation of new states through social movement
(Tillin 2011), thinking that new ST/SC-populated states would better serve their needs.
With the help of large political parties in India, the two new states were created with a large
ST/SC population in each. Chhattisgarh has a 50 percent SC/ST population, and Jharkhand
has a 40 percent SC/ST population. ST/SC population ratio in districts might be associated

20I also conducted models with Quasi-Poisson, Negative Binominal, and logged dependent variable as
robustness checks. The results are robust to all specifications except that the coefficient of treatment is not
statistically significant in the Quasi-Poisson model with controls. Please see the appendix for results.

13



both with the assignment of the treatment to new states and the level of Maoist conflict.
Although ST/SC population ratio is a largely time-invariant factor that has been controlled
by the inclusion of district fixed effects, it does vary year by year. So in some specifications
and as robustness checks, I control it using data for the ST and SC populations from India
Census, collected by the Socioeconomic High-resolution Rural-Urban Geographic Dataset
on India (SHRUG) (Asher and Novosad 2020, Asher et al. 2020).

The second reason some districts become the new states is that they are underdevel-
oped. It has been argued that the new states are created to better promote advancement
within underdeveloped districts (Kumar 2000). Indeed, poverty ratios in Chhattisgarh and
Jharkhand are very high: around 50 percent in Chhattisgarh and 40 percent in Jharkhand.
Poverty might be a factor associated both with the assignment of the treatment to new states
and the level of Maoist conflict. Although poverty, similar to ST/SC population, is largely
a cross-sectional time-invariant difference that has been controlled by the inclusion of dis-
trict fixed effects, it does vary year by year. I include the non-farm employment rate as a
proxy of poverty in some specifications as a robustness check. The data on non-farm em-
ployment rate come from the Economic Census collected by SHRUG (Asher and Novosad
2020, Asher et al. 2020).

Table 1.2 shows the coefficient estimate of the effect of new states on incidents using
an OLS model with the ST/SC population and non-farm employment rate controlled. New
states saw an increase of 1.411 incidents in each district in each quarter; the effect is also
statistically significant at the 0.01 level. Overall, I find support for the hypothesis that when
regions move from no autonomy to elite-captured autonomy, we expect to see an increase
in insurgent violence, relative to regions that do not gain autonomy. 21

21Another concern is that the treatment assignment is also impacted by the distribution of pre-treatment era
Maoists or potential Maoists in districts. Also, one might argue SC/ST population ratios do not vary much
over time and hence their coefficients are likely to be statistically imprecisely estimated. If these are the cases,
the creation of new states is endogenous and correlated with potential outcomes. To address these concerns,
I include pre-treatment incidents (incidents in the fourth quarter of 1999), SC population ratio in 1999, ST
population ratio in 1999, and non-farm employment rate in 1999, and their interactions with the treatment
variable β1New St atei ,t . The results are robust to the inclusion of pre-treatment incidents, SC population
ratio and non-farm employment rate. Please see the appendix for results.
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Table 1.2: Results with Controls

Creation of New States 1.411∗∗∗
(0.464)

SC Population Ratio −16.466∗
(9.332)

ST Population Ratio 1.259
(4.524)

Non-farm Employment Rate 2.462
(2.316)

District FE Y
Quarterly Year FE Y
District 116
N 9280

* Note: P-values are two-tailed. Robust stan-
dard errors are clustered by district. ∗p<0.1;
∗∗p<0.05; ∗∗∗p<0.01.

1.5.2 Placebo Tests
In this section, I conduct an additional test of the parallel trends assumption to examine
whether the treatment group and the control group have similar trends in incidents before
the creation of the new states, using an OLS model and data at the district-year level.22 To
do so, I include hypothetical leads in the placebo test, i.e., hypothetical new state creation
in each of the eight years prior to the actual year in which new states were created. If the
treatment group and the control group had similar trends in incidents before the new states
were created, the hypothetical creation prior to the actual creation would have no effect on
incidents. Eight lags are included to test whether the effect of the creation lasts.

Figure 1.2 shows the placebo test for incidents. The bars are 95 percent confidence
intervals. The bold lines are 90 percent confidence intervals for the estimate of the effect
of the creation of the new states. As Figure 1.2 shows, the effects of the creation of new
states on Maoist violence are not significant in years prior to the new states’ creation. On

22The district-year level results are similar to district-quarterly-year level results. Please see the appendix.
The use of district-year level data reduces the number of lags and leads of new states creation, thus reducing
multi-collinearity problem.
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and after the year of the new states’ creation, the effects of the creation of new states are
statistically and substantively significant. The magnitude of the effects largely differ from
those in years prior to the creation of new states. The results show that the trends of incidents
in the treatment group and the control group are similar prior to new states creation and that
the creation of new states has long-term effects on Maoist violence.

Figure 1.2: Changes in Maoist Violent Incidents Before and After New States Creation
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1.6 Geographic Regression Discontinuity
I conducted auxiliary tests using a Geographic Regression Discontinuity Design (RDD)
(Imbens and Lemieux 2008, Lee and Lemieux 2010)to investigate the effects of elite-captured
regional autonomy on insurgencies in districts that are closer to the border. Figure 1.3 shows
the shared border between two new states and two old states. Using an RDD design, I am
able to compare the number of Maoist conflict incidents in new state districts with old state
districts along the shared border after the creation of new states. Geographic RDD results
work as a check of whether the difference-in-difference results are driven by districts that
are far away from the border, which might be different even without new state creation.
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Figure 1.3: Shared Border Between New and Old States
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The district-level running variable is the distance from the centroid of each district to
the shared border between two new states and two old states. For districts in old states, the
distance is coded as negative and for districts in new states, positive. I use a nonparametric
approach and local linear regression (Imbens and Lemieux 2008) to estimate the models.
Following Imbens and Kalyanaraman (2012), I use a triangular kernel. Observations are
at the quarter-year level, and I include only post-treatment observations. Panel data can
be used in RDD designs as long as the serial correlations are properly controlled (Lee and
Lemieux 2010). To account for serial correlation at the district level, robust standard errors
are clustered at the district level. Since regression discontinuity designs are very sensitive
to the choice of bandwidth, I run models with bandwidth from 25 to 100, incrementally
increasing by 1.23 The regression equation is:

V i ol encei =β0+β1New St atei +β2Di st ancei +β3New St atei ∗Di st ancei +δX ′+εi

V i ol encei is the incidents of Maoist conflict in district i . New St atei ,t is the creation
of new states for district i . Di st ancei is the distance to shared border for districti . X ′ are
controls to be discussed below. All standard errors are robust standard errors clustered at
the district level, to account for the serial correlation within a district.

23RDD specifications by year and bandwidth are included in the appendix.
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Table 1.3: Balance Tests

Variable Full sample <= 25 km <= 50 km <= 100 km
Population(/10000) -35.181*** -38.353* -30.246* -40.097**

(12.614) (19.786) (17.925) (16.395)

Literacy 0.008 0.000 0.009 0.023
(0.022) (0.033) (0.031) (0.026)

SC Population Ratio -0.044*** -0.014 -0.017 -0.025
(0.013) (0.027) (0.022) (0.016)

ST Population Ratio 0.194*** 0.062 0.085 0.143***
(0.043) (0.070) (0.058) (0.048)

Non-farm Employment Rate 0.039 0.062 0.056 0.057*
(0.024) (0.044) (0.037) (0.031)

Incident in 1999 1.030 1.250 1.263 0.557
(0.928) (1.949) (1.631) (1.244)

N 116 32 42 64
* Note: P-values are two-tailed. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.

One important assumption of an RDD design is that observations close to the cutpoint
should be similar. To check whether districts close to the border are similar to variables
that might confound the relationship between new state creation and Maoist incidents, I
conducted balance tests of pre-treatment population, literacy rate, ST population ratio, and
SC population ratio between new state districts and old state districts. I used t-tests at dif-
ferent bandwidths because these variables are related to SC/ST and development, which are
two possible determinants of new state creation, as discussed above. Data for population,
literacy, and ST/SC population are from the 1991 India Census. Non-farm employment is
from 1998 Economic Census. Data are collected by SHRUG (Asher and Novosad 2020,
Asher et al. 2020). I also test the pre-treatment violence level by including incidents in
1999. All data are aggregated at the district level. Table 1.3 shows balance tests results,
which, as expected, show that new state districts and old state districts are different in pop-
ulation, ST population ratio and SC population ratio, and non-farm employment rate. Thus,
in the following RDD specifications, I include these variables as controls. 24

24Similar to DiD design, one concern is that the treatment assignment is also impacted by the pre-treatment
covariates including incidents, SC/ST population ratio, and non-farm employment rate. To address the con-
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Table 1.4: Geographic RDD Results

Bandwidth:
25 km 50 km 100 km

(1) (2) (3)

New States Creation 4.508∗∗∗ 1.870∗∗ 0.591
(0.926) (0.866) (0.563)

Distance −0.158∗∗∗ −0.028 −0.003
(0.049) (0.018) (0.008)

New States Creation*Distance 0.069 0.018 0.007
(0.060) (0.034) (0.011)

SC Population Ratio 17.561∗∗∗ 15.350∗∗∗ 16.641∗∗∗
(2.856) (3.127) (4.678)

ST Population Ratio 3.728∗∗∗ 2.952∗∗∗ 3.624∗∗
(1.056) (0.994) (1.450)

Non-farm Employment Rate 1.138 −7.802 −14.794
(9.434) (15.308) (11.110)

Population (/10000) 0.009∗∗∗ 0.013∗∗∗ 0.009∗∗∗
(0.003) (0.002) (0.003)

Constant −6.625∗∗∗ −4.755∗∗∗ −3.488∗∗∗
(0.896) (1.157) (1.228)

N 432 972 1800

* Note: P-values are two-tailed. Robust standard errors are clustered by
district. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.

Table 1.4 shows the results of geographic RDD models with bandwidth at 25 km, 50
km, and 100 km. The results support the hypothesis that elite-captured regional auton-
omy increases insurgent violence. For districts that are 25km or less from the border, new
state creation increases Maoist incidents by 4.508, and the result is statistically significant

cern, I also include pre-treatment these pre-treatment covariates and their interactions with the treatment vari-
able β1New St atei ,t in RDD models. The results are robust to the inclusion of these new controls. Please
see the appendix for the results.
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at the 0.01 level. For districts 50km or less from the border, new state creation increases
Maoist incidents by 1.870, and the result is statistically significant at the 0.05 level. For
districts100km or less from the border, new state creation increases Maoist incidents by
0.591, but the result is not statistically significant. Figure 1.4 plots the effects with band-
width from 25km to 100km, incrementally increasing by one. The figure shows that as the
bandwidth increases, the magnitude of the effect of new state creation on Maoist incidents
decreases. The effect loses its statistical significance at 0.05 level when bandwidth is at
56km. The results show a strong border effect, such that the effect of new state creation
is larger for districts closer to the border. These findings support that the results of the
difference-in-difference design are not driven by districts that are far away from the border.

Figure 1.4: Geographic RDD Results with Different Bandwidths
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1.7 Elite Exploitable Resources
I hypothesized that that as the value of elite-exploitable resources increases, elite-captured
regional autonomywill increase insurgent violence. The value of elite-exploitable resources
is measured by two variables: (1) resource abundance and (2) international resource price.
Resource abundance is a dummy variable coded as 1 for districts with commercially vi-
able reserves of iron ore, bauxite ore (a primary source of aluminum), and coal; I code
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resource abundance for iron ore, bauxite ore, and coal separately. Studies have shown the
connection between mining activity related to these minerals and insurgency (Hoelscher,
Miklian and Vadlamannati 2012, Kennedy 2015). The variable is coded using the Ministry
of Mines report titled State-wise Mineral Scenario 2010-2011.25 There are a few concerns
with this measurement. First, because I was able to only locate official reports published
after 2010, the resource abundance variable is measured post-treatment. Second, the vari-
able is only spatial-variant but not time-variant and therefore subject to unobservable con-
founding variables. International resource price is the international quarterly price of iron,
aluminum, and coal, drawn from IMF Primary Commodity Prices.26 The original data are
at the month level. I aggregate the data to the quarter level by taking the average of the
three-month price index for each quarter from 1990 to 2009. One of the benefits of using
this measurement is exogeneity. Because India is not an influential exporter of these min-
erals, the international prices can be treated as exogenous to the mining activities affected
by insurgency in India. One of the concerns is that this measurement is time-variant but not
spatial-variant.

Theoretically, for each district, the value of elite-exploitable resources is subject to (1)
the presence of important resources and (2) the price of resources. To better capture the
concept of the value of elite-exploitable resources, I interact resource abundance and in-
ternational resource price in the following tests. This approach also brings an empirical
advantage because the measurements have both spatial variation and time variation. To test
the effect of elite-captured regional autonomy on insurgent violence, conditioned by the
value of elite-exploitable resources, I interact both resource abundance and international
resource price with the main IV, new state creation, in the difference-in-difference design
with OLS as the estimation method.27 I conduct tests for iron, bauxite (aluminum), and coal
separately to examine whether the effects hold across different resources. The regression
equation is:

V i ol encei t =β0 +β1New St atei ,t +β2Pr i cet +β3New St atei ,t ∗ Abund ancei+
β4New St atei ,t ∗Pr i cet +β5 Abund ancei ∗Pr i cet+
β6New St atei ,t ∗ Abund ancei ∗Pr i cet +δX ′+γi +ηt +εi ,t

Abund ancei is district i that has abundant iron, bauxite, or coal. Pr i cet is the inter-
national price index of iron, aluminum in quarterly year t . Other variables are the same as
in the difference-in-difference design above. All standard errors are robust standard errors
clustered at district level, to account for serial correlation within a district.

25See https://www.mines.gov.in/writereaddata/UploadFile/Statewise_Mineral_Scenario.pdf
26Please see: https://www.imf.org/en/Research/commodity-prices for the data source. For coal price, I

used Coal Price Index, 2016 = 100, includes Australian and South African Coal. For aluminum price, I used
Aluminum, 99.5%minimum purity, LME spot price, CIF UK ports, US$ per metric ton. For iron price, I used
China import Iron Ore Fines 62% FE spot (CFR Tianjin port), US dollars per metric ton.

27As robustness checks, I also conducted tests with interactions between new state creation and resource
abundance and interactions between new state creation and international resource price. All results, including
triple interaction, are robust to inclusion of controls. Please see the appendix for tables of results.
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Because the results table of triple interactions is hard to interpret, I plot the effects of
new state creation onMaoist incidents conditioned by resource abundance and international
resource price.28 Figure 1.5 shows the conditional effects of iron values.29 In the figure, the
left plot shows the effect of new state creation under no abundant iron resource conditions,
and the right plot shows the effect under abundant iron resource conditions. Each plot shows
how the effect of new state creation changes according to the international iron price. The
value of the international iron price is constrained by real-world minimum and maximum
prices of iron to present realistic scenarios.

The figure supports the hypothesis that as the value of elite-exploitable resources in-
creases, elite-captured regional autonomy increases incidents of insurgent violence. For
districts with abundant iron ore, new state creation substantively increases Maoist incidents
as the international price of iron increases. When the iron price is at its minimum, i.e.,
$11.45, new state creation increases Maoist incidents by 1.68. When iron price is at its
maximum, i.e., $97.10, new state creation increases Maoist incidents by 7.92. For districts
without abundant iron ore, new state creation does not increase Maoist incidents as much as
the international price of iron increases them. When the iron price is at its minimum, new
state creation increases Maoist incidents by 0.26. When the iron price is at its maximum,
new state creation increases Maoist incidents by 0.84. Putting the two plots together, the re-
sults show that as the value of elite-exploitable public resources increases in all regions, the
increase in insurgent violence in regions with elite-captured autonomy—relative to regions
without regional autonomy—becomes larger. Equally importantly, it shows that there is a
baseline capture of regional autonomy by elites.When the value of exploitable resources is
at its lowest, new state creation still increases Maoist incidents.

28Please see the appendix for tables of results. All results including triple interaction are robust to the
inclusion of controls.

29Bauxite and coal results are included in the appendix. Bauxite and coal results have large confidence
intervals compared to iron results because there are fewer variations over time.

22



Figure 1.5: The Effect of New States Creation Conditioned by Iron Abundance and Inter-
national Iron Price
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1.8 Conclusion
To explain the role of elite capture in regional autonomy and civil conflict, I built a gen-
eral theory with three key assumptions: First, political elites are motivated to engage in
corruption to capture rent. Second, citizens can be misled by elites. Third, the value of
public resources is large enough such that elites are willing to betray citizens. Under these
assumptions, I argue that granting regional autonomy creates new opportunities for elites
to manipulate institutions in their own interest, consequently creating more political and
economic grievances that fuel insurgent groups and lead to more insurgent violence. Using
a difference-in-difference research design that exploits cross-sectional and temporal varia-
tion in the creation of new states and a geographical regression discontinuity design using
geographic characteristics of new state creation in India, I show that the creation of two
new states is statistically and substantively associated with increases in incidents related to
Maoist insurgency. I further tested the implication of increasingly valuable public resources
by showing that as the value of elite-exploitable minerals increases, the creation of these
two new states leads to even more incidents of Maoist insurgency.

Although the assumptions of my theory are consistent with dynamics in India, and I test
the theory using data on the creation of new states and Maoist insurgency in India, my the-
ory about elite capture in regional autonomy and political violence is generalizable to other
developing democracies where these assumptions are commonly met. In Indonesia, for ex-
ample, scholars have also expressed concerns about the extent to which elite capture has
limited the effect of fiscal decentralization on civil conflict. These findings have important
policy implications: Democratization should be implemented carefully to avoid elite cap-
ture if governments hope to improve citizens’ political rights and reduce violent conflicts.
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My theory suggests that regional autonomy should be able to alleviate civil conflict when
political elites with no intention to seek rent through corruption are selected. Also, gov-
ernment transparency, along with institutional designs that increase the costs or reduce the
benefits of elite capture, can help to avoid elite-captured regional autonomy to take place
and increase civil conflict.

This paper suggests two different directions for future research. First, future studies
might empirically test my theory in other developing democracies where the three key as-
sumptions are commonly met. These studies could be country-specific, examining whether
civil conflict increases, when regions move from no autonomy to elite-captured autonomy,
relative to regions that do not gain autonomy. Second, future studies might theorize more
on the implications of relaxing any or all of the three key assumptions of my theory and test
them empirically. The empirics of these studies could be large N cross-country studies that
examine the conditions under which elite-captured regional autonomy, regional autonomy
without elite capture, or no regional autonomy is more likely, as well as the consequences
of these different institutions on civil conflict.

24



References

Ackerman, John M and Irma E Sandoval-Ballesteros. 2006. “The global explosion of free-
dom of information laws.” Admin. L. Rev. 58:85.

Ainley, Kirsten. 2011. “The international criminal court on trial.” Cambridge Review of
International Affairs 24(3):309–333.

Akhavan, Payam. 2001. “Beyond impunity: can international criminal justice prevent fu-
ture atrocities?” American Journal of International Law 95(1):7–31.

Akhavan, Payam. 2009. “Are international criminal tribunals a disincentive to peace?:
Reconciling judicial romanticism with political realism.” Hum. Rts. Q. 31:624.

Allison, Paul D and Richard P Waterman. 2002. “Fixed-effects Negative Binomial Regres-
sion Models.” Sociological Methodology 32(1):247–265.

Appel, Benjamin J. 2018. “In the Shadow of the International Criminal Court: Does the
ICC Deter Human Rights Violations?” Journal of conflict resolution 62(1):3–28.

Areeparampil, Mathew. 1996. “Displacement due to mining in Jharkhand.” Economic and
Political Weekly pp. 1524–1528.

Asher, Sam and Paul Novosad. 2015. “The Impacts of Local Control over Political Institu-
tions: Evidence from State Splitting in India.” Unpublished manuscript .

Asher, Sam and Paul Novosad. 2020. “Rural Roads and Local Economic Development.”
American Economic Review) .

Asher, Sam, Tobias Lunt, Ryu Matsuura and Paul Novosad. 2020. “The Socioeconomic
High-resolution Rural-Urban Geographic Dataset on India (SHRUG).” World Bank Eco-
nomic Review (Revise and Resubmit).

Bac, Mehmet. 2001. “Corruption, connections and transparency: Does a better screen imply
a better scene?” Public Choice 107(1):87–96.

Banisar, David. 2006. “Freedom of information around the world 2006: A global survey
of access to government information laws.” Privacy International .

Bardhan, Pranab. 2002. “Decentralization of governance and development.” Journal of
Economic perspectives 16(4):185–205.

25



Bardhan, Pranab and Dilip Mookherjee. 2000. “Capture and governance at local and na-
tional levels.” The American Economic Review 90(2):135–139.

Beramendi, Pablo and Ramón Máiz. 2004. Spain: Unfulfilled Federalism (1978-1996). In
Federalism and Territorial. JHU Press.

Bertocchi, Graziella and Arcangelo Dimico. 2017. “De jure and de facto determinants of
power: evidence from Mississippi.” Constitutional Political Economy 28(4):321–345.

Bhatia, Bela. 2005. “The Naxalite movement in central Bihar.” Economic and Political
Weekly pp. 1536–1549.

Brancati, Dawn. 2006. “Decentralization: Fueling the fire or dampening the flames of
ethnic conflict and secessionism?” International Organization 60(3):651–685.

Branch, Adam. 2007. “Uganda’s civil war and the politics of ICC intervention.” Ethics &
International Affairs 21(2):179–198.

Burke-White, William W. 2008. “Proactive complementarity: The International Criminal
Court and national courts in the Rome system of international justice.” Harv. Int’l LJ
49:53.

Cameron, A Colin and Pravin K Trivedi. 2013. Regression Analysis of Count Data. Vol. 53
Cambridge University Press.

Carothers, Christopher. 2022. “Taking authoritarian anti-corruption reform seriously.” Per-
spectives on Politics 20(1):69–85.

Cederman, Lars-Erik, Kristian Skrede Gleditsch and Halvard Buhaug. 2013. Inequality,
grievances, and civil war. Cambridge University Press.

Chang, Eric CC and Miriam A Golden. 2007. “Electoral systems, district magnitude and
corruption.” British journal of political science 37(1):115–137.

Chang, Eric and Miriam A Golden. 2010. “Sources of corruption in authoritarian regimes.”
Social Science Quarterly 91(1):1–20.

Chen, Jidong, Jennifer Pan and Yiqing Xu. 2016. “Sources of authoritarian responsiveness:
A field experiment in China.” American Journal of Political Science 60(2):383–400.

Christin, Thomas and Simon Hug. 2012. “Federalism, the geographic location of groups,
and conflict.” Conflict Management and Peace Science 29(1):93–122.

Clark, Thomas Hethe. 2005. “The Prosecutor of International Criminal Court, Amnesties,
and the Interests of Justice: Striking a Delicate Balance.” Wash. U. Global Stud. L. Rev.
4:389.

Collier, Paul and Anke Hoeffler. 2004. “Greed and grievance in civil war.”Oxford economic
papers 56(4):563–595.

26



Coppedge, Michael, John Gerring, Carl Henrik Knutsen, Staffan I Lindberg, Jan Teorell,
David Altman, Michael Bernhard, Agnes Cornell, M Steven Fish, Lisa Gastaldi et al.
2021. “V-Dem codebook v11.”.

Cordis, Adriana S and Patrick LWarren. 2014. “Sunshine as disinfectant: The effect of state
Freedom of Information Act laws on public corruption.” Journal of public economics
115:18–36.

Cornell, Svante E. 2002. “Autonomy as a source of conflict: Caucasian conflicts in theo-
retical perspective.”World politics 54(2):245–276.

Costa, Samia. 2013. “Do freedom of information laws decrease corruption?” The Journal
of Law, Economics, & Organization 29(6):1317–1343.

Cronin-Furman, Kate. 2013. “Managing expectations: International criminal trials and the
prospects for deterrence of mass atrocity.” International Journal of Transitional Justice
7(3):434–454.

Cucciniello, Maria, Gregory A Porumbescu and Stephan Grimmelikhuijsen. 2017. “25
years of transparency research: Evidence and future directions.” Public Administration
Review 77(1):32–44.

Daley, Patricia. 2006. “Ethnicity and political violence in Africa: The challenge to the
Burundi state.” Political Geography 25(6):657–679.

Dancy, Geoff and Eric Wiebelhaus-Brahm. 2018. “The impact of criminal prosecutions
during intrastate conflict.” Journal of Peace Research 55(1):47–61.

Darmofal, David. 2005. “Elite cues and citizen disagreement with expert opinion.”Political
Research Quarterly 58(3):381–395.

Dasgupta, Aditya, Kishore Gawande and Devesh Kapur. 2017. “(When) Do Antipoverty
Programs Reduce Violence? India’s Rural Employment Guarantee and Maoist Conflict.”
International Organization pp. 1–28.

De Mesquita, Bruce Bueno, Alastair Smith, Randolph M Siverson and James D Morrow.
2005. The logic of political survival. MIT press.

De Mesquita, Bruce Bueno, James D Morrow, Randolph M Siverson and Alastair Smith.
1999. “Policy failure and political survival: The contribution of political institutions.”
Journal of Conflict Resolution 43(2):147–161.

De Mesquita, Bruce Bueno, James D Morrow, Randolph M Siverson and Alastair Smith.
2002. “Political institutions, policy choice and the survival of leaders.” British Journal
of Political Science 32(4):559–590.

De Vries, Catherine E and Hector Solaz. 2017. “The electoral consequences of corruption.”
Annual Review of Political Science 20:391–408.

27



Diprose, Rachael. 2009. “Decentralization, horizontal inequalities and conflict management
in Indonesia.” Ethnopolitics 8(1):107–134.

Drumbl, Mark A. 2007. Atrocity, punishment, and international law. Cambridge University
Press.

Duursma, Allard. 2020. “Pursuing justice, obstructing peace: the impact of ICC arrest
warrants on resolving civil wars.” Conflict, Security & Development 20(3):335–354.

Eaton, Kent. 2006. “The downside of decentralization: Armed clientelism in Colombia.”
Security Studies 15(4):533–562.

Eck, Kristine. 2012. “In data we trust? A comparison of UCDP GED and ACLED conflict
events datasets.” Cooperation and Conflict 47(1):124–141.

Eck, Kristine and Lisa Hultman. 2007. “One-sided violence against civilians in war: In-
sights from new fatality data.” Journal of Peace Research 44(2):233–246.

Edwards, Benjamin, Serdar Yilmaz and Jamie Boex. 2015. “Decentralization as a post-
conflict strategy: Local government discretion and accountability in Sierra Leone.” Pub-
lic Administration and Development 35(1):46–60.

Escaleras, Monica, Shu Lin and Charles Register. 2010. “Freedom of information acts and
public sector corruption.” Public Choice 145(3-4):435–460.

Fanthorpe, Richard. 2005. “On the limits of liberal peace: Chiefs and democratic decen-
tralization in post-war Sierra Leone.” African affairs 105(418):27–49.

Fariss, Christopher J, Therese Anders, Jonathan N Markowitz and Miriam Barnum. 2022.
“New estimates of over 500 years of historic GDP and population data.” Journal of Con-
flict Resolution 66(3):553–591.

Fish, Eric S. 2010. “Peace through complementarity: solving the ex post problem in Inter-
national Criminal Court prosecutions.” The Yale law journal 119(7):1703–1714.

Florini, Ann. 2000. The end of secrecy. In Power and Conflict in the Age of Transparency.
Springer pp. 13–28.

Ford, Stuart. 2019. “Can the International Criminal Court Succeed? An Analysis of the
Empirical Evidence of Violence Prevention.” Loy. LA Int’l & Comp. L. Rev. 43:101.

Gabel, Matthew and Kenneth Scheve. 2007. “Estimating the effect of elite communications
on public opinion using instrumental variables.” American Journal of Political Science
51(4):1013–1028.

Gandhi, Jennifer and Adam Przeworski. 2007. “Authoritarian institutions and the survival
of autocrats.” Comparative political studies 40(11):1279–1301.

28



Gent, Stephen E. 2008. “Going in when it counts: Military intervention and the outcome
of civil conflicts.” International Studies Quarterly 52(4):713–735.

Gilligan, Michael J. 2006. “Is enforcement necessary for effectiveness? A model of the
international criminal regime.” International Organization 60(4):935–967.

Gjoni, Roland, Anna Wetterberg and David Dunbar. 2010. “Decentralization as a conflict
transformation tool: The challenge in Kosovo.” Public Administration and Development
30(5):291–312.

Goldsmith, Jack and Stephen D Krasner. 2003. “The limits of idealism.” Daedalus
132(1):47–63.

Gomes, Joseph Flavian. 2015. “The political economy of the Maoist conflict in India: an
empirical analysis.”World Development 68:96–123.

Goodman-Bacon, Andrew. 2021. “Difference-in-differences with variation in treatment
timing.” Journal of Econometrics 225(2):254–277.

Greene, William. 2004. “Fixed Effects and Bias Due to the Incidental Parameters Problem
in the Tobit Model.” Econometric Reviews 23(2):125–147.

Guha, Ramachandra. 2007. “Adivasis, naxalites and Indian democracy.” Economic and
Political Weekly pp. 3305–3312.

Guisinger, Alexandra and Elizabeth N Saunders. 2017. “Mapping the boundaries of elite
cues: How elites shape mass opinion across international issues.” International Studies
Quarterly .

Hardgrave, Robert L. 1993. “India: The dilemmas of diversity.” Journal of Democracy
4(4):54–68.

Hechter, Michael. 2000. Containing nationalism. OUP Oxford.

Hoelscher, Kristian, Jason Miklian and Krishna Chaitanya Vadlamannati. 2012. “Hearts
and mines: A district-level analysis of the Maoist conflict in India.” International Area
Studies Review 15(2):141–160.

Hollyer, James R, B Peter Rosendorff and James Raymond Vreeland. 2015. “Transparency,
protest, and autocratic instability.” American Political Science Review 109(4):764–784.

Hollyer, James R, B Peter Rosendorff and James Raymond Vreeland. 2019. “Transparency,
protest and democratic stability.” British Journal of Political Science 49(4):1251–1277.

Hood, Christopher and David Heald. 2006. Transparency: The key to better governance?
Vol. 135 Oxford University Press for The British Academy.

Horowitz, Donald L. 1992. A democratic South Africa?: Constitutional engineering in a
divided society. Vol. 46 Univ of California Press.

29



Huang, Reyko and Patricia L Sullivan. 2021. “Arms for education? External support and
rebel social services.” Journal of Peace Research 58(4):794–808.

Imai, Kosuke and In Song Kim. 2021. “On the use of two-way fixed effects regression
models for causal inference with panel data.” Political Analysis 29(3):405–415.

Imai, Kosuke, In Song Kim and Erik H Wang. 2019. “Matching Methods for Causal In-
ference with Time-Series Cross-Sectional Data.” American Journal of Political Science
.

Imbens, Guido and Karthik Kalyanaraman. 2012. “Optimal bandwidth choice for the re-
gression discontinuity estimator.” The Review of economic studies 79(3):933–959.

Imbens, GuidoW and Thomas Lemieux. 2008. “Regression discontinuity designs: A guide
to practice.” Journal of econometrics 142(2):615–635.

Ishiyama, John. 2009. “Do ethnic parties promote minority ethnic conflict?” Nationalism
and ethnic politics 15(1):56–83.

Islam, Roumeen. 2006. “Does more transparency go along with better governance?” Eco-
nomics & Politics 18(2):121–167.

Jerit, Jennifer and Yangzi Zhao. 2020. “Political misinformation.” Annual Review of Polit-
ical Science 23:77–94.

Jessberger, Florian and Julia Geneuss. 2012. “The many faces of the International Criminal
Court.” Journal of international criminal justice 10(5):1081–1094.

Jo, Hyeran and Beth A Simmons. 2016. “Can the International Criminal Court Deter Atroc-
ity?” International Organization 70(3):443–475.

Kennedy, Jonathan. 2015. “The socioeconomic determinants of natural resource conflict:
Minerals and maoist insurgency in india.” Society & Natural Resources 28(2):149–164.

Kim, Hunjoon and Kathryn Sikkink. 2010. “Explaining the deterrence effect of human
rights prosecutions for transitional countries.” International StudiesQuarterly 54(4):939–
963.

Kosack, Stephen and Archon Fung. 2014. “Does transparency improve governance?” An-
nual review of political science 17.

Ku, Julian and Jide Nzelibe. 2006. “Do international criminal tribunals deter or exacerbate
humanitarian atrocities.”Wash. UL Rev. 84:777.

Kuklinski, James H, Paul J Quirk, Jennifer Jerit, David Schwieder and Robert F Rich.
2000. “Misinformation and the currency of democratic citizenship.” Journal of Politics
62(3):790–816.

30



Kumar, Pradeep. 2000. “Demand for new states: Cultural identity loses ground to urge for
development.” Economic and Political Weekly pp. 3078–3082.

Kymlicka, Will. 2005. Is federalism a viable alternative to secession? In Theories of seces-
sion. Routledge pp. 121–160.

Lahiri-Dutt, Kuntala. 2007. “Illegal coal mining in eastern India: Rethinking legitimacy
and limits of justice.” Economic and Political Weekly pp. 57–66.

Lahiri-Dutt, Kuntala, Radhika Krishnan and Nesar Ahmad. 2012. “Land acquisition and
dispossession: private coal companies in Jharkhand.” Economic and Political Weekly
pp. 39–45.

Lee, David S and Thomas Lemieux. 2010. “Regression discontinuity designs in eco-
nomics.” Journal of economic literature 48(2):281–355.

Leff, Carol Skalnik. 1999. “Democratization and disintegration in multinational states: The
breakup of the communist federations.”World Politics 51(2):205–235.

Lidberg, Johan. 2009. “The International Freedom of Information Index. A Watchdog of
Transparency in Practice.”.

Lijphart, Arend. 1977. Democracy in plural societies: A comparative exploration. Yale
University Press.

Lijphart, Arend. 1996. “The puzzle of Indian democracy: A consociational interpretation.”
American political science review 90(2):258–268.

Lindberg, Staffan I, Michael Coppedge, John Gerring and Jan Teorell. 2014. “V-Dem: A
new way to measure democracy.” Journal of Democracy 25(3):159–169.

Lustick, Ian S, Dan Miodownik and Roy J Eidelson. 2004. “Secessionism in multicultural
states: Does sharing power prevent or encourage it?” American political science review
98(2):209–229.

Lynch, Marc. 2011. “After Egypt: The limits and promise of online challenges to the
authoritarian Arab state.” Perspectives on politics 9(2):301–310.

Madrid-Morales, Dani, Herman Wasserman, Gregory Gondwe, Khulekani Ndlovu, Etse
Sikanku, Melissa Tulley, Emeka Umejei and Chikezie Uzuegbunam. 2021. “Motivations
for Sharing Misinformation: A Comparative Study in Six Sub-Saharan African Coun-
tries.” International Journal of Communication 15:1200–1219.

Majzub, Diba. 2002. “Peace or justice? Amnesties and the International Criminal Court.”
Melbourne Journal of International Law 3(2):247–279.

Mawdsley, Emma. 2002. “Redrawing the body politic: federalism, regionalism and the
creation of new states in India.” Commonwealth & Comparative Politics 40(3):34–54.

31



McClean, Tom. 2010. “Who pays the piper? The political economy of freedom of infor-
mation.” Government Information Quarterly 27(4):392–400.

Miklian, Jason and Scott Carney. 2013. “Corruption, justice and violence in democratic
India.” SAIS Review of International Affairs 33(1):37–49.

Mullins, Christopher W and Dawn L Rothe. 2010. “The Ability of the International Crimi-
nal Court to Deter Violations of International Criminal Law: ATheoretical Assessment.”
International Criminal Law Review 10(5):771–786.

Nalepa, Monika and Emilia Justyna Powell. 2016. “The role of domestic opposition and
international justice regimes in peaceful transitions of power.” Journal of Conflict Reso-
lution 60(7):1191–1218.

Newman, Dwight G. 2004. “The Rome Statute, some reservations concerning Amnesties,
and a distributive problem.” Am. U. Int’l L. Rev. 20:293.

Nouwen, Sarah MH and Wouter G Werner. 2010. “Doing justice to the political: The
international criminal court in Uganda and Sudan.” European Journal of International
Law 21(4):941–965.

Padel, Felix and Samarendra Das. 2010. “Cultural genocide and the rhetoric of sustainable
mining in East India.” Contemporary South Asia 18(3):333–341.

Pei, Minxin. 2018. “How Not to fight corruption: lessons from China.” Daedalus
147(3):216–230.

Peisakhin, Leonid. 2012. “Transparency and corruption: Evidence from India.” The Journal
of Law and Economics 55(1):129–149.

Peisakhin, Leonid and Paul Pinto. 2010. “Is transparency an effective anti-corruption strat-
egy? Evidence from a field experiment in India.” Regulation & Governance 4(3):261–
280.

Peskin, Victor and Mieczyslaw P Boduszynski. 2016. “The rise and fall of the ICC in
Libya and the politics of international surrogate enforcership.” International Journal of
Transitional Justice 10(2):272–291.

Pettersson, Therése, Stina Högbladh andMagnus Öberg. 2019. “Organized violence, 1989–
2018 and peace agreements.” Journal of Peace Research p. 0022343319856046.

Pierskalla, Jan H and Florian M Hollenbach. 2013. “Technology and collective action: The
effect of cell phone coverage on political violence in Africa.” American Political Science
Review 107(2):207–224.

Platteau, Jean-Philippe. 2004. “Monitoring elite capture in community-driven develop-
ment.” Development and change 35(2):223–246.

32



Prorok, Alyssa K. 2017. “The (in) compatibility of peace and justice? the international
criminal court and civil conflict termination.” International organization 71(2):213–243.

Quah, Jon ST. 2008. “Curbing corruption in India: An impossible dream?” Asian Journal
of Political Science 16(3):240–259.

Raleigh, Clionadh, Andrew Linke, Håvard Hegre and Joakim Karlsen. 2010. “Introducing
ACLED: an armed conflict location and event dataset: special data feature.” Journal of
peace research 47(5):651–660.

Reinikka, Ritva and Jakob Svensson. 2004. “Local capture: evidence from a central govern-
ment transfer program in Uganda.” The quarterly journal of economics 119(2):679–705.

Ribot, Jesse C et al. 2002. African decentralization: local actors, powers and accountabil-
ity. UNRISD Geneva.

Roberts, Alasdair S. 2005. “Spin control and freedom of information: Lessons for the
United Kingdom from Canada.” Public Administration 83(1):1–23.

Rock, Michael T. 2009. “Corruption and democracy.” The Journal of Development Studies
45(1):55–75.

Rød, Espen Geelmuyden and Nils BWeidmann. 2015. “Empowering activists or autocrats?
The Internet in authoritarian regimes.” Journal of Peace Research 52(3):338–351.

Roeder, Philip G. 1991. “Soviet federalism and ethnic mobilization.” World Politics
43(2):196–232.

Roht-Arriaza, Naomi. 2000. Amnesty and the International Criminal court. In International
crimes, peace, and human rights: The Role of the International Criminal Court. Brill
Nijhoff pp. 77–82.

Rosenbaum, Allan and Maria Victoria Rojas. 1997. “Decentralization, local governance
and centre–periphery conflict in Sierra Leone.” Public Administration and Development:
The International Journal of Management Research and Practice 17(5):529–540.

Saideman, Stephen M, David J Lanoue, Michael Campenni and Samuel Stanton. 2002.
“Democratization, political institutions, and ethnic conflict: A pooled time-series analy-
sis, 1985-1998.” Comparative Political Studies 35(1):103–129.

Salehyan, Idean. 2007. “Transnational rebels: Neighboring states as sanctuary for rebel
groups.” World Politics 59(2):217–242.

Salehyan, Idean. 2010. “The delegation of war to rebel organizations.” Journal of Conflict
Resolution 54(3):493–515.

Schabas, William A. 2011. An introduction to the international criminal court. Cambridge
University Press.

33



Scharf, Michael P. 1999. “The amnesty exception to the jurisdiction of the International
Criminal Court.” Cornell Int’l LJ 32:507.

Simeon, Richard. 2004. Canada: federalism, language, and regional conflict. In Federalism
and Territorial. JHU Press.

Simmons, Beth A. 2009. Mobilizing for human rights: international law in domestic poli-
tics. Cambridge University Press.

Simmons, Beth A and Allison Danner. 2010. “Credible commitments and the international
criminal court.” International Organization 64(2):225–256.

Snyder, Jack L. 2000. From voting to violence: Democratization and nationalist conflict.
Norton New York.

Snyder, Jack and Leslie Vinjamuri. 2003. “Trials and errors: Principle and pragmatism in
strategies of international justice.” International security 28(3):5–44.

Suberu, Rotimi T. 1993. “The travails of federalism in Nigeria.” Journal of Democracy
4(4):39–53.

Sugiyanto, Eko, Kumba Digdowiseiso, Heru Dian Setiawan et al. 2018. “Fiscal Decentral-
ization and Routine Conflict in Indonesia.” Journal of Applied Economic Science 13(4
(58)).

Sullivan, Patricia L and Johannes Karreth. 2015. “The conditional impact of military inter-
vention on internal armed conflict outcomes.” Conflict Management and Peace Science
32(3):269–288.

Sun, Liyang and Sarah Abraham. 2021. “Estimating dynamic treatment effects in event
studies with heterogeneous treatment effects.” Journal of Econometrics 225(2):175–199.

Sundberg, Ralph and Erik Melander. 2013. “Introducing the UCDP georeferenced event
dataset.” Journal of Peace Research 50(4):523–532.

Thachil, Tariq. 2014. “Elite parties and poor voters: Theory and evidence from India.”
American Political Science Review 108(2):454–477.

Tillin, Louise. 2011. “Questioning borders: social movements, political parties and the
creation of new states in India.” Pacific Affairs 84(1):67–87.

Tillin, Louise. 2013. Remapping India: New states and their political origins. Hurst Pub-
lishers.

Treisman, Daniel. 2002. “Decentralization and the Quality of Government.” unpublished
paper, Department of Political Science, UCLA .

Tucker, Joshua A. 2007. “Enough! Electoral fraud, collective action problems, and post-
communist colored revolutions.” Perspectives on Politics 5(3):535–551.

34



Vadlamannati, Krishna Chaitanya and Arusha Cooray. 2017. “Transparency pays? Evaluat-
ing the effects of the freedom of information laws on perceived government corruption.”
The Journal of Development Studies 53(1):116–137.

van Kessel, Stijn, Javier Sajuria and StevenMVanHauwaert. 2021. “Informed, uninformed
or misinformed? A cross-national analysis of populist party supporters across European
democracies.”West European Politics 44(3):585–610.

Verbrugge, Boris. 2015. “Decentralization, institutional ambiguity, and mineral resource
conflict in Mindanao, Philippines.”World Development 67:449–460.

Vuković, Vuk. 2020. “Corruption and re-election: how much can politicians steal before
getting punished?” Journal of Comparative Economics 48(1):124–143.

Watch, Human Rights. 2005. Uprooted and forgotten: Impunity and human rights abuses
in northern Uganda. Human Rights Watch.

West, Karleen Jones. 2015. “Decentralization, the Inclusion of Ethnic Citizens, and Support
for Democracy in Latin America.” Latin American Research Review pp. 46–70.

Winters, Matthew S and Rebecca Weitz-Shapiro. 2016. “Who’s in charge here? Direct and
indirect accusations and voter punishment of corruption.” Political Research Quarterly
69(2):207–219.

Worthy, Ben. 2010. “More open but notmore trusted? The effect of the Freedomof Informa-
tion Act 2000 on the United Kingdom central government.” Governance 23(4):561–582.

Worthy, Ben. 2017. The politics of freedom of information: How and why governments
pass laws that threaten their power. In The politics of freedom of information. Manchester
University Press.

Xu, Yiqing. 2017. “Generalized synthetic control method: Causal inference with interactive
fixed effects models.” Political Analysis 25(1):57–76.

Zeileis, Achim, Christian Kleiber and Simon Jackman. 2008. “Regression models for count
data in R.” Journal of statistical software 27(8):1–25.

Zheng, Yongnian and Guoguang Wu. 2005. “Information technology, public space, and
collective action in China.” Comparative Political Studies 38(5):507–536.

Zhu, Jiangnan and Dong Zhang. 2017. “Weapons of the powerful: Authoritarian elite
competition and politicized anticorruption in China.” Comparative political studies
50(9):1186–1220.

35



1.9 Appendix

Table 1.5: Descriptive Statistics

Statistic N Mean St. Dev. Min Pctl(25) Median Pctl(75) Max

Quarterly Year 9,280 1,999.750 5.768 1,990.100 1,994.925 1,999.750 2,004.575 2,009.400
Incidents 9,280 0.384 1.880 0 0 0 0 69
New States Creation 9,280 0.293 0.455 0 0 0 1 1
Population 9,280 1,427,753.000 765,581.700 118,643 892,971 1,289,735 1,812,130.0 4,689,460
Literacy 9,280 0.383 0.119 0.126 0.287 0.362 0.476 0.651
SC Population 9,280 0.141 0.060 0.028 0.106 0.141 0.181 0.324
ST Population 9,280 0.178 0.210 0.00000 0.010 0.111 0.271 0.868
Employment Rate 9,280 0.050 0.066 0.008 0.026 0.038 0.053 0.792
Bauxite 9,280 0.198 0.399 0 0 0 0 1
Coal 9,280 0.138 0.345 0 0 0 0 1
Iron 9,280 0.121 0.326 0 0 0 0 1
Resource Abundance 9,280 0.336 0.472 0 0 0 1 1
Distance 9,280 −131.486 217.298 −651.323 −274.475 −83.798 22.975 298.384
Coal Price 9,280 64.007 36.496 34.794 43.484 52.243 74.223 249.700
Aluminum Price 9,280 1,665.224 456.796 1,073.601 1,356.319 1,515.931 1,813.325 2,948.060
Iron Price 9,280 21.956 18.222 11.450 12.655 13.615 19.320 97.097

Figure 1.6: Parallel Trends in Incidents
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Table 1.6: Results with Interaction Controls

Creation of New States 0.892∗∗∗ 1.681 −0.335 1.569∗∗∗
(0.324) (1.147) (0.729) (0.516)

Creation of New States * Incidents 1999 0.987∗∗∗
(0.235)

Creation of New States * SC Population Ratio 1999 −3.452
(7.582)

Creation of New States * ST Population Ratio 1999 5.204
(3.201)

Creation of New States * Non-farm Employment Rate 1999 −3.262∗∗
(1.315)

District FE Y Y Y Y
Quarterly Year FE Y Y Y Y
District 116 116 116 116
N 9280 9280 9280 9280

* Note: P-values are two-tailed. Robust standard errors are clustered by district. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
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Table 1.7: Year Results

(1) (2)

New States Creation 5.047∗∗∗ 5.300∗∗∗
(1.637) (1.693)

SC Population Ratio −70.919∗
(39.251)

ST Population Ratio −2.813
(17.001)

Employment Rate 5.380
(8.270)

District FE Y Y
Quarterly Year FE Y Y
District 116 116
N 2320 2320

* Note: P-values are two-tailed. Robust stan-
dard errors are clustered by district. ∗p<0.1;
∗∗p<0.05; ∗∗∗p<0.01.
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Table 1.8: Quasi-Poisson, Logged DV, and Negative Binominal Results

Quasi-Poisson Logged DV Negative Binominal
(1) (2) (3) (4) (5) (6)

New States Creation 0.918∗∗ 0.609 0.369∗∗∗ 0.396∗∗∗ 0.866∗∗∗ 0.672∗
(0.422) (0.498) (0.071) (0.073) (0.310) (0.362)

SC Population Ratio −9.549 −3.292∗ 0.309
(15.012) (1.726) (9.438)

ST Population Ratio −29.509 0.034 −22.821∗
(19.813) (1.122) (13.462)

Employment Rate −9.940 0.568 −9.511
(12.561) (0.512) (7.676)

District FE Y Y Y Y Y Y
Quarterly Year FE Y Y Y Y Y Y
District 116 116 116 116 116 116
N 9280 9280 9280 9280 9280 9280

* Note: P-values are two-tailed. Robust standard errors are clustered by district. ∗p<0.1; ∗∗p<0.05;
∗∗∗p<0.01.
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Figure 1.7: Changes inMaoist Violent Incidents Before and After New States Creation with
Controls
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Table 1.9: Placebo Test Results

(1) (2)

tm9 0.353 0.353
(0.254) (0.254)

tm8 0.176 0.176
(0.266) (0.266)

tm7 −0.235 −0.235
(0.173) (0.173)

tm6 −0.235 −0.235
(0.233) (0.233)

tm5 0.265 0.265
(0.401) (0.402)

tm4 0.059 0.059
(0.321) (0.321)

tm3 0.824 0.824
(0.836) (0.836)

tm2 0.765∗ 0.853∗
(0.434) (0.463)

tm1 1.235 1.323
(0.837) (0.867)

t 2.029∗∗ 2.117∗∗∗
(0.793) (0.820)

tp1 2.941∗∗∗ 3.423∗∗∗
(1.065) (1.265)

tp2 1.382∗∗∗ 1.864∗∗∗
(0.485) (0.682)

tp3 2.059∗∗∗ 2.541∗∗∗
(0.538) (0.715)

tp4 1.588∗∗∗ 2.070∗∗∗
(0.583) (0.801)

tp5 6.882∗∗∗ 7.320∗∗∗
(2.568) (2.667)

tp6 11.735∗∗ 12.173∗∗
(5.089) (5.191)

tp7 6.971∗∗∗ 7.409∗∗∗
(2.581) (2.712)

tp8 7.235∗∗∗ 7.673∗∗∗
(1.824) (1.929)

tp9 10.853∗∗∗ 11.291∗∗∗
(3.141) (3.269)

pop_sc.r −66.467∗
(37.864)

pop_st.r 3.561
(17.882)

emp.r 9.180
(8.996)

District FE Y Y
Quarterly Year FE Y Y
District 116 116
N 2320 2320

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 1.10: Geographic RDD Results with Interaction Controls

Bandwidth:
25 km 50 km 100 km

(1) (2) (3)

New States Creation 11.733∗∗∗ 4.259∗∗∗ 1.150
(0.693) (1.039) (1.076)

Distance −0.294∗∗∗ −0.028 0.0005
(0.013) (0.018) (0.007)

New States Creation*Distance −0.084∗∗∗ −0.022 0.006
(0.015) (0.018) (0.007)

SC Population Ratio 30.426∗∗∗ 18.108∗∗∗ 15.793∗∗∗
(1.342) (2.275) (4.198)

ST Population Ratio 8.397∗∗∗ 3.211∗∗∗ 2.450∗∗
(0.988) (0.928) (1.093)

Non-farm Employment Rate −7.809 3.003 5.186
(12.583) (11.112) (10.538)

Population 0.001 0.012∗∗∗ 0.007∗∗∗
(0.001) (0.002) (0.002)

Creation of New States * Incidents 1999 3.353∗∗∗ 1.009∗∗∗ 0.990∗∗∗
(0.752) (0.211) (0.212)

Creation of New States * ST Population Ratio 1999 −8.232∗∗∗ −2.701∗∗ −0.664
(0.816) (1.179) (1.525)

Creation of New States * SC Population Ratio 1999 −34.317∗∗∗ −12.305∗∗∗ −6.797
(4.123) (3.715) (5.428)

Creation of New States * Non-farm Employment Rate 1999 −9.656∗∗∗ −4.517∗
(1.694) (2.521)

Constant −9.949∗∗∗ −5.212∗∗∗ −3.204∗∗∗
(0.256) (0.953) (0.968)

N 432 972 1800

* Note: P-values are two-tailed. Robust standard errors are clustered by district. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
Creation of New States * Non-farm Employment Rate 1999 in 25 km was dropped by the model automatically.
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Figure 1.8: Geographic RDD Results with Different Bandwidths by Year
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Table 1.11: Interaction with Resource Abundance Results

Dependent variable: Incident

(1) (2)

New State Creation 0.455∗ 0.599∗∗
(0.236) (0.304)

SC population −15.193∗
(9.004)

ST population −1.703
(5.226)

Employment Rate 1.122
(2.533)

New State Creation*Resource Abundance 1.103∗ 0.993∗
(0.597) (0.588)

District FE Y Y
Quarterly Year FE Y Y
District 116 116
N 9280 9280

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 1.12: Interaction with International Resource Price Results

Coal Aluminum Iron

(1) (2) (3) (4) (5) (6)

New State Creation 0.736∗∗ 0.855∗∗ −0.322 −0.202 0.393∗ 0.508∗∗
(0.303) (0.339) (0.489) (0.486) (0.213) (0.245)

Coal Price 0.002∗∗∗ 0.002∗∗∗
(0.001) (0.001)

New State Creation*Coal Price 0.006∗∗ 0.006∗∗
(0.002) (0.002)

Aluminum Price 0.0002∗∗∗ 0.0002∗∗∗
(0.0001) (0.0001)

New State Creation*Aluminum Price 0.001∗ 0.001∗
(0.0005) (0.0005)

Iron Price 0.005∗∗∗ 0.005∗∗∗
(0.002) (0.002)

New State Creation*Iron Price 0.025∗∗∗ 0.025∗∗∗
(0.009) (0.009)

SC Population −15.916∗ −16.097∗ −15.957∗
(9.337) (9.402) (9.354)

ST Population 1.245 0.972 0.955
(4.450) (4.392) (4.365)

Employment Rate 2.545 2.397 2.414
(2.263) (2.199) (2.188)

District FE Y Y Y Y Y Y
Quarterly Year FE Y Y Y Y Y Y
District 116 116 116 116 116 116
N 9280 9280 9280 9280 9280 9280

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Figure 1.9: The Effect of New States Creation Conditioned by International Resource Price
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Figure 1.10: The Effect of New States Creation Conditioned by International Resource
Price with Controls
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Table 1.13: The Effect of New States Creation Conditioned by Resource Abundance and
International Resource Price

(1) (2) (3) (4) (5) (6)

New States Creation 0.178 0.228 0.169 0.187 0.929∗∗ 1.045∗∗
(0.157) (0.163) (0.142) (0.159) (0.448) (0.468)

Iron Price 0.006∗∗∗ 0.006∗∗∗
(0.002) (0.002)

New States Creation*Iron Price 0.007 0.007
(0.006) (0.006)

New States Creation*Iron 0.667 0.552
(0.604) (0.599)

Iron Price*Iron −0.006∗∗∗ −0.006∗∗∗
(0.002) (0.002)

New States Creation*Iron Price*Iron 0.066∗∗∗ 0.066∗∗∗
(0.023) (0.023)

Aluminum Price 0.0002∗∗∗ 0.0002∗∗∗
(0.0001) (0.0001)

New States Creation*Aluminum Price 0.0002∗ 0.0002
(0.0001) (0.0001)

New States Creation*Aluminum −1.437 −1.311
(1.238) (1.244)

Aluminum Price*Aluminum −0.0002∗∗ −0.0002∗∗
(0.0001) (0.0001)

New States Creation*Aluminum Price*Aluminum 0.002 0.002
(0.001) (0.001)

Coal Price 0.003∗∗∗ 0.003∗∗∗
(0.001) (0.001)

New States Creation*Coal Price 0.005∗ 0.005∗
(0.003) (0.003)

New States Creation*Coal −0.686 −0.703
(0.534) (0.546)

Coal Price*Coal −0.004∗∗ −0.004∗∗
(0.002) (0.002)

New States Creation*Coal Price*Coal 0.005 0.005
(0.005) (0.006)

SC Population −8.699∗∗ −12.597 −17.026∗
(4.240) (8.588) (10.156)

ST Population −1.199 −5.585 0.978
(2.947) (6.146) (4.342)

Employment Rate 0.270 0.954 2.303
(1.297) (2.515) (2.178)

District FE Y Y Y Y Y Y
Quarterly Year FE Y Y Y Y Y Y
District 116 116 116 116 116 116
N 9280 9280 9280 9280 9280 9280

Note* ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Figure 1.11: The Effect of New States Creation Conditioned by Resource Abundance and
International Resource Price
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Figure 1.12: The Effect of New States Creation Conditioned by Resource Abundance and
International Resource Price with Controls
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Part II

Heterogeneous Effects of ICC
Investigation on Rebel Conflict

Abstract

Do investigations by the International Criminal Court of alleged human rights
crises reduce non-state civil conflicts? To date, scholars interested in the ef-
fect of the ICC on civil conflicts have treated the “state” as a unitary actor.
In this paper, I argue that the ICC’s investigations of government leaders and
of rebel leaders have different effects on civil conflict. Because of its biased
case selection process, when the ICC investigates government leaders, it con-
strains governments, provides incentives for the rebel groups to fight, and leads
to more non-state conflicts—that is, conflicts between rebels. When the ICC
investigates rebel leaders, it does not constrain rebel groups, strengthens the
government’s control, and reduces non-state conflicts. I evaluate the implica-
tions of the theory with difference-in-difference tests using data on non-state
conflicts cross-nationally and find support.
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2.1 Introduction
The International Criminal Court began work in 2002 after the ratification of the Rome
Statute, a treaty adopted by 120 states in 1990 and ratified by 60 states in 2002 to fight
against war crimes. The International Criminal Court (ICC) investigates, tries, and prose-
cutes individuals charged with the gravest crimes of concern to the international commu-
nity: genocide, war crimes, crimes against humanity, and the crime of aggression.30 Since
its establishment, the ICC has examined many ongoing conflicts. Although the ICC has a
clearly stated goal of bringing war criminals to justice, the question of whether the court
might advance peace by facilitating justice is a key topic of discussion among legal schol-
ars and political scientists. Scholars debate whether the ICC’s involvement in situations
can impose the right costs to stop individuals from committing atrocities, thus promoting
peace. Does the ICC reduce civil conflicts? More specifically, do the investigations of the
ICC and their possible consequences, including warrants and trials in alleged human rights
crises, reduce non-state civil conflicts?31

The ability of the ICC to improve human rights and advance peace has been disputed
by academics. Some scholars argue that ICC can prevent human rights violations by pros-
ecuting individuals, which increases the costs of carrying out future atrocities (Akhavan
2009, Appel 2018, Jo and Simmons 2016, Schabas 2011, Simmons and Danner 2010) and
deterring future atrocities facilitates peace (Akhavan 2001, Gilligan 2006). Other scholars
believe that the ICC’s poor deterrent power and its need for third-party collaboration prevent
it from advancing human rights and promoting peace (Ainley 2011, Cronin-Furman 2013,
Drumbl 2007, Fish 2010, Ku and Nzelibe 2006). They think ICC cannot impose sufficient
costs on individuals. A third group of academics also questions the ICC’s ability to advance
peace, but from a different angle. They argue that the ICC places excessive costs on indi-
viduals, who must continue fighting to escape consequences (Goldsmith and Krasner 2003,
Nalepa and Powell 2016, Snyder and Vinjamuri 2003). Empirically, recent cross-country
large-N studies have also shown conflicting results about the impact of the ICC on pro-
moting peace and ending conflicts (Dancy and Wiebelhaus-Brahm 2018, Duursma 2020,
Prorok 2017, Simmons and Danner 2010). Existing studies examine how the ICC affects
state governments and rebel organizations without considering the different costs the ICC
imposes on rival parties within states, leading to varied results. To understand the effects
of the ICC on conflicts, we must differentiate its actions and the costs it imposes on various
actors.

In this article, I argue that the ICC’s investigations of government leaders and of rebel
leaders have different effects on civil conflict. When the ICC investigates government
leaders, it constrains governments, provides incentives for rebel groups to fight, and leads
to more non-state conflicts; however, when the ICC investigates rebel groups, it does not
constrain rebel leaders, strengthen government’s control, or reduce non-state conflicts. The

30See: https://www.icc-cpi.int/about
31I focus on non-state civil conflicts for several reasons. First, conflicts between rebels are overlooked

in the literature. Second, as I will mention later, the implications of the ICC’s investigation on state-rebel
conflicts are not clear.
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difference in deterrent and constraining power of the ICC’s investigation is caused by the
difference in ICC’s situation selection process. Situations that are referred by state govern-
ments resulted in ICC’s investigation of rebel groups. Such investigations are seen as less
legitimate and biased, thus reducing domestic and international support for rebel groups.
Situations referred by the UNSC or brought up as the Prosecutor proprio motu resulted
in ICC’s investigation of state leaders. Such investigations are seen as more legitimate
and unbiased, thus reducing domestic and international support for the government. Us-
ing difference-in-difference research designs, I show that the ICC’s investigation of gov-
ernments and of rebel groups have heterogeneous effects on civil conflict: Whereas ICC
investigations of government leaders increase deaths in non-state conflicts, ICC investiga-
tions of rebel group leaders do not reduce deaths in non-state conflicts.

The paper addresses whether the ICC can improve human rights and promote peace by
facilitating justice given the costs the ICC can put on actors. The ICC puts different costs
on state leaders and rebel groups, and these differences produce varied consequences in
conflicts. More generally, the paper highlights the implications of biases in international
intervention in conflicts. It shows biases in the procedure of international interventions
have impacts on domestic politics/civil conflicts. Equally importantly, it highlights the
importance of looking at multiple domestic actors and how their power relationship changes
when studying international intervention. When international intervention targets different
domestic actors, it changes the power relationship between state governments and rebel
groups.

2.2 The Deterrence Power of the ICC
Scholars have debated whether the ICC can improve human rights and promote peace by fa-
cilitating justice. Scholars have argued that ICC can deter individuals from committing hu-
man right violations through prosecution, which increases the costs of committing atrocities
(Akhavan 2009, Appel 2018, Jo and Simmons 2016, Schabas 2011, Simmons and Danner
2010). By deterring future atrocities, international prosecution facilitates peace(Akhavan
2001, Gilligan 2006). In this stream of thought, the ICC can tie individual state or rebel lead-
ers’ hands by imposing costs on individuals, thus deterring them from committing atrocities
and continuing conflicts.

Another school of thought holds that the ICC’s ineffective deterrence power prevents
it from advancing human rights and fostering peace (Ainley 2011, Cronin-Furman 2013,
Drumbl 2007, Fish 2010, Ku and Nzelibe 2006). They contend that the ICC is dependent on
third-party assistance because it lacks independent enforcement authority. It either depends
on states’ willingness to collaborate (Ku andNzelibe 2006) or on the support of international
organizations. Because third partiesmay not be able or willing to cooperate, the requirement
of third-party collaboration undermines the deterrence effect of the ICC. Due to the lack of
severe punishment and the low likelihood of indicting wanted individuals (Cronin-Furman
2013), the Court has little enforcement power. The main disagreement between scholars
who believe the ICC can deter future atrocities and researchers who believe it cannot is
how they think about whether the ICC can impose enough costs on individuals.
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Another group of scholars also think ICC cannot promote peace, but for a different rea-
son. They argue that the ICC’s pursuit of justice leaves little room for amnesty for peace
(Goldsmith and Krasner 2003, Nalepa and Powell 2016, Snyder and Vinjamuri 2003). Stud-
ies have found the Rome Statute is ambiguous on the recognition of amnesty for peace deals
(Clark 2005, Goldsmith and Krasner 2003, Majzub 2002, Newman 2004, Roht-Arriaza
2000, Scharf 1999). When ICC prosecutions are in place, indicted individuals might be
forced to choose to continue the conflict to avoid the consequences of being prosecuted and
tried. Similarly, Prorok (2017) argues argues that “active ICC involvement in a conflict
increases the threat of punishment for rebel and state leaders, which, under certain con-
ditions, generates incentives for these leaders to continue the conflict as a way to avoid
capture, transfer to the Hague, and prosecution.” These scholars think that the ICC put too
high a cost on individuals, forcing them to find alternative ways to avoid the consequences.

Recent cross-country large-N research has shown contradictory empirical results about
the impact of the ICC on promoting peace and ending conflicts. In states that are least likely
to be able to make credible commitments to reduce atrocities, ratification of the ICC has
been linked to decreased violence and advanced peace, according to Simmons and Danner
(2010). The ICC’s trials, according to Dancy and Wiebelhaus-Brahm (2018), are endoge-
nous to other international initiatives even though they seem to be weakly associated with
conflict termination. Prorok (2017) discovered that when domestic punishment threats are
at relatively low levels, the ICC’s involvement reduces the likelihood of conflict termina-
tion. Duursma (2020) found that the chances of resolving a dispute through negotiation are
undermined by the arrest warrants issued by the ICC.

Existing studies have examined how the ICC affects state governments and rebel orga-
nizations without considering the dynamics between rival parties within states, such as state
authorities and rebel organizations, leading to varied results. To understand the effect of the
ICC on conflicts, we must distinguish ICC actions and the costs they impose on different
actors. This paper offers a new perspective in studying the heterogeneous effects of ICC
investigation of government leaders and rebel group leaders on non-state conflicts.

2.3 ICC and Selection of Situations
It’s vital to introduce the ICC and how it decides which cases to explore before I develop
my theory. The history and goals of the ICC are laid forth here, because these will be
crucial presumptions in defining the ICC as an actor with a distinct purpose. As one of
the fundamental assumptions that determines that determine the heterogenous effects of the
ICC on civil conflict, I also discuss the different selection procedures of situations for state
leaders and rebel leaders here.

The ICC began its work in 2002, as its foundational treaty (the Rome Statue) took effect.
The Rome Statute was adopted by 120 states in 1990 and ratified by 60 states in 2002 as a
way to fight against war crimes. war crimes. The ICC is a “permanent international court
established to investigate, prosecute and try individuals accused of committing the most
serious crimes of concern to the international community as a whole, namely the crime of
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genocide, crimes against humanity, war crimes and the crime of aggression.”32 The ICC
is the first permanent treaty-based supranational body dedicated to investigating atrocity
crimes.

Given the number of war crimes conducted or on-going in the world, how does the ICC
decide which situations to investigate? Theoretically, how the ICC selects situations has
effects on the implications of its actions. Empirically, understanding how the ICC selects
situations helps to identify the selection process, avoids selection biases, and comes up with
a proper research design to identify causality.

There are three main ways situations can be brought to the ICC: (1) referral by a state
government; (2) referral by the UNSC; (3) the Prosecutor proprio motu, that is on his or her
impulse.33 The ICC then selects from the pool of potential situations to investigate. Given
limited resources, the ICC cannot possibly look into every situation brought to its atten-
tion, so the Prosecutor selects situations to investigate. Four criteria determine situations
to investigate: (1) the scale of the crimes; (2) the nature of the crimes; (3) the manner of
commission of the crimes; (4) the impact of the crimes.34 In short, the ICC focuses on the
most serious crimes with the worst consequences.

Table 2.1 is a list of situations under the ICC’s investigation. The investigation is defined
in a broad sense so includes such possible actions as issuing warrants and trials. Investi-
gations of government leaders and rebel group leaders differ even in the selection process.
Situations resulting in the indictment of individuals are most often referred by state govern-
ments against rebel leaders. I define this as investigation of rebel leaders. Situations that
are referred by the UNSC or brought up by the Prosecutor proprio motu result in indict-
ments of state leaders. I define this as investigation of state leaders. The only exception
is Darfur, Sudan. Darfur, Sudan was referred by UNSC. So far, the ICC investigation has
resulted in indictments of four state leaders and three rebel leaders. Such differences in the
situation selection process have implications for the deterrence power of the ICC and on the
power relations between the state and rebels. I will explain the implications of the situation
selection process in the theory section.

32See publication Understanding the International Criminal Court by ICC at https://www.icc-
cpi.int/iccdocs/PIDS/publications/UICCEng.pdf. Publication year unknown.

33Two new situations: Venezula I and Ukraine was refered by a group of states, respectively in 2021 and
2022. This is a new way in which situations can be brought to the ICC.

34See: Policy Paper on Preliminary Examinations 2010 at
https://www.icc-cpi.int/NR/rdonlyres/
9FF1EAA1-41C4-4A30-A202-174B18DA923C/282515/
OTP_Draftpolicypaperonpreliminaryexaminations04101.pdf
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Table 2.1: List of Situations Under Investigation

Situation Referal Source Individuals indicted Region Referal Time
Uganda State Government Rebel Leaders Africa Jan 2004
Democratic Republic of the Congo State Government Rebel Leaders Africa Apr 2004
Central African Republic State Government Rebel Leaders Africa Dec 2004
Darfur, Sudan UNSC State Leaders and Rebel Leaders Africa Mar 2005
Kenya proprio motu State Leaders Africa Mar 2010
Libya UNSC State Leaders Africa Feb 2011
Ivory Coast proprio motu State Leaders Africa Oct 2011
Mali State Government Rebel Leaders Africa Jul 2012
Central African Republic II State Government Rebel Leaders Africa May 2014
Palestine State Government Not Yet Middle-East Jun 2014
Georgia proprio motu Not Yet Europe Jan 2016
Burundi proprio motu Not Yet Africa Oct 2017
Bangladesh/Myanmar proprio motu Not Yet Asia Nov 2019
Afghanistan proprio motu Not Yet Middle-East Mar 2020
Venezuela I Group of States Parties Not Yet South America Nov 2021
Ukraine Group of States Parties Not Yet Europe Apr 2022

2.4 Theory
There are three actors in my theory: state government leaders, multiple rebel leaders, and
the ICC. I assume state government leaders and rebel leaders want to gain more power. Note
this assumption is slightly different from the conventional assumption that leaders want to
stay in power (De Mesquita et al. 2005, 1999, 2002, Gandhi and Przeworski 2007). The
assumption that leaders want to stay in power implicitly assumes a goal of survival, whereas
the assumption that leaders want to gain more power assumes a goal not only of survival
but also expansion. For example, leaders who want to stay in power might not care about
rebel groups that do not pose immediate threats (more defensive), but leaders who want to
gain more power are more resolved to destroy rebel groups (more offensive). I assume the
state government is stronger than rebel groups. There are assumed to be (or potentially be)
multiple rebel groups in the state.

The third actor is the ICC. Just like the state leaders and the rebel leaders, the ICC is
an actor with its own goals. As I mentioned, the ICC investigates, tries, and prosecutes
individuals charged with the gravest crimes of concern to the international community:
genocide, war crimes, crimes against humanity, and the crime of aggression.35 The ICC
aims to bring war criminals to justice (Ford 2019, Jessberger and Geneuss 2012, Mullins
and Rothe 2010). The ICC’s stated goal is neither directly improving human rights (perhaps
deter potential future serious human rights violations) nor promoting peace. Thus, I assume
the ICC’s goal is justice. I also assume the ICC has limited resources (Burke-White 2008).
Even for a domestic court, resources are limited. For an international institution that has no
enforcement capability, the resources are even more limited.

Although the ICC has been argued it does not have enforcement capabilities to arrest
and punish indicted persons, I assume that there are several costs the ICC’s investigation
can put on individuals.36 The ICC’s investigation can decrease the domestic support for

35See: https://www.icc-cpi.int/about
36Jo and Simmons (2016), Simmons and Danner (2010) use the ratification of Rome Statute as independent
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the investigated party. Scholars argue that international law can constrain governments by
influencing domestic support among elite actors and citizens (Kim and Sikkink 2010, Sim-
mons 2009). It is costly to the investigated party because when domestic support decreases,
it reduces the de facto power of the investigated party. Second, the ICC’s investigation can
decrease international support for the investigated party. The ICC’s investigation sends the
signal that the actor who is being investigated violates international laws to the interna-
tional community(Nouwen and Werner 2010). It is costly to the investigated party because
being spotlighted by the ICC could potentially lead to such consequences as sanctions and
military actions from the international community. Just like state governments, rebels also
benefit from external supports from other states (Huang and Sullivan 2021, Salehyan 2007,
2010) and are affected by international military actions against them (Gent 2008, Sullivan
and Karreth 2015).

Given limited resources, the ICC tends to investigate individuals from the party deemed
most responsible for the war crimes in the conflict instead of investigating everyone respon-
sible. The indictment of leaders from the side that committed more serious war crimes will
fulfill the goal of bringing at least some war criminals to justice while satisfying interna-
tional communities and audiences. For example, in the situation of Uganda, the Ugandan
military and the rebel Lord’s Resistance Army both committed atrocities, but the ICC only
indicted rebel leaders so far. While the Lord’s Resistance Army has committed more hor-
rific crimes against civilians in northern Uganda, Soldiers in Uganda’s national army have
also raped, assaulted, arbitrarily jailed, and killed citizens in camps (Watch 2005). The
ICC investigation resulted only in the indictment of leaders of Lord’s Resistance Army,
including its founder Joseph Kony. One of the parties whose leader is investigated loses
both domestic support and international support. Losing both supports also means losing
legitimacy at both levels.

The costs brought by the ICC differ for state leaders and rebel leaders given the unique
selection process. Situations referred by state governments result in investigations of rebel
groups, whereas situations referred by the UNSC or brought up as the Prosecutor proprio
motu resulted in investigations of state leaders. The difference in the selection process re-
flects hidden biases in politics. Although an ICC investigation decreases both domestic
support and international support, the referral by state government makes the ICC’s inves-
tigation less legitimate, thus reducing domestic support and international support compared
to the referral by UNSC or the Prosecutor proprio motu. In the case of Uganda, for example,
the Ugandan government cynically referred the ongoing conflict to the ICC in an effort to
gain international support for its militarization and prolong rather than end the war (Branch
2007). In the case of Libya, the UNSC referral offered the world community a chance to
undermine the legitimacy of the Qadhafi dictatorship, but it also offered the ICC a chance to
legitimize itself (Peskin and Boduszynski 2016). Similarly, the Prosecutor proprio motu, as
it is more independent, reduces more international and domestic support, compared to the
referral by state government. Domestic and international support varied as a result of the
different selection process. When the state moves against rebel leaders, the ICC put lower
costs on the rebel group as compared to situations referred by UNSC or Prosecutor proprio

variable. This is theoritically and empirically different from the ICC’s investigations
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motu against state leaders. Thus, the ICC’s investigations are more effective in curbing the
behavior of state governments than rebel groups.

In a world in which the ICC’s investigations impose the same or similar levels of costs
on state leaders and rebel groups, the ICC’s investigations of state leaders or rebel leaders
have heterogeneous impacts on conflicts. If the ICC investigates government leaders, the
government loses both domestic support and international support so is more likely to lose
control over the state. If the government loses control over the state, the rebel groups are
more likely to fight with each other to get control over the state. Conversely, if the ICC
investigates a rebel leader, the rebel leader loses both domestic support and international
support, but the government is more likely to control the state. Thus, rebels are less likely
to fight with each other.

However, the ICC’s investigations impose different levels of costs on state leaders or
rebel groups. If the ICC investigates government leaders, because the cost ICC’s investiga-
tions can impose on state leaders is high, the government loses high levels of both domestic
and international support. Then the government is more likely to lose control over the state,
and the rebel groups are more likely to fight with each other to get control over it. If the
ICC investigates rebel leaders, because the cost the ICC’s investigation can impose on rebel
groups is low, the rebel group loses low levels of both domestic and international support.
In contrast to the world in which the ICC’s investigations impose the same or similar levels
of costs on state leaders or rebel groups, the government is not more likely to better control
the state. Thus, rebels are not more or less likely to fight with each other.

What about the implications of the ICC’s investigation on state-rebel conflicts? The
implications are not clear because the ICC’s investigation of state leader can go both ways.
When the ICC investigates state leaders, it can impose costs on state leaders. When state
government is somewhat constrained, the rebel group might choose to attack state govern-
ment more. When government is very constrained, the rebel group might choose to not
attack state government anymore.

The testable hypotheses are:

Hypothesis 1. ICC investigations of government leaders increase non-state conflicts.

Hypothesis 2. ICC investigations of rebel group leaders do not increase or decrease non-
state conflicts.

2.5 Research Design
It is expected that ICC investigations of government leaders increase non-state conflicts
and ICC investigations of rebel group leaders do not decrease or increase non-state con-
flicts. To test the heterogeneous effect of investigations, I use a difference-in-difference
design that utilizes the variation in ICC’s investigations over time and across states. For
each hypothesis, I conduct tests using different samples. The sample for ICC investigations
of government leaders covers 30 African states from 1997 to 2018, and the sample for ICC
investigations of rebel group leaders covers 28 African states from 1997 to 2018. I will dis-
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cuss the sample selection later. The unit of observation is state-year. In the following, I first
discuss sample selection and the operationalization of the main dependent and independent
variables. Then, I discuss the identification strategy.

2.5.1 Sample Selection
As I mentioned above, the samples are different for the test of the effect of ICC investi-
gations of government leaders and rebel group leaders, because I constructed comparable
samples by selecting states in which ICC’s investigation could happen. To select states into
the samples, I use civilian death by state or rebels: the number of civilians killed by the use
of armed force by the government of a state or by a formally organized group against civil-
ians. The data is also collected by UCDP (Eck and Hultman 2007, Pettersson, Högbladh
and Öberg 2019). Civilian killing is one of the war crimes that the ICC was designed to
punish and deter. Most people that the ICC has publicly indicted were charged with killing
civilians. The sample for the test of the effect of ICC investigations of government leaders
and rebel leaders includes all African states that had at least one civilian killing by the gov-
ernment from 2002 to 2018. By using civilian death as the rule to select states into samples,
I can have more comparable cases as counterfactual. The sample for ICC investigations
of government leaders covers 30 African states from 1997 to 2018 and the sample for ICC
investigations of rebel group leaders covers 28 African states from 1997 to 2018. Note that
although not every country in my sample has more than one rebel group, 21 out of 27/28
states do.

2.5.2 Dependent Variable
The dependent variable is non-state conflict. I use the number of death by rebels in non-
state conflicts in UCDPGeoreferenced Event Dataset (Sundberg andMelander 2013) as my
measure.37 A non-state conflict is defined by UCDP as “the use of armed force between
two organized armed groups, neither of which is the government of a state, which results
in at least 25 battle- related deaths in a year” (Sundberg and Melander 2013). I aggregate
event data to state-year level and for state-year that does not have any event, I code them
as 0, in order to compare with other empirical studies of the ICC. The number of deaths
by rebels in non-state conflict is suitable to capture the severity of conflicts between rebel
groups. It is worth noting that UCDP data are coded based on media reports. It subjects
to a possible media effect: ICC investigation leads to more media attention to the country,
which leads to an increase in reported killings.

2.5.3 Independent Variable
The independent variable is the ICC investigations that include investigations and possible
fol- lowing activities such as warranty issuing, and trial Prorok (2017). I use ICC investiga-

37One might vote for ACLED data (Raleigh et al. 2010). Although ACLED has more observation for each
country, Eck (2012) argues that UCDP data is more accurate.
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tion to measure it. I use the information on the start date of ICC investigation in situations
under in- vestigation to code it.38 ICC investigation is coded as a binary variable that takes a
value of 1 on and after the year when the ICC started to investigate for each state. I consider
ICC’s in- vestigation as the start of investigation. ICC investigation is a conservative mea-
surement that only codes whether the ICC is involved, ignoring the degree of investigation.
Another potential way to code the ICC investigation as a variable is to count the number of
ICC actions including investigation, warranty issuing, and trials of a state leader or a rebel
group. Although this variable captures the degree of ICC investigation, it assumes each
action weights the same. Thus, I use ICC investigation, which is the minimum level of ICC
investigation to capture the concept.

To test the heterogeneous effects of ICC investigations of government leaders and ICC
investigations of rebel group leaders, ICC investigations of government leaders and rebel
group leaders are coded separately and used in two different tests with different samples.
ICC investigations in Sudan, Kenya, Libya, Ivory Coast, and Burundi are coded as against
government leaders.39 ICC investigations in DR Congo (Zaire), Uganda, Central African
Republic, and Mali are coded as of rebel group leaders. Table 2.2 shows the details of each
situation under investigation in the data.

Table 2.2: ICC Investigations

Of Government Leaders
Country ICC Investigation Started in
Sudan June 2005
Kenya march 2010
Libya march 2011
Ivory Coast October 2011
Burundi October 2017

Of Rebel Group Leaders
Country ICC Investigation Started in
DR Congo (Zaire) June 2004
Uganda July 2004
Central African Republic May 2007
Mali January 2013

2.5.4 Identification Strategy
I adopt generalized difference in differences (DiD) as the identification approach since the
dataset is cross-sectional time-series data that includes pre-ICC investigation and post-ICC

38See: https://www.icc-cpi.int/pages/situation.aspx
39I code Sudan as against government leaders because the investigation resulted in more indicted govern-

ment leaders.
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investigation as well as countries or rebel groups that had ICC investigations in different
years. The two-way fixed effects model, commonly referred to as generalized DiD, elimi-
nates selection biases brought on by common time trends and time-invariant covariates. To
use it as the treatment in the generalized DiD design, ICC investigation is coded as a binary
variable that takes a value of 1 on and after the year in which the ICC started to involve for
each state. States that had ICC investigation are “selected” into treatment group and states
that had no ICC investigation are “selected” into control group.

Given the dataset is cross-sectional time-series data that covers pre-ICC investigation
and post-ICC investigation and countries or rebel groups that had ICC investigations in
different years, I use generalized difference in differences (DiD) as the identification strat-
egy. Generalized DiD, also known as the two-way fixed effects model, removes selection
biases caused by time-invariant unobservables and common time trends. To use it as the
treatment in the generalized DiD design, ICC investigation is coded as a binary variable
that takes a value of 1 on and after the year in which the ICC started to involve for each
state. States that had ICC investigation are “selected” into treatment group and states that
had no ICC investigation are “selected” into control group. The specifications contain year-
fixed effects and country-fixed effects. Time-invariant omitted variables that could cause
selection bias are controlled by country-fixed effects. The influence of common time-series
patterns is captured by year-fixed effects. This specification is generally used as a regres-
sion form of difference-in-differences with With treatments throughout many periods. We
are comparing the changes non-state conflicts in the treatment group before and after the
ICC investigation to the changes in non-state conflicts in the control group before and after
the ICC investigation using this research design.

I use Ordinary Least Square (OLS) to estimate the models because it is easy to inter-
pret and the calculation of clustered standard errors of OLS is straightforward. Since the
dependent variable - the number of deaths in non-state conflicts, which is a count variable,
Quasipoisson maximum likelihood regression model is used as robustness checks for the
main results.40 For both hypothesis tests, the regression equation is,

Non − st ate Con f l i ct si t =β0 +β1ICC i nvest i g ati oni ,t +δX ′+γi +ηt +εi ,t

Non−st ate Con f l i ct si t is the number of death in non-state conflicts in state i in year
t . ICC i nvest i g ati oni ,t is the ICC investigation against government/rebel group in state
i in year t . X ′ are covariates I shall discuss in the next section. γi is state-fixed effects and
ηt is year-fixed effects. εi ,t is the error term in OLS. All standard errors presented in the
following results are robust standard errors clustered at state level, to account for the serial
correlation within units. The unit of observation is state-year.

Recent literature in DiD found that a two way fixed effects multi-period difference-
in-differences model estimates a variance-weighted average of treatment effect sometimes

40The use of fixed effects inMLE Poisson does not suffer from the problem of incidental parameters, unlike
a fixed effects maximum likelihood estimation (MLE) logit model. Thus, its estimates are unbiased (Allison
and Waterman 2002, Cameron and Trivedi 2013, Greene 2004). As shown in the Appendix, the results are
robust to using the quasi-Poisson models.
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with some observations having negative weights (Goodman-Bacon 2021, Imai and Kim
2021, Sun and Abraham 2021) and this limits our ability to draw causal inferences from the
results. Imai and Kim (2021), Imai, Kim and Wang (2019) proposed matching and weight-
ingmethods with generalizedDiD to avoid negative weights. Goodman-Bacon (2021) iden-
tified the root cause of negative weights in the estimator is treatment effects that are not
constant over time. Goodman-Bacon (2021) found the two-way fixed effects estimator is
a weighted average of all possible combination of two-group/two-period DiD estimators in
the data. When previously treated units are used as the controls, changes in their results
are subtracted, and these changes may include time-varying treatment effects, causing the
negative weights problem. To check whether the treatment effects in the model are constant
over time, I conduct a placebo test that includes lags of the treatment. The lags also decom-
pose the average treatment effect and help us better make causal claims when the treatment
effects in the model are not constant over time.

2.5.5 Control Variables
The difference-in-differences design is dependent on parallel trends assumption that is the
treatment group and the control group has similar trends in the dependent variable before
the treatment. To meet the assumption, it is optimal to have the treatment to be randomly
assigned; however, ICC investigation is not randomly assigned to countries, and there are
selection biases caused by confounders. What are the factors that could both lead to the
investigation of the ICC and the increased violence of state or rebel group? In the following,
I discuss these factors used as control variables to eliminate selection biases.

The first main factor is the level of violence against civilians by governments or rebel
groups. Violence against civilians by government is associated with both the investigation
of the ICC of a government and the level of violence by rebel groups. Similarly, violence
against civilians by rebel groups is also associated with both the investigation of the ICC
of rebel and the level of violence by rebel groups. So, I include violence against civilians
by the government in the test of the effect of ICC investigation on a government and the
violence against civilians by rebel groups in the test of the effect of ICC investigation ona
rebel group. Violence against civilians is measured by civilian death by state or rebels
collected by UCDP (Eck and Hultman 2007, Pettersson, Högbladh and Öberg 2019).

The second main factor is whether or not the state has ratified the Rome Statute. The
ratification of the Rome Statute by a state makes the investigation of ICC more likely (Pro-
rok 2017), and it also could be related to violence by rebel groups because the state is more
constrained by the ICC. I include the ratification of the Rome Statute in both tests of the
effect of ICC investigation on a government and the effect of ICC investigation on rebel
groups. The ratification of the Rome Statute is coded as 1 on and after the year in which the
state ratifies the Rome Statute and 0 otherwise based on the info on the ICC’s website.41

The third main factor is democracy. Non-democracies are more likely to have the ICC
in- volved and a higher level of violence by rebel group. I use POLITY2 in Polity V dataset

41Please see:https://asp.icc-cpi.int/en_menus/asp/Pages/asp_home.aspx
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to measure democracy.42 POLITY2 is a revised combined policy score that facilitates the
use of the POLITY regime measure in time-series analyses. It ranges from +10 (strongly
democratic) to -10 (strongly autocratic).43

2.6 Results
Table 2.3 shows the results for ICC investigations of government leaders, which strongly
support the hypothesis that ICC investigations of government leaders increase non-state
conflicts.44 ICC investigations of government are positively associated with non-state con-
flict deaths. Column (1) shows that coefficient estimates of the effect of ICC investigations
of a government on non-state conflict deaths is 193.894, and the estimate is statistically sig-
nificant at 0.01 level. Thus, ICC investigations of a government leads to 194 more deaths
in non-state conflict on average. Column (2) shows the results are robust to the inclusion
of all three control variables. The table shows ICC investigations of government leaders
increase non-state conflicts.

Table 2.4 shows the results for ICC investigations of rebel group leaders, which support
the hypothesis that ICC investigations of rebel group leaders do not increase or decrease
non-state conflicts.45 ICC investigations of rebel groups are negatively associated with non-
state conflict deaths, but the results are not statistically significant. Column (1) shows the
coefficient estimate of the effect of ICC investigation of government on non- state conflict
deaths is -179.029. It is statistically insignificant. Column (2) shows the results are robust
to the inclusion of all three control variables. The table shows ICC investigations of rebel
group leaders do not increase or decrease non-state conflicts.

42Please see: http://www.systemicpeace.org/inscrdata.html
43Alternative explanations are explained in the appendix.
44As shown in the Appendix, the empirical results are robust to quasipoisson models, simple OLS, Fixed

Effects, and different specifications of control variables.
45As shown in the Appendix, the empirical results are robust to quasipoisson models, simple OLS, Fixed

Effects, and different specifications of control variables.
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Table 2.3: The Effect of ICC Investigation of Governments on Non-state Conflict Deaths

(1) (2)

ICC Investigation 193.894∗∗∗ 223.325∗∗∗
(71.013) (82.024)

Civilian Death by Government, t-1 0.071
(0.087)

Rome Statute −43.014
(38.706)

Polity V −8.787
(5.422)

State FE Y Y
Year FE Y Y

State = 30 State = 29
N = 660 N = 616

Note: p-values are two-tailed. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
Robust standard errors are clustered by state.
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Table 2.4: The Effect of ICC Investigation of Rebel Groups on Non-state Conflict Deaths

(1) (2)

ICC Investigation −179.029 −203.827
(117.762) (134.774)

Civilian Death by Rebel, t-1 −0.012
(0.054)

Rome Statute −22.708
(47.157)

Polity V −7.345
(6.651)

State FE Y Y
Year FE Y Y

State = 28 State = 27
N = 616 N = 572

Note: p-values are two-tailed. ∗p<0.1; ∗∗p<0.05;
∗∗∗p<0.01. Robust standard errors are clustered by state.

Placebo Tests
Difference-in-difference design requires the data to satisfy the parallel trends assumption:
the treatment group (states that had ICC investigation) and the control group (states that did
not have ICC investigation) have similar trends in deaths in non-state conflicts prior to the
treatment (ICC investigation). If ICC investigations are randomly assigned, the treatment
group and control group should have similar trends in deaths in non-state conflicts. As I
discussed, however, the ICC selects situations to investigate; that is, ICC investigations are
not random. Thus, it is important to further investigate the extent to which the data meet the
parallel trends assumption required by difference-in-difference design for causal inference.
To test the parallel trends assumption, I include five hypothetical leads of ICC investigation.
If the data meet the assumption, five hypothetical leads should have no effects on non-state
conflicts. I also included four lags of ICC investigation to test whether ICC investigation
has long-term effects on non-state conflicts and decompose the average treatment effect. In
addition, I included five lags of ICC investigation in themodels to test whether the treatment
has a lasting effect on non-state conflicts. Note, ICC investigation is coded only on the year
in which the ICC investigation occured.
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Figure 2.1: Placebo Test: The Effect of ICC Investigation of Governments
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Figure 2.1 shows a plot of the coefficients of ICC Investigation of government leaders
(at time, t = 0) and the associated leads and lags.46 Black dots represent point estimates;
bars show 95% confidence intervals, and bold lines show 90% confidence intervals. As
we can see from the figure, the effect of the hypothetical ICC investigation of government
leaders fails to reach traditional levels of statistical significance in years prior to the actual
ICC investigation, and the magnitude of the effects is very close to zero. It indicates that the
treatment group and the control group have similar trends in non-state conflicts before ICC
investigation. The magnitude of the effects of five lags of ICC investigation is above zero
and increasing in the first four years, showing ICC investigations of government leaders
have some long-term effects on increasing deaths in non-state conflict, although they also
failed to reach traditional levels of statistical significance.

46A full table of results is provided in the Appendix.
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Figure 2.2: Placebo Test: The Effect of ICC Investigation of Rebel Groups
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Figure 2.2 shows a plot of the coefficients of ICC investigation of rebel group leaders
(at time, t = 0) and the associated leads and lags.47 Black dots represent point estimates;
bars show 95% confidence intervals, and bold lines show 90% confidence intervals. As
we can see from the figure, the effect of the hypothetical ICC investigation of rebel group
leaders fails to reach traditional levels of statistical significance in years prior to the ICC
investigation, but the magnitude of the effects is not very close to zero. It shows some sup-
port that the treatment group and the control group have similar trends in non-state conflicts
before ICC investigation. The magnitude of the effects of five lags of ICC investigation is
constantly below zero but very close to zero, showing ICC investigations of government
leaders have no long-term effects on reducing or increasing deaths in non-state conflict.

2.7 Conclusion
Scholars have debated whether the ICC’s pursuit of justice can reduce conflicts and pro-
mote peace. In this article, I argue that the ICC’s investigations of governments and rebel
groups have different effects on civil conflict. When the ICC investigates a government,

47A full table of results is provided in the Appendix.
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it constrains the government, providing incentives for the rebel groups to fight and leading
to more non-state conflicts. When the ICC investigates rebel groups, however, it does not
constrain those groups, so strengthens a government’s control and reduces non-state con-
flicts. The difference in deterrent and constraining power of the ICC’s investigations was
caused by the difference in the ICC’s situation selection process. Situations referred by state
governments resulted in the ICC’s investigating rebel groups. Such investigations are seen
as less legitimate and biased, so reduce domestic and international support for rebel groups.
Situations referred by the UNSC or brought up by the Prosecutor proprio motu resulted in
the ICC’s investigation of state leaders. Such investigations are seen as more legitimate
and unbiased, thus they reduce domestic and international support for state government.
Using difference-in-difference re- search designs, I show that the ICC’s investigations of
governments and rebel groups have heterogeneous effects on civil conflict: Whereas ICC
investigations of government leaders increase deaths in non-state conflicts, investigations
of rebel group leaders do not reduce deaths in non-state conflicts.

The paper contributes to the literature of international intervention and civil conflicts in
two ways. First, the paper highlights the implications of biases in international intervention
on conflicts. In terms of ICC investigations, situations referred by state governments against
rebel leaders are less legitimate and more biased, compared to situations referred by UNSC
or brought by the Prosecutor proprio motu against state leaders. The situation selection
process might be unique to the ICC, but it shows how biases in the process of international
interventions can affect domestic politics and civil conflicts. Second, it highlights the im-
portance of looking at multiple domestic actors and how their power relationship changes
when studying international intervention. ICC investigations of government leaders and
rebel group leaders are theoretically different and have theoretically different effects on
conflicts. It shows that when international interventions target different domestic actors, it
changes the power relationship between state government and rebel groups differently.

For future research, there are three directions in which this paper might be extended.
First, future studies might test my theory by looking at cases qualitatively and test the causal
chain from situation selection to support reduction, then to changes in conflict. Second,
scholars might be able to extend the framework in this paper to study the effect of the
ICC on curbing human rights violations. The unique situation selection process and the
different costs it puts on state leaders and rebel leaders should create heterogeneous effects
on deterring human rights violations as well. Last but not the least, scholars can extend this
to look at the effects of other international interventions that are biased towards different
actors on conflicts or human rights conditions.
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2.8 Appendix

2.8.1 Descriptives

Table 2.5: Descriptive Data for the Effect of ICC Investigation of Governments

Statistic N Mean St. Dev. Min Pctl(25) Median Pctl(75) Max

Year 660 2,007.500 6.349 1,997 2,002 2,007.5 2,013 2,018
ICC Investigation 660 0.062 0.242 0 0 0 0 1
Treatment Year 660 0.008 0.087 0 0 0 0 1
Non-state Conflict Death 660 111.477 305.559 0 0 0 43 2,969
Civilian Death by Government 660 59.862 292.978 0 0 0 9 4,120
Civilian Death by Government, t-1 660 63.156 302.822 0 0 0 8 4,120
Rome Statute 660 0.455 0.498 0 0 0 1 1
Polity V 616 0.591 4.590 −7.000 −3.000 −1.000 5.000 9.000

Table 2.6: Descriptive Data for the Effect of ICC Investigation of Rebels

Statistic N Mean St. Dev. Min Pctl(25) Median Pctl(75) Max

Year 616 2,007.500 6.349 1,997 2,002 2,007.5 2,013 2,018
ICC Investigation 616 0.078 0.268 0 0 0 0 1
Treatment Year 616 0.006 0.080 0 0 0 0 1
Non-state Conflict Death 616 119.469 314.926 0 0 0 52.2 2,969
Civilian Death by Rebel 616 105.442 451.722 0 0 0 20 5,063
Civilian Death by Rebel, t-1 616 157.560 1,349.950 0 0 0 19 31,661
Rome Statute 616 0.425 0.495 0 0 0 1 1
Polity V 572 0.503 4.400 −7.000 −3.000 0.000 5.000 9.000
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2.8.2 Alternative Specifications

Table 2.7: The Effect of ICC Investigation of Governments on Non-state Conflict Deaths:
Specifications

Simple OLS Fixed Effects Civilian Death Rome Statute Polity V

ICC Investigation 285.814∗∗∗ 193.645∗∗∗ 190.384∗∗∗ 194.812∗∗∗ 228.637∗∗∗
(76.527) (63.723) (71.964) (70.715) (80.252)

Civilian Death by Government, t-1 0.079
(0.086)

Rome Statute −42.497
(38.515)

Polity V −9.027∗
(5.345)

State FE N Y Y Y Y
Year FE N N Y Y Y

State = 30 State = 30 State = 30 State = 30 State = 29
N = 660 N = 660 N = 660 N = 660 N = 616

Note: p-values are two-tailed. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. Robust standard errors are clustered by state.

Table 2.8: The Effect of ICC Investigation of Rebels on Non-state Conflict Deaths: Speci-
fications

Simple OLS Fixed Effects Civilian Death Rome Statute Polity V

ICC Investigation 54.259 −161.225 −194.046 −174.235 −191.249
(50.788) (118.996) (127.580) (120.917) (120.797)

Civilian Death by Rebel, t-1 −0.011
(0.055)

Rome Statute −28.861
(42.660)

Polity V −7.750
(6.139)

State FE N Y Y Y Y
Year FE N N Y Y Y

State = 28 State = 28 State = 28 State = 28 State = 27
N = 616 N = 616 N = 616 N = 616 N = 572

Note: p-values are two-tailed. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. Robust standard errors are clustered by state.
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2.8.3 Quasipossion Results

Table 2.9: The Effect of ICC Investigation of Governments on Non-state Conflict Deaths:
Quasipoisson

(1) (2)

ICC Investigation 1.152∗∗∗ 1.621∗∗∗
(0.363) (0.489)

Civilian Death by Government, t-1 0.0001
(0.0002)

Rome Statute −0.087
(0.458)

Polity V −0.098∗∗
(0.047)

State FE Y Y
Year FE Y Y

State = 30 State = 29
N = 660 N = 616

Note: p-values are two-tailed. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
Robust standard errors are clustered by state.
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Table 2.10: The Effect of ICC Investigation of Rebel Groups on Non-state Conflict Deaths:
Quasipoisson

(1) (2)

ICC Investigation −0.802 −1.041
(0.516) (0.687)

Civilian Death by Rebel, t-1 −0.00003
(0.0001)

Rome Statute −0.145
(0.558)

Polity V −0.058
(0.044)

State FE Y Y
Year FE Y Y

State = 28 State = 27
N = 616 N = 572

Note: p-values are two-tailed. ∗p<0.1; ∗∗p<0.05;
∗∗∗p<0.01. Robust standard errors are clustered by state.
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2.8.4 Placebo Tests Results

Figure 2.3: Placebo Test: The Effect of ICC Investigation of Governments with Controls
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Figure 2.4: Placebo Test: The Effect of ICC Investigation of Rebel Groups with Controls

●

●

●

●

●

●
● ● ● ●

●

−1000

0

1000

2000

−5 −4 −3 −2 −1 0 1 2 3 4 5
Years from ICC Investigation

Ef
fe

ct
 o

n 
N

on
−s

ta
te

 C
on

fli
ct

 D
ea

th
s

85



Table 2.11: The Effect of ICC Investigation of Governments on Non-state Conflict Deaths

(1) (2)

t-5 −37.413 −39.977
(83.796) (88.681)

t-4 −90.173 −102.582
(131.959) (135.202)

t-3 −110.787 −124.212
(108.617) (107.711)

t-2 −11.368 −40.751
(158.427) (163.406)

t-1 −80.261 −143.548
(93.135) (119.120)

t −45.949 −92.883
(67.214) (83.899)

t-1 10.305 −9.457
(81.292) (96.059)

t-2 72.196 89.597
(130.584) (123.830)

t-3 206.719 230.815
(321.501) (325.654)

t-4 680.540 700.265
(503.825) (498.642)

t-5 177.727 201.890∗
(113.871) (113.875)

Civilian Death by Government 0.083
(0.089)

Rome Statute −53.712
(40.030)

Polity V −11.058∗∗
(5.233)

State FE Y Y
Year FE Y Y

State = 28 State = 27
N = 616 N = 572

Note: p-values are two-tailed. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
Robust standard errors are clustered by state.
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Table 2.12: The Effect of ICC Investigation of Rebel Groups on Non-state Conflict Deaths

(1) (2)

t-5 381.773 379.358
(351.126) (359.149)

t-4 274.670 276.544
(217.139) (222.738)

t-3 5.841 10.102
(71.428) (73.732)

t-2 617.402 619.177
(752.577) (753.038)

t-1 238.727 239.434
(150.636) (186.128)

t −105.421 −105.369
(147.691) (167.288)

t-1 −61.433 −61.109
(153.977) (155.955)

t-2 −96.788 −95.803
(151.994) (153.757)

t-3 −75.272 −73.726
(138.629) (141.143)

t-4 −39.327 −37.946
(132.756) (134.913)

t-5 −94.918 −94.192
(170.629) (173.489)

Civilian Death by Rebel 0.003
(0.102)

Rome Statute 7.939
(42.466)

Polity V 1.819
(3.935)

State FE Y Y
Year FE Y Y

State = 28 State = 27
N = 616 N = 572

Note: p-values are two-tailed. ∗p<0.1; ∗∗p<0.05;
∗∗∗p<0.01. Robust standard errors are clustered by
state.
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Part III

Transparency and Citizens’ Collective
Action: The Effect of Freedom of
Information Laws on Protests

Abstract

Do freedom of information (FOI) laws increase or reduce protests? While more
transparency in government should theoretically increase citizens’ satisfaction
and make them less likely to participate in protests, I argue that providing cit-
izens with information about the wrongdoings of lower-tier officials without
giving them ways to punish those officials leads to more protests. Using a
difference-in-difference design and cross-country data, I find that adopting FOI
laws is associated with statistically and substantively significant increases in
the number of protests. More importantly, I found the relationship between
the adoption of FOI law and the number of protests is conditioned by electoral
democracy, a measure of ways to punish government officials. When there are
ways to punish those officials, FOI laws do not lead to more protests.
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3.1 Introduction
In 2005, the Parliament of India passed the right to information (RTI) act, which is a freedom
of information (FOI) law. Under this act, any citizen of India may request information from
any government authority or institution. The RTI act made India one of the countries with
the most functional right to information laws.48 Although it increased the transparency of
the government, some local government officials who were revealed as being corrupt were
not being punished. This led to protests against local officials.49 It seems that RTI was not
functioning and caused more problems. Do FOI laws lead to more or fewer protests? What
conditions affect this?

By 2018, 119 countries had adopted freedom of information laws to give citizens access
to government information. Most of them adopted the law after 1990; the number of coun-
tries with FOI laws peaked at 52 during the 2000s.50 FOI laws are expected to boost open-
ness, improve the government’s image, minimize corruption, and better serve the needs of
the citizens. Governments are expected to become more responsive, effective, and efficient
due to increased transparency (Ackerman and Sandoval-Ballesteros 2006, Cucciniello, Po-
rumbescu and Grimmelikhuijsen 2017, Florini 2000, Hood and Heald 2006, Kosack and
Fung 2014). But scholars have discovered that FOI rules are not as effective as anticipated:
It has been discovered that FOI is linked to higher levels of public sector corruption in devel-
oping nations (Escaleras, Lin and Register 2010). After an FOI law was passed, perceived
corruption increased, and the quality of government decreased (Costa 2013). Government
decision-making, public understanding, participation, and trust in government did not im-
prove as a result of FOI laws (Worthy 2010). More government information is made avail-
able to the public through the FOI process. Providing citizens with information on their
government has been crucial for organizing them in mass actions such as protests (Hollyer,
Rosendorff and Vreeland 2015, Pierskalla and Hollenbach 2013, Rød and Weidmann 2015,
Zheng and Wu 2005). In theory, FOI laws as a form of releasing government informa-
tion should affect protests. However, no studies have looked at the effect of FOI laws on
protests.

In this paper, I study that effect, tying together literature about the effectiveness of FOI
laws and the impact of disclosing government information on protests. I argue that FOI laws
provide citizens with information about the wrongdoings of lower-tier officials without giv-
ing them ways to punish those officials, which leads to more protests. In most settings, the
government may not be able to punish such officials through legal means, and citizens may
not be able to punish the official through elections after the release of requested information
about major wrongdoings. Information about wrongdoing serves as a focal point where cit-
izens can mobilize when they learn that the official is not punished and they have no way
to punish the official. Using difference-in-difference designs and cross-country data, I find
that adopting FOI laws is associated with statistically and substantively significant increases

48https://timesofindia.indiatimes.com/india/rti-rank-india-slips-a-spot-to-no-6/articleshow/66172060.cms
49One example: https://www.tribuneindia.com/news/ludhiana/rti-activist-protests-against-br-branch-over-

%E2%80%98corrupt-practices%E2%80%99-97585
50Table 3.1 later in the reseach design part shows the distribution of adoption of FOI laws over time.
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in the number of protests. More importantly, I found the relationship between the adoption
of FOI law and the number of protest changes by the level of electoral democracy, which is
a measure of whether there are ways to punish government officials. When there are ways
to punish those officials, FOI law does not lead to more protests.

Although government information has theoretically been crucial for mobilizing citizens
in mass actions such as protests, this article is the first to examine the relationship between
FOI laws and protests. This paper took an initial step toward building a theory connecting
FOI laws and protests with corruption and tested it empirically with cross-country data.
More importantly, this paper highlights the significance of the distinction between detecting
corruption and punishing corruption. FOI laws might be helpful in detecting corruption and
useful in identifying corruption. However, if corruption is simply detected and not punished
in the system, citizens would get dissatisfied and act outside the rules. Without more means
of enforcement, freedom of information acts will not be able to reduce corruption.

3.2 FOI Laws, Transparency, and Protests
FOI laws are expected to increase government transparency, reduce corruption, improve
government image, and address citizens’ needs. Moreover, transparency in governments
should theoretically make governments more responsive, effective, and efficient (Acker-
man and Sandoval-Ballesteros 2006, Cucciniello, Porumbescu andGrimmelikhuijsen 2017,
Florini 2000, Hood and Heald 2006, Kosack and Fung 2014). This theoretical expectation
of FOI laws is supported by large-N cross-country studies. Vadlamannati and Cooray (2017)
found FOI laws are associated with increases in the perception of government corruption,
suggesting that they lead to greater reporting and more observed corruption. Vadlaman-
nati and Cooray (2017) also found the effects are amplified with a higher degree of media
freedom, presence of NGOs, and competitiveness in political participation. Islam (2006),
using the existence of an FOI law and the length of its existence, measured transparency
and found that countries with better transparency measured by these indices are associated
with better governance, that is, less corruption. There is also evidence in country-specific
studies supporting the idea that FOI laws lead to better governance. In a state-level large-
N study of the U.S., Cordis and Warren (2014) found switching from a weak to a strong
FOI law doubled the corruption conviction rates of state and local officials, suggesting that
FOI law leads to the detection of more corruption. As the time between switching from
a weak to a strong FOI law increases, conviction rates decline, suggesting an FOI law re-
duces underlying corruption levels in the long term. In two studies about the RTI (right to
information) act in India, Peisakhin and Peisakhin and Pinto (2010) and Peisakhin (2012)
found the use of FOI laws is almost as effective as bribery in securing access to basic public
services, suggesting FOI laws make the government more responsive.

However, some scholars have found FOI laws are not as effective as people expected.
Bac (2001) argues that while a higher level of transparency leads to an increase in the prob-
ability of corruption being detected, it may also lead to an increase in corruption because it
provides outsiders with more information about the identities of key decision-makers within
government to target for bribes. Large-N cross-country studies also found FOI laws might
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not reduce corruption and increase the quality of governance. Escaleras, Lin and Register
(2010) found there is no significant relationship between FOI and corruption except that FOI
has been found to be associated with more public sector corruption in developing countries.
Costa (2013) found that perceived corruption rose, and the quality of governance fell follow-
ing the adoption of an FOI law. In a study that examines the effects of the United Kingdom’s
FOI act, Worthy (2010) used official literature, interviews with officials, an online survey
of FOI requesters, and media analysis and found FOI did not improve decision-making by
the government, public understanding, participation, and trust in government.

An FOI law is a means to provide transparency; that is, more government informa-
tion is publicly available to citizens. Information about the government has been essen-
tial for mobilizing citizens in collective actions such as protests. Hollyer, Rosendorff and
Vreeland (2015) argue that because transparency makes information about underperform-
ing leadership publicly available and widely shareable, it eases protests. The free flow of
information over the Internet promotes collective actions and protests (Lynch 2011, Zheng
andWu 2005). Cell phones as a communication technology aid the flow of information and
the coordination of beliefs that helped facilitate collective actions in Africa (Pierskalla and
Hollenbach 2013).

So far, no studies have looked at the effect of FOI laws on protests, although FOI laws
as a form of releasing government information should have an impact on protests. If FOI
laws are effective at increasing government transparency, reducing corruption, improving
government image, and addressing citizens’ needs, citizens should bemore satisfied and less
likely to protest. However, what would happen if FOI laws are not effective? In this paper, I
study the effect of FOI laws on protests, connecting the literature about the effectiveness of
FOI laws and the impact of releasing government information on protests. In what follows,
I first build a theory that connects FOI laws, corruption, democracy, and protests. Then I
test the implications of my theory empirically with data on protests.

3.3 Theory
My theory has three actors: government leaders, government officials, and citizens. I as-
sume the government leader wants to stay in power. This is a common assumption used in
political science regarding the preference of government leaders (De Mesquita et al. 2005,
1999, 2002, Gandhi and Przeworski 2007). Staying in power makes rent-seeking possible.
I assume that, to stay in power, the government leader wants the government to be more
transparent to detect corruption at lower levels of government and satisfy the citizens. But
the government leader doesn’t want wrongdoings of his or hers known by the citizens. A
government official is a lower-tier government agent who works for the government leader.
The official wants to stay in power, and I also assume the government official wants to seek
rent through illegal channels. Corruption generally exists in most settings, less democratic
or more democratic (Chang and Golden 2007, 2010, Rock 2009). Staying in power enables
them to seek illegal rents, but seeking too much illegal rent endangers their job. Citizens
want the government to be more transparent and accountable at all levels. The citizens are
assumed to want to reveal information about wrongdoings of the government leaders and
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officials and the correction of wrongdoings.
When the government provides platforms for all citizens to request information, citi-

zens will request information, expecting the revealed information leads the government to
correct wrongdoing by its leaders or officials. Theoretically, citizens can punish leaders
or officials through elections when elections are available (De Vries and Solaz 2017, Win-
ters and Weitz-Shapiro 2016). However, when the requested information is related to the
leader, the leader can use strategies to avoid the release of that information. Roberts (2005)
found that, while the Canadian FOI law was intended to constrain executive power, officials
developed administrative routines and technologies to minimize its disruptive potential to
leaders. Given a leader’s power to avoid the release of information in a democratic coun-
try, I assume leaders in less democratic countries also have the power to do so. In most
settings, when the requested information is related to serious wrongdoings of an official,
the government may not be able to punish the official through legal means, and the citi-
zens cannot punish the official through elections because some officials have networks and
resources to avoid punishment and stay in power. Vuković (2020) found because of per-
sonal connections and mutual dependence on a rent-extracting relationship formed between
firms and political elites, politicians can engage in corruption and still win elections. When
the citizens find out that the official is not punished or they have no means to punish the
official, the information about wrongdoing serves as a focal point for citizens to mobilize
collectively (Hollyer, Rosendorff and Vreeland 2015, Tucker 2007). When the government
reveals more information about its wrongdoing, but citizens have little means to punish the
government through the system, they are likely to protest (Hollyer, Rosendorff and Vree-
land 2015, 2019). Only in countries with a very high level of democracy is the government
likely to punish the official through legal means or the citizens are likely to punish the
official through elections.

One puzzle might be why the leaders in authoritarian countries adopt platforms for all
citizens to request information in the first place if they expect there will be more protests.
I argue, first, that because some less powerful lower-tier officials are identified and pun-
ished, it helps the leader to stay in power. Not all lower-tier officials are punished. The
leader selects officials outside his or her power networks to consolidate his or her power
(Carothers 2022, Pei 2018, Zhu and Zhang 2017). Even though some out-of-network lower-
tier officials are punished, officials are less likely to be punished in an authoritarian regime
compared to an electoral democracy. Second, a protest against lower-tier officials is not a
bad thing for the leader. It will make the government more responsive (Chen, Pan and Xu
2016) and therefore help the leader to govern the country. Third, because the protests are
against the government, not the leader, citizens’ attention is moved away from the leader.
The testable hypotheses are:

Hypothesis 1. Adopting freedom of information laws increases the number of protests.

Hypothesis 2. Adopting freedom of information laws in countries without a high level of
democracy increases the number of protests.
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Hypothesis 3. Adopting freedom of information laws in countries with a high democracy
level does not increase the number of protests.

3.4 Research Design
I expected the adoption of FOI laws to lead to more protests. To test the hypothesis, I use
data from the Armed Conflict Location and Event Dataset (ACLED) (Raleigh et al. 2010),
which provides daily violence event count data that include protests. Because FOI laws data
ends in 2018, I trimmedACLED data to 2018. The data show protest events in 151 countries
between 1997 and 2018. To create a balanced sample, I include all 202 countries in the data
set of analysis for years from 1997 to 2018. The unit of analysis is country-year.51 In this
section, I first introduce the main variables, and then I introduce identification strategies.

3.4.1 Dependent Variable
The dependent variable is protests, measured by the number of protests aggregated at the
country-year level.52 A protest is defined as “a public demonstration in which the par-
ticipants do not engage in violence, though violence may be used against them” (Raleigh
et al. 2010). Protests include individuals and groups who peacefully demonstrate against a
political entity, government institution, policy, group, tradition, business, or other private
institutions (Raleigh et al. 2010). As I mentioned, ACLED data record protests as event
data. To measure the number of protests at a country-year level, protest events are aggre-
gated to country-year level, and a country-year with no protests is labeled as 0.

3.4.2 Independent Variables
The independent variable is the adoption of FOI laws. As of 2018, 119 countries had
adopted FOI laws.53 Table 3.1 shows the distribution of the adoption of FOI laws over
time. Most countries adopted such a law after the 1990s. In the 1990s, 20 countries adopted
FOI laws. The number of countries that adopted FOI laws peaked at 52 during the 2000s
and was at 38 from 2010 to 2018. Following the practice of (Banisar 2006), the variable is
coded as 1 on and after the country-year the FOI law was adopted and 0 otherwise. FOI law
adoption coded here is de jure rather than de facto. De jure adoption means that the country
has publicly announced adoption of an FOI law; that is, on paper the law is adopted. It
does not necessarily mean the infrastructure has been built completely, and the law is fully

51Both ACLED and FOI laws data are event data that has exact date. However, V-dem data I use to measure
democracy is at country-year level.

52ACLED data does not have size or other measurements about the magnitude of protests. It does have
fatalities, but fatalities is not a good measurement of protests.

53As far as my knowledge goes, no FOI law has been repealed yet. In 2001, the Paraguayan govern-
ment repealed a controversial new information access law that limited journalists’ access to public records.
However, this law was not a freedom of information law because it contained restrictions. Please see
https://ifex.org/president-repeals-controversial-information-law/ for more details.
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functioning. Thus, de jure adoption is considered the minimal level of FOI law adoption.
Because de jure adoption is used to measure FOI law adoption in the tests, the tests will be
conservative. I use the data from freedominfo.org to code the variable.54

Table 3.1: The Distribution of Adoption of FOI Laws over Time

Years Number of Countries
adopted FOI law

Before1980 3
1980 - 1989 6
1990 - 1999 20
2000 - 2009 52
2010 - 2018 38

To test the effect of FOI laws conditioned on democracy levels (H2 and H3), I use
the electoral democracy index from the V-dem dataset (Coppedge et al. 2021, Lindberg
et al. 2014) to measure the level of democracy. The electoral democracy index partially fits
my theory because it measures to what degree an election is clean and to what degree an
election canmake rulers accountable. In my theory, I argue that only in countries with a very
high level of democracy is the government likely to punish officials through legal means or
are the citizens likely to punish officials through elections. Citizens are more likely to use
elections to punish the official in a country with a high electoral democracy index. The other
part of democracy at work is to punish the official through legal means, which is the rule of
law principle. Since I could not find a good measure of the rule of law and none of the other
four democracy indices (liberal, participatory, deliberative, and egalitarian democracy) in
V-dem is related to the rule of law, I only use the electoral democracy index to measure
the level of democracy.55 The index ranges from 0 to 1, with 1 as the maximum level of
electoral democracy. I interact the electoral democracy index with FOI law to test H2 and
H3. 56

3.4.3 Identification Strategy
Because the dataset contains cross-sectional time-series data covering pre-FOI law adoption
and post-FOI law adoption periods and countries adopted FOI laws in different years, I
use generalized difference-in-differences (DiD) as the identification strategy. Generalized
DiD, also known as the two-way fixed effects model, removes selection biases caused by
time-invariant unobservables and common time trends. Country-fixed effects and year-
fixed effects are included in all specifications. Country-fixed effects control time-invariant
omitted variables that could lead to selection bias. Year-fixed effects capture the influence
of common time-series trends that affect the estimation. This specification is generally used

54See the data at http://www.freedominfo.org/?p=18223
55Electoral democracy index should be highly corrleated with levels of rule of law.
56Descriptive statistics of variables are in the appendix.
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as the regression form of difference-in-differences with treatments inmultiple periods. With
this research design, I am comparing the changes in protests in countries that adopted FOI
before and after FOI adoption to protests in countries that did not adopt before and after FOI
adoption. I use panel linear regression to estimate the results because interaction effects are
easy to calculate and interpret.57 The regression equations are:

Pr otest si ,t =β0 +β1FOI l aw si ,t +δX ′+γi +ηt +εi ,t

Pr otest si ,t =β0 +β1FOI l aw si ,t +β2Elector al democr ac y i ndexi ,t+
β3FOI l awi ,t ∗Elector al democr ac y i ndexi ,t +δX ′+γi +ηt +εi ,t

Pr otest s is the number of protests in country i in year t . FOI l awi ,t is FOI adoption in
country i in year t . Elector al democr ac y i ndexi ,t is the electoral democracy indexin
country i in year t . γi is country-fixed effects and ηt is year-fixed effects. All standard
errors shown in the following results are robust standard errors clustered at country level,
to account for the serial correlation within units. Since FOI laws are not randomly assigned
to countries, I include controls in some specifications. X ′ are control variables that could
be correlated with both FOI adoption and protests: different types of democracy indices
and GDP per capita. To see the heterogeneous effects of FOI adoption conditioned on the
democracy level, I interact FOI l awi ,t with Elector al democr ac y i ndexi ,t .

3.4.4 Controls for Treatment Assignment Process
Difference-in-difference designs rely on the parallel-trends assumption, which is that the
difference between the treatment and control group in pre-treatment outcomes is the same
over time. If the treatment is randomly assigned to the treatment and control group, the
parallel-trends assumption is met. However, the adoption of FOI law is not random, and
there are selection biases caused by confounders. What might be the factors that deter-
mine the treatment assignment process of the adoption of FOI laws and also correlates with
protests? I argue there are two factors: democracy and economic development. In the fol-
lowing, I discuss why these two factors matter and how I use them as controls in the models
to eliminate selection biases. Also, later in the paper, I conduct placebo tests to formally
test the parallel-trends assumption.

The first reason some countries adopt FOI laws is they aremore democratic. Democratic
countries are more likely to have FOI laws because an FOI law is an organic part of democ-
racy. Having an FOI law matches a lot of democratic values and processes. Politicians in
democratic countries support FOI laws because their symbolic value makes it difficult to
oppose them (Worthy 2017). In a democracy that emphasizes accountability, protection of
people’s rights, participation by citizens in political processes, public reasoning of policy,
and equal rights, recourses, and political power (Coppedge et al. 2021, Lindberg et al. 2014),

57I use Logged dependent variable, Negative Binominal, Poisson, and Quasi-Poisson models as robustness
checks. Please see the appendix for results
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FOI can help meet these goals by sharing information and curbing the government’s behav-
ior. Democracy is also associated with fewer protests because citizens’ needs are generally
met in democracies. Therefore, in some specifications and as robustness checks, I control
five democracy indices (electoral, liberal, participatory, deliberative, and egalitarian) from
V-dem data (Coppedge et al. 2021, Lindberg et al. 2014).

The second reason some countries adopt FOI laws is they are more developed econom-
ically. The level of economic development is highly correlated with the level of democ-
racy and is thus correlated with the adoption of FOI laws. Economically developed coun-
tries have fewer protests because citizens are more economically satisfied with the govern-
ment.58 To control for economic development, in some specifications and as robustness
checks, I include GDP per capita as newly estimated by Fariss et al. (2022).

3.5 Results
Table 3.2 shows the results of the effect of adopting FOI laws on the number of protests.
The adoption of FOI laws increases the number of protests, supporting the main hypothesis.
Column (1) shows the adoption of FOI law increases 93.863 protests on average, and the
estimate is statistically significant at 0.01 level. Column (2) shows the result is robust to the
inclusion of electoral, liberal, participatory, deliberative, and egalitarian democracy indices
from V-dem. After controlling for the five democracy indices, the adoption of FOI laws
increases 101.308 protests on average, and the estimate is still statistically significant at
0.01 level. Surprisingly, none of the democracy indices has statistically significant effects
on the number of protests, suggesting there is no correlation between protests and electoral
democracy.59 Column (3) shows the result is robust to the inclusion of the five democracy
indices from V-dem and GDP per capita. After controlling for the five democracy indices,
the adoption of FOI law increases 100.455 protests on average, and the estimate is still
statistically significant at 0.01 level. GDP per capita also has no statistically significant
effects on the number of protests, suggesting there is no correlation between protests and
economic development. Overall, I found support that the adoption of FOI law increase
protests. The adoption of FOI law is associated with 100 more protests per country-year.

58Related to economic development, McClean (2010) argues that in coordinated market economies, trade
associations negotiates with the government so they have privileged access to information about the govern-
ment. FOI law provide public access to official files, thus threatens the privileged access of trade associations.
So more highly coordinated country’s economy, the less likely the country will have FOI law. While coordi-
nated economy is related to protests because associations could better solve the collective action problem, I
could not find cross-country data that measures coordinated economy.

59I conducted regressions to investigate the correlation between electoral democracy and FOI law and the
correlation between electoral democracy and protests. The results shows electoral democracy is positively
associated with FOI law, as expected. However, electoral democracy is not associated with protests. Please
see the appendix for full results.
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Table 3.2: Main Results

(1) (2) (3)

FOI law 93.863∗∗∗ 101.308∗∗ 100.455∗∗
(35.807) (41.995) (42.200)

Electoral democracy index 981.425 991.449
(677.931) (665.095)

Liberal democracy index 1,762.453 1,885.230
(1,158.990) (1,267.334)

Participatory democracy index −846.662 −825.489
(796.763) (796.948)

Deliberative democracy index −835.190 −867.082
(743.977) (759.966)

Egalitarian democracy index −2,309.957 −2,503.586
(1,493.813) (1,615.424)

GDP per capita 0.001
(0.001)

State FE Y Y Y
Year FE Y Y Y
State 202 173 161
N 4444 3780 3535

* Note: P-values are two-tailed. Robust standard errors are clustered by
country. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.

3.5.1 Placebo Test
In this section, I conduct an additional test to examine the parallel-trends assumption on
which difference-in-difference estimation depends: whether the treatment group, which in-
cludes countries that adopted FOI laws, and the control group, which includes countries
that adopted FOI laws, have similar trends in protests before the adoption of FOI laws. To
investigate the extent to which the data meet the parallel-trends assumption, I include hypo-
thetical leads to the previous models in the placebo test, i.e., hypothetical FOI law adoption
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in each of the five years before the actual year of FOI law adoption. Including hypothetical
leads allow me to test the parallel-trends assumption formally. If the treatment group and
the control group had similar trends in incidents before the FOI laws were adopted, the hy-
pothetical adoption before the actual adoption would have no effect on protests. I include15
lags to test whether the effect of the FOI law adoption lasts.60

Figure 3.1 shows a graph of the placebo test for protests. The graph plots the coefficients
of FOI law adoption(t = 0) and its leads and lags. Black dots represent point estimates. The
bars are 95 percent confidence intervals. The bold lines are 90 percent confidence intervals.
As Figure 3.4 shows, the effects of the hypothetical adoption of FOI laws on protests are
not significant in years before the new states’ creation, with the point estimates as small
negative numbers below 0. This suggests that the protest trends in the treatment group and
the control group were not statistically different from one another before the actual adoption
of FOI laws.61

Starting one year after the adoption of an FOI law (t = 1), the point estimates show
FOI laws start to increase protests. However, the effects are not statistically significant
until 8 years after the adoption (t = 8). At 9 years after the adoption of an FOI law, the
point estimates show that such adoption increases protests by a lot, and the effects reach
statistical significance at 14 and 15 years after the adoption. Given that including many
lags and leads causes a multi-collinearity problem; that is, the increase of uncertainties, the
results suggest that creating an FOI law increases protests in both the short and long term.

60I chose 5 leads because 19 countries that adopted FOI laws on or before 1997, which means they don’t
have any pre-treatment period in data. There are 20 countries adopted FOI laws between 1997 and 2002 with
equal or less than 5 pre-treatment period in data.

61Table of full results is included in the appendix.
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Figure 3.1: Changes in Protests Before and After FOI law
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3.5.2 Sensitivity Test
Onemight think the long-term effects shown in the placebo tests are too good to be true, and
the results showing that adopting FOI laws increases protests might be driven by some par-
ticular country. I conducted a sensitivity test to show the results are robust to the exclusion
of any one country. In the sensitivity test, I deleted one of the 119 countries that adopted
FOI laws at a time and re-ran the main model. In total, I conducted 119 main models, with
each model excluding one of the 119 countries that adopted FOI laws. The results show
that the deletion of any one of the 119 countries that adopted FOI laws does not change the
results much.

Table 3.3 shows five selected sensitivity test results that are most different from the
main effect in terms of magnitude. As we can see from the table, the deletion of India
from the data set reduces the effect from 93.863 to 64.554. India’s RTI Act was utilized
by the citizens a lot to reveal government information and led to more protests regarding
government officials’ wrongdoing. But the result is still substantively large and statistically
significant, suggesting India does not solely drive the results. The same applies to Paraguay.
Deleting Belgium, Nigeria, or Tunisia did not change the effect much, suggesting that no
one particular country is driving the result.62

62Full sensitivity results of 116 tests are included in the appendix.
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Table 3.3: Selected Sensitivity Test Results

FOI Law Adoption Year Country Deleted Estimate Std. Error T value P value
2010 India 64.554 21.158 3.051 0.002
2014 Paraguay 75.566 31.184 2.423 0.015
1994 Belgium 90.591 36.178 2.504 0.012
2011 Nigeria 90.716 36.151 2.509 0.012
2011 Tunisia 91.039 36.177 2.516 0.012

3.5.3 Generalized Synthetic Control
Potential unobserved time-varying confounders are one of the main concerns with DiD de-
sign. To address this concern, Generalized synthetic control(GSC) is utilized as a robustness
check here. SC models unosberved time-varying confounders(factors) with an interactive
fixed effects (IFE) model and it uses a cross validation scheme that automatically selects
the number of factors of the IFE model (Xu 2017). Additionally, it breaks down the treat-
ment effect over time so that I can compare the findings with the placebo test. In a linear
factor model, GSC assumes the outcome is explained by the treatment effect, time variant
variables and their effects, unobserved common factors (time-varying confounders) times
factor loadings (unit-specific intercepts), and stochastic error. It is worth to note that in all
specifications, I force the model to include two way fixed effects, which are special cases
of unobserved common factors times factor loadings. Since no covariates were included,
the model has the function form shown below:

Pr otest si ,t = δFOI l aw si ,t +λ′
i ft +εi ,t

To put it simply, the model first estimates an interactive fixed effects model, obtaining
estimates of ft - a fixed number of latent factors, using only the control group data. These
can be obtained using only information from control units because ft is only time-variant.
After ft is estimated, then factor loading λ′

i can be calculated for the treated units by mini-
mizing the mean squared error of the predicted treated outcome in the pre-treatment periods.
Because λ′

i is only unit-specific, we got factor loading for the treatment unit. Then, treated
counterfactual can be computed based on the estimated factors ft and factor loading λ′

i ft .

ˆPr otest si ,t (0) = λ̂′
i f̂ t

As a final step, δ can be estimated by taking the difference between observedPr otest si t (1)
and estimated ˆPr otest si ,t (0). In sum, we can get the effect of FOI laws on protests using
observations of controlled units and the pre-treatment treated unit in the panel data.

Figure 3.2 shows the results of GSC models. One limitation of GSC is that it requires a
certain number of pre-treatment periods to estimate the number of factors. Because not all
treated units in the data have pre-treatment units, to use GSC, I have to drop some treated
observations. In the first specification, I limit the minimum number of pre-treatment pe-
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riods to be 7.63 The model can select the number of factors from 0 to 5 and it selected 0,
indicating the inclusion of two way fixed effects is enough. Subfigure (a) shows the results.
In pre-treatment periods, the effect of FOI laws on protest is around 0 with no statistical
significance, showing that the model did a good job creating the synthetic control unit. 8
years after the treatment, FOI laws started to increase the number of protests with the num-
ber peaked at year fourteen. The results suggest that FOI laws increase protests in the long
term, similar to what the placebo test suggests. In the second and third specifications, the
minimum number of pre-treatment periods is 5 and 3, respectively. The models can select
the number of factors from 0 to 3 and 0 to 1, respectively, and both of them selected 0. Sub-
figure (b) shows the results of the second specification and Subfigure (c) shows the results
of the third specification. Both of them show similar trends as the first specification, with
small magnitudes in the effects. The results suggest that FOI laws increase protest in the
long term.

63The details of dropped treated units can be found in the appendix.
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Figure 3.2: GSC Results

(a) Minimum value of pre-treatment periods: 7;
The number of factors: 0 selected from 0 to 5
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(b) Minimum value of pre-treatment periods: 5;
The number of factors: 0 selected from 0 to 3
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(c) Minimum value of pre-treatment periods: 3;
The number of factors: 0 selected from 0 to 1
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3.5.4 Conditional Effects
Table 3.4 shows the effect of adopting FOI laws on the number of protests conditioned on the
electoral democracy index. The adoption of FOI law increases the number of protests when
the electoral democracy index is low, and it does not increase the number of protests when
the electoral democracy index is high, supporting H2 and H3. Column (1) shows the adop-
tion of FOI law increases 231.712 protests on average when the electoral democracy index
is 0, and the estimate is statistically significant at 0.01 level. When the electoral democracy
index is 1, the point estimate is 2.69 (231.712 - 229.022), almost no effect. Column (2)
shows the result is robust to the inclusion of electoral, liberal, participatory, deliberative,
and egalitarian democracy indices from V-dem. When the electoral democracy index is 0,
the adoption of FOI law increases 200.421 protests. When the electoral democracy index
is 1, the point estimate is the adoption of FOI law increases 22.093 protests. Column (3)
shows the result is robust to the inclusion of the five democracy indices from V-dem and
GDP per capita. When the electoral democracy index is 0, the adoption of FOI law in-
creases 205.738 protests. When the electoral democracy index is 1, the point estimate is the
adoption of FOI law increases 15.115 protests.
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Table 3.4: The Effect of FOI Law Conditioned on Electoral Democracy Index Results

(1) (2) (3)

FOI law 231.712∗∗ 200.421∗∗∗ 205.738∗∗∗
(93.166) (73.909) (75.217)

Electoral democracy index −131.276 928.862 950.367
(284.870) (664.907) (654.464)

Liberal democracy index 1,800.360 1,921.296
(1,164.378) (1,271.934)

Participatory democracy index −832.092 −807.614
(794.511) (793.647)

Deliberative democracy index −843.822 −880.010
(742.549) (758.815)

Egalitarian democracy index −2,197.435 −2,389.451
(1,471.020) (1,590.990)

GDP per capita 0.001
(0.001)

FOI law:Electoral democracy index −229.022∗∗ −178.328∗∗ −190.623∗∗
(93.512) (70.624) (74.116)

State FE Y Y Y
Year FE Y Y Y
State 202 173 161
N 4444 3780 3535

* Note: P-values are two-tailed. Robust standard errors are clustered by country. ∗p<0.1;
∗∗p<0.05; ∗∗∗p<0.01.

Because the electoral democracy index is a continuous variable and it is hard to see how
the standard error varies when the value of the electoral democracy index changes, to better
interpret the interaction effect, I plot the effect of FOI law adoption on the number of protests
conditioned on the electoral democracy index.64 Figure 3.3 shows the conditional effect

64I also explored conditional effect of GDP per capita. Please see the appendix for the graph.
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with a 95% confidence interval. The plot shows that when the electoral democracy index
is low or medium, FOI law adoption increases the number of protests. When the electoral
democracy index is high, FOI law adoption does not increase the number of protests. When
the electoral democracy index is below 0.78, the point estimate is positive and statistically
different from 0. When the electoral democracy index is above 0.78, FOI law adoption no
longer has a statistically significant effect on protest. One caveat here is that the CI is large.
The number of protests when the electoral democracy index is 0 might not be statistically
different from the number of protests when the electoral democracy index is 1, making the
results less conclusive. The large CI at the lower end of the electoral democracy index
is partially driven by a smaller number of observations around 0. Looking at the lower
bound of the CI, although CI is large, the lower bound still shows the effect decreases as
the electoral democracy index increases, suggesting a conditional effect. Overall, the graph
provides some support for H2 and H3.
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Figure 3.3: The Effect of FOI Law Adoption Conditioned on Election Democracy Index
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3.6 Conclusion
This paper found that adopting FOI law increases the number of protests rather than reduc-
ing them. The results are counter-intuitive because, conventionally, we think more trans-
parency of the government makes citizens happier. It happens because in most settings,
when the requested information is related to serious wrongdoings of an official, the gov-
ernment may not be able to punish the official through legal means, and the citizens cannot
punish the official through elections. When the citizens find out that the official has not been
punished and they have no means to punish the official, the information about wrongdoing
serves as a focal point for citizens to mobilize collectively. Using a difference-in-difference
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design, I find that adopting FOI law is associated with statistically and substantively sig-
nificant increases in the number of protests using cross-country data. More importantly, I
found the relationship between the adoption of an FOI law and the number of protests is
conditioned by electoral democracy. When there are ways to punish those officials, FOI
laws do not lead to more protests.

The paper makes two contributions to the literature about the flow of government in-
formation, corruption, and protests. First, it is the first paper that examines the relationship
between FOI law and protests. Although information about the government has theoreti-
cally been essential for mobilizing citizens in collective actions such as protests, no studies
focused on FOI law and protests. This paper took an initial step to build a theory about
FOI law and protest and tested it empirically. Second, this paper highlights the importance
of the difference between the detection and punishment of corruption. FOI law might be
helpful in detecting corruption, but when there is only detection of corruption without pun-
ishment for it in the system, citizens will not be satisfied and will do something outside the
system. FOI law cannot work independently without other means of enforcement to curb
corruption.

Building on this paper, there are three directions future research might consider working
on. First, it might be worth testing the causal chain mentioned in the theoretical framework.
Although the data might be hard to collect, one might test the effect of FOI laws on not only
the detection of corruption but also the punishment of corruption and then test the effect of
punishment for corruption on protests to fully test the theory. Second, measuring the de
jure and de facto power of FOI by country and over time might be worthwhile. In this
paper, FOI is coded as a binary variable that has only two values, existing or not. There
were efforts to better measure FOI. For example, Banisar (2006) did a global survey of
access to government information laws. Lidberg (2009) created a freedom of information
index for five countries and suggested that the FOI Index should be expanded to all coun-
tries that adopted FOI laws. So far, no study or data sources have done that. One might
continue on this path and create an index that covers all countries that adopted FOI laws
over time. With this data available, more scholars can use this to help us better understand
FOI laws, their causes, and their consequences. Last but not least, scholars might study
other conditionalities. Theoretically, the effect of FOI laws on protests is also changed by
other socioeconomic conditions, such as the condition of free media, economics, or civil
society. Studies of conditionality will help us better understand under what conditions FOI
laws work better.
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3.7 Appendix

Table 3.5: Descriptive Statistics

Statistic N Mean St. Dev. Min Pctl(25) Median Pctl(75) Max

Number of Protests 4,444 29.799 337.557 0 0 0 0 12,275
FOI law 4,444 0.354 0.478 0 0 0 1 1
Electoral democracy index 3,791 0.522 0.265 0.016 0.282 0.521 0.773 0.926
Liberal democracy index 3,783 0.409 0.271 0.005 0.154 0.376 0.657 0.896
Participatory democracy index 3,786 0.337 0.207 0.009 0.150 0.319 0.502 0.805
Deliberative democracy index 3,791 0.416 0.259 0.007 0.195 0.375 0.648 0.889
Egalitarian democracy index 3,791 0.399 0.244 0.029 0.193 0.331 0.614 0.880
GDP per capita 3,791 14.788 16.287 0.429 2.954 8.533 21.456 100.865
Log of Number of Protests 4,444 0.620 1.428 0.000 0.000 0.000 0.000 9.415

Table 3.6: The effect of Electoral Democracy Index on Protests

Dependent variable: Protests

Electoral democracy index −149.830
(317.349)

State FE Y
Year FE Y
State 202
N 4444

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 3.7: The effect of Electoral Democracy Index on FOI law

Dependent variable: FOI law

Electoral democracy index 0.572∗∗∗
(0.221)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table 3.8: The effect of FOI Law Conditioned on Electoral Democracy Index Results:
Logged DV

(1) (2) (3)

FOI law 0.909∗∗∗ 106.057∗∗ 100.000∗∗
(0.143) (44.955) (42.239)

Electoral democracy index 1,137.002 1,131.156
(768.413) (766.443)

Liberal democracy index 1,600.157 1,612.773
(1,115.260) (1,120.519)

Participatory democracy index −685.610 −697.179
(712.832) (718.482)

Deliberative democracy index −841.052 −840.910
(787.116) (786.873)

Egalitarian democracy index −2,540.014 −2,538.949
(1,662.382) (1,663.180)

GDP per capita 1.768
(1.344)

State FE Y Y Y
Year FE Y Y Y
State 202 173 161
N 4444 3780 3535

* Note: P-values are two-tailed. Robust standard errors are clustered by
country. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
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Table 3.9: The effect of FOI Law Conditioned on Electoral Democracy Index Results:
Negative Binomial

(1) (2) (3)

FOI law 0.632∗∗ 42.487∗ 0.462
(0.295) (23.376) (0.366)

Electoral democracy index 951.687 16.441∗∗∗
(748.927) (6.097)

Liberal democracy index 1,593.868 9.630
(1,139.596) (6.902)

Participatory democracy index −874.876 −8.150
(807.157) (5.458)

Deliberative democracy index −654.092 −4.311
(746.199) (4.600)

Egalitarian democracy index −2,373.985 −28.857∗∗∗
(1,687.357) (8.948)

GDP per capita 0.275∗∗
(0.125)

State FE Y Y Y
Year FE Y Y Y
State 202 173 161
N 4444 3780 3535

* Note: P-values are two-tailed. Robust standard errors are clustered by
country. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
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Table 3.10: The effect of FOI Law Conditioned on Electoral Democracy Index Results:
Poisson and Quasi-Poisson

(1) (2) (3)

FOI law 0.078 0.570 0.462
(0.410) (0.387) (0.366)

Electoral democracy index 16.372∗∗∗ 16.441∗∗∗
(6.007) (6.097)

Liberal democracy index 8.179 9.630
(6.460) (6.902)

Participatory democracy index −8.080 −8.150
(5.452) (5.458)

Deliberative democracy index −4.964 −4.311
(4.752) (4.600)

Egalitarian democracy index −26.632∗∗∗ −28.857∗∗∗
(8.794) (8.948)

GDP per capita 0.275∗∗
(0.125)

Constant −0.464 0.040 0.278
(0.442) (0.872) (0.921)

State FE Y Y Y
Year FE Y Y Y
State 202 173 161
N 4444 3780 3535

* Note: P-values are two-tailed. Robust standard errors are clustered by
country. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
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Table 3.11: Placebo Test Results

Dependent variable:

(1) (2)

t5- −32.051 −25.011
(25.126) (25.126)

t-4 −28.186 −17.861
(24.314) (24.314)

t-3 −19.710 −4.678
(21.984) (21.984)

t-2 −14.917 0.118
(19.498) (19.498)

t-1 −9.036 4.992
(19.336) (19.336)

t −1.326 15.986
(19.518) (19.518)

t+1 1.613 16.578
(19.906) (19.906)

t+2 5.392 16.302
(20.824) (20.824)

t+3 9.458 21.359
(22.332) (22.332)

t+4 7.869 24.360
(22.658) (22.658)

t+5 12.517 29.300
(24.022) (24.022)

t+6 12.576 23.755
(24.985) (24.985)

t+7 32.116 35.520
(30.653) (30.653)

t+8 84.537∗∗ 96.598∗∗
(38.425) (38.425)

t+9 94.064∗∗ 106.815∗∗
(44.426) (44.426)

t+10 84.882 96.993∗
(52.449) (52.449)

t+11 253.277 264.261
(180.503) (180.503)

t+12 253.899 261.470
(203.315) (203.315)

t+13 385.886 388.493
(264.998) (264.998)

t+14 121.833∗∗ 120.306∗∗
(60.815) (60.815)

t+15 175.833∗∗ 171.826∗∗
(80.095) (80.095)

State FE Y Y
Year FE Y Y
State 202 161
6 Controls N Y
N 4444 3535

* Note: P-values are two-tailed. ∗p<0.1;
∗∗p<0.05; ∗∗∗p<0.01.
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Figure 3.4: Changes in Protests Before and After FOI law with Controls
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Table 3.12: Sensitivity Test Results Part 1

FOI Law Adoption Year Country Deleted Estimate Std. Error T value P value
2010 IDN 64.554 21.158 3.051 0.002
2014 PRY 75.566 31.184 2.423 0.015
1994 BEL 90.591 36.178 2.504 0.012
2011 NGA 90.716 36.151 2.509 0.012
2011 TUN 91.039 36.177 2.516 0.012
2014 PLW 92.147 36.281 2.540 0.011
2018 LUX 92.180 36.012 2.560 0.011
2003 TUR 92.721 36.199 2.561 0.010
2005 IND 92.759 36.291 2.556 0.011
2006 MKD 92.946 36.274 2.562 0.010
2001 POL 92.965 36.039 2.580 0.010
2000 EST 93.167 36.318 2.565 0.010
2012 YEM 93.685 36.254 2.584 0.010
2016 KEN 93.809 36.048 2.602 0.009
1998 LVA 93.842 35.976 2.608 0.009
1766 SWE 93.863 35.807 2.621 0.009
1966 USA 93.863 35.807 2.621 0.009
1978 FRA 93.863 35.807 2.621 0.009
1982 AUS 93.863 35.807 2.621 0.009
1982 NZL 93.863 35.807 2.621 0.009
1985 COL 93.863 35.807 2.621 0.009
1987 AUT 93.863 35.807 2.621 0.009
1987 DNK 93.863 35.807 2.621 0.009
1991 NLD 93.863 35.807 2.621 0.009
1994 BLZ 93.863 35.807 2.621 0.009
1996 KOR 93.863 35.807 2.621 0.009
1997 IRL 93.863 35.807 2.621 0.009
1998 ISR 93.863 35.807 2.621 0.009
1999 CZE 93.863 35.807 2.621 0.009
1999 FIN 93.863 35.807 2.621 0.009
1999 GRC 93.863 35.807 2.621 0.009
1999 LIE 93.863 35.807 2.621 0.009
1999 TTO 93.863 35.807 2.621 0.009
2000 BIH 93.863 35.807 2.621 0.009
2000 BGR 93.863 35.807 2.621 0.009
2000 SVK 93.863 35.807 2.621 0.009
2000 ZAF 93.863 35.807 2.621 0.009
2000 GBR 93.863 35.807 2.621 0.009
2002 AGO 93.863 35.807 2.621 0.009
2002 PAK 93.863 35.807 2.621 0.009
2002 PAN 93.863 35.807 2.621 0.009
2002 TJK 93.863 35.807 2.621 0.009
2002 ZWE 93.863 35.807 2.621 0.009
2003 ARM 93.863 35.807 2.621 0.009
2003 XKX 93.863 35.807 2.621 0.009
2003 SRB 93.863 35.807 2.621 0.009
2004 DOM 93.863 35.807 2.621 0.009
2004 CHE 93.863 35.807 2.621 0.009
2005 DEU 93.863 35.807 2.621 0.009
2005 MNE 93.863 35.807 2.621 0.009
2005 TWN 93.863 35.807 2.621 0.009
2007 CHN 93.863 35.807 2.621 0.009
2007 KGZ 93.863 35.807 2.621 0.009
2007 NPL 93.863 35.807 2.621 0.009
2007 NIC 93.863 35.807 2.621 0.009
2008 BGD 93.863 35.807 2.621 0.009
2008 CHL 93.863 35.807 2.621 0.009
2008 GTM 93.863 35.807 2.621 0.009
2009 COK 93.863 35.807 2.621 0.009
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Table 3.13: Sensitivity Test Results Part 2

FOI Law Adoption Year Country Deleted Estimate Std. Error T value P value
2009 IRN 93.863 35.807 2.621 0.009
2011 BRA 93.863 35.807 2.621 0.009
2011 SLV 93.863 35.807 2.621 0.009
2011 HUN 93.863 35.807 2.621 0.009
2011 MLT 93.863 35.807 2.621 0.009
2011 MNG 93.863 35.807 2.621 0.009
2013 RWA 93.863 35.807 2.621 0.009
2013 CIV 93.863 35.807 2.621 0.009
2014 MOZ 93.863 35.807 2.621 0.009
2015 BFA 93.863 35.807 2.621 0.009
2015 SDN 93.863 35.807 2.621 0.009
2016 TGO 93.863 35.807 2.621 0.009
2016 VNM 93.863 35.807 2.621 0.009
2016 MWI 93.863 35.807 2.621 0.009
2017 LBN 93.863 35.807 2.621 0.009
2018 CYP 93.863 35.807 2.621 0.009
2003 HRV 93.875 35.895 2.615 0.009
1990 ITA 94.051 35.895 2.620 0.009
2014 MDV 94.096 35.894 2.621 0.009
2014 AFG 94.114 36.167 2.602 0.009
1996 LTU 94.307 35.972 2.622 0.009
2015 KAZ 94.307 35.972 2.622 0.009
2008 URY 94.307 36.045 2.616 0.009
2016 VUT 94.400 36.043 2.619 0.009
2005 UGA 94.496 36.042 2.622 0.009
1997 UZB 94.497 36.042 2.622 0.009
1999 GEO 94.497 36.042 2.622 0.009
2013 ESP 94.497 36.042 2.622 0.009
2007 JOR 94.599 36.104 2.620 0.009
2011 UKR 94.651 36.275 2.609 0.009
2005 AZE 94.684 36.205 2.615 0.009
2003 SVN 94.794 36.202 2.618 0.009
1997 THA 94.806 36.154 2.622 0.009
2002 JAM 94.811 36.154 2.622 0.009
2002 MEX 94.811 36.154 2.622 0.009
2003 PER 94.811 36.154 2.622 0.009
2007 PRT 94.811 36.154 2.622 0.009
2009 RUS 94.811 36.154 2.622 0.009
2006 HND 94.818 36.201 2.619 0.009
2013 SLE 94.840 36.201 2.620 0.009
2016 LKA 94.846 36.200 2.620 0.009
1999 ALB 94.869 36.153 2.624 0.009
2003 VCT 94.887 36.199 2.621 0.009
2010 LBR 94.891 36.290 2.615 0.009
2013 SSD 94.935 36.198 2.623 0.009
2016 PHL 94.935 36.198 2.623 0.009
2016 TZA 94.935 36.198 2.623 0.009
2008 ETH 94.935 36.198 2.623 0.009
2013 GUY 94.935 36.198 2.623 0.009
1999 JPN 95.024 36.298 2.618 0.009
1983 CAN 95.037 36.233 2.623 0.009
2004 ATG 95.037 36.233 2.623 0.009
2004 ARG 95.037 36.233 2.623 0.009
2004 ECU 95.037 36.233 2.623 0.009
2011 NER 95.049 36.263 2.621 0.009
2000 MDA 95.089 36.283 2.621 0.009
1996 ISL 95.116 36.261 2.623 0.009
2001 ROU 95.207 36.292 2.623 0.009
2006 NOR 95.207 36.292 2.623 0.009
2010 GIN 95.218 36.296 2.623 0.009
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Table 3.14: List of Dropped Treated Countries in GSC Specifications

Spefication Total Number List

1 51

AGO ALB ARM AUS AUT BEL BGR BIH BLZ CAN
COL CZE DNK EST FIN FRA GBR GEO GRC HRV
IRL ISL ISR ITA JAM JPN KOR LIE LTU LVA MDA
MEX NLD NZL PAK PAN PER POL ROU SRB SVK
SVN SWE THA TJK TTO TUR USA UZB VCT ZAF ZWE

2 38

ALB AUS AUT BEL BGR BIH BLZ CAN COL CZE
DNK EST FIN FRA GBR GEO GRC IRL ISL ISR
ITA JPN KOR LIE LTU LVA MDA NLD NZL POL
ROU SVK SWE THA TTO USA UZB ZAF

3 29
ALB AUS AUT BEL BLZ CAN COL CZE DNK FIN
FRA GEO GRC IRL ISL ISR ITA JPN KOR LIE
LTU LVA NLD NZL SWE THA TTO USA UZB
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Table 3.15: Main Results National

(1) (2) (3)

FOI law 56.075∗∗∗ 60.439∗∗∗ 60.874∗∗∗
(19.654) (23.425) (23.555)

Electoral democracy index 577.402 583.529∗
(363.103) (353.140)

Liberal democracy index 860.930 929.277
(620.152) (678.489)

Participatory democracy index −402.626 −390.245
(441.090) (441.698)

Deliberative democracy index −464.335 −482.100
(407.278) (416.621)

Egalitarian democracy index −1,229.740 −1,334.069
(777.788) (841.557)

GDP per capita 0.0003
(0.0003)

State FE Y Y Y
Year FE Y Y Y
State 202 173 161
N 4444 3780 3535

* Note: P-values are two-tailed. Robust standard errors are clustered by
district. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
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Table 3.16: The Effect of FOI Law conditioned on Election Index Results National

(1) (2) (3)

FOI law 130.707∗∗ 113.407∗∗∗ 117.371∗∗∗
(52.348) (42.815) (43.610)

Electoral democracy index −70.834 549.312 561.484
(154.089) (356.091) (347.420)

Liberal democracy index 881.188 948.631
(622.982) (680.934)

Participatory democracy index −394.840 −380.653
(439.791) (439.788)

Deliberative democracy index −468.948 −489.038
(406.372) (415.815)

Egalitarian democracy index −1,169.607 −1,272.822
(765.067) (828.032)

GDP per capita 0.0004
(0.0003)

FOI law:Electoral democracy index −123.393∗∗ −95.300∗∗ −102.293∗∗
(54.395) (43.059) (44.929)

State FE Y Y Y
Year FE Y Y Y
State 202 173 161
N 4444 3780 3535

* Note: P-values are two-tailed. Robust standard errors are clustered by district. ∗p<0.1;
∗∗p<0.05; ∗∗∗p<0.01.
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Table 3.17: Main Results Non-national

(1) (2) (3)

FOI law 37.789∗∗ 40.868∗∗ 39.581∗∗
(16.804) (19.182) (19.374)

Electoral democracy index 404.023 407.920
(322.764) (324.749)

Liberal democracy index 901.523 955.953
(549.678) (601.043)

Participatory democracy index −444.035 −435.244
(364.017) (364.066)

Deliberative democracy index −370.856 −384.982
(343.178) (350.143)

Egalitarian democracy index −1,080.216 −1,169.516
(719.622) (777.566)

GDP per capita 0.001
(0.001)

State FE Y Y Y
Year FE Y Y Y
State 202 173 161
N 4444 3780 3535

* Note: P-values are two-tailed. Robust standard errors are clustered by
district. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
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Table 3.18: The Effect of FOI Law conditioned on Election Index Results Non-National

(1) (2) (3)

FOI law 101.005∗∗ 87.014∗∗ 88.367∗∗
(43.050) (33.784) (34.455)

Electoral democracy index −60.442 379.550 388.884
(132.670) (316.867) (320.047)

Liberal democracy index 919.172∗ 972.665
(552.121) (603.133)

Participatory democracy index −437.252 −426.961
(363.074) (362.692)

Deliberative democracy index −374.874 −390.973
(342.701) (349.861)

Egalitarian democracy index −1,027.827 −1,116.629
(709.857) (766.948)

GDP per capita 0.001
(0.001)

FOI law:Electoral democracy index −105.629∗∗ −83.027∗∗∗ −88.330∗∗∗
(42.819) (32.209) (33.879)

State FE Y Y Y
Year FE Y Y Y
State 202 173 161
N 4444 3780 3535

* Note: P-values are two-tailed. Robust standard errors are clustered by district. ∗p<0.1;
∗∗p<0.05; ∗∗∗p<0.01.
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Figure 3.5: The effect of FOI Law conditioned on GDP per capita
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