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THE BRAIN’S CONCEPTS:
THE ROLE OF THE SENSORY-MOTOR SYSTEM 

IN CONCEPTUAL KNOWLEDGE

Vittorio Gallese
Università di Parma, Italy

George Lakoff
University of California, Berkeley, USA

Concepts are the elementary units of reason and linguistic meaning. They are conventional and
relatively stable. As such, they must somehow be the result of neural activity in the brain. The
questions are: Where? and How? A common philosophical position is that all concepts—even con-
cepts about action and perception—are symbolic and abstract, and therefore must be implemented
outside the brain’s sensory-motor system. We will argue against this position using (1) neuroscientific
evidence; (2) results from neural computation; and (3) results about the nature of concepts from cog-
nitive linguistics. We will propose that the sensory-motor system has the right kind of structure to
characterise both sensory-motor and more abstract concepts. Central to this picture are the neural
theory of language and the theory of cogs, according to which, brain structures in the sensory-motor
regions are exploited to characterise the so-called “abstract” concepts that constitute the meanings of
grammatical constructions and general inference patterns.
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INTRODUCTION

Concepts are the elementary units of reason and
linguistic meaning. They are conventional and rel-
atively stable. As such, they must somehow be the
result of neural activity in the brain. The questions
are: Where? and How?

First-generation cognitive science was strongly
influenced by the analytic tradition of philosophy
of language, from which it inherited the propen-
sity to analyse concepts on the basis of formal
abstract models, totally unrelated to the life of the
body, and of the brain regions governing the
body’s functioning in the world.
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Concepts, from this perspective, were con-
ceived of as abstract, amodal, and arbitrary, repre-
sented in some “language of thought” (Fodor,
1975, 1987), made up of symbols and having the
properties of productivity and compositionality,
among others. In Fodor’s theory (see Fodor, 1975),
the purported amodal nature of concepts draws a
sharp dividing line between the modular input/
output brain structures and a generalised cognitive
system (unanalysed at the level of the brain), whose
functioning rules are totally independent from
those governing the input/output modules. The
propositional picture of the mind conveyed by early
cognitivism is that of a functional system whose
processes can be described in terms of manip-
ulations of abstract symbols according to a set of
formal syntactic rules (see Fodor, 1983; Pylyshyn,
1984). Knowledge is therefore represented in
amodal symbolic form. Meaning is referential, in
that it derives from a posited correspondence
between the system of abstract symbols and their
corresponding extensions, the objects and events
in the world. Thus, following the line of arguments
of early cognitivism, concepts are symbolic repre-
sentations by nature, and as thinking, they can be
reduced to symbolic (not neural) computation.

We will propose a radically different view. We
will argue that conceptual knowledge is embodied,
that is, it is mapped within our sensory-motor
system. We will argue that the sensory-motor
system not only provides structure to conceptual
content, but also characterises the semantic content
of concepts in terms of the way that we function
with our bodies in the world. Before delving deeply
into the argument, we should discuss a major find-
ing in neuroscience that we will be assuming
throughout: Imagining and doing use a shared neural
substrate.

When one imagines seeing something, some of
the same part of the brain is used as when one
actually sees. When we imagine moving, some of
the same part of the brain is used as when we actu-
ally move. Note that these facts undermine the
traditional rationale given above. We can imagine
grasping an object without actually grasping it.
From this, it does not follow that actual grasping
and imaginary grasping do not use a common

neural substrate. One can reason about grasping
without grasping; yet one may still use the same
neural substrate in the sensory-motor system.
Indeed, that is just what we shall argue. In doing
so, we will extend what we know about doing and
imagining sharing a common substrate via the fol-
lowing hypothesis: The same neural substrate used in
imagining is used in understanding.

Consider a simple sentence, like “Harry picked
up the glass.” If you can’t imagine picking up a
glass or seeing someone picking up a glass, then
you can’t understand that sentence. Our hypothe-
sis develops this fact one step further. It says that
understanding is imagination, and that what you
understand of a sentence in a context is the meaning of
that sentence in that context.

Our proposal is not an internalist theory of
meaning. The reason is that imagination, like per-
ceiving and doing, is embodied, that is, structured
by our constant encounter and interaction with the
world via our bodies and brains. The result is an
interactionist theory of meaning.

Accordingly, we will argue that a key aspect of
human cognition is neural exploitation—the adap-
tation of sensory-motor brain mechanisms to
serve new roles in reason and language, while
retaining their original functions as well. We will
discuss two cases: conceptual metaphor and cogs.

As we shall see, circuitry across brain regions
links modalities, infusing each with properties of
others. The sensory-motor system of the brain is
thus “multimodal” rather than modular. Accordingly,
language is inherently multimodal in this sense,
that is, it uses many modalities linked together—
sight, hearing, touch, motor actions, and so on.
Language exploits the pre-existing multimodal
character of the sensory-motor system. If this is
true, it follows that there is no single “module” for
language—and that human language makes use of
mechanisms also present in nonhuman primates.

According to our proposal, the concept grasp,
from which we will start, gets its meaning via our
ability to imagine, perform, and perceive grasping.
Our ability to imagine grasping makes use of the
same neural substrate as performing and perceiv-
ing grasping. According to our proposal, imagining
is a form of simulation—a mental simulation of
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action or perception, using many of the same
neurons as actually acting or perceiving (Gallese,
2003a).

Before developing our arguments, we would
like to conclude this introductory part by framing
our proposal within the extant and copious litera-
ture on the neural underpinnings of conceptual
knowledge. Any serious attempt to provide a neuro-
scientific account of conceptual content as nested
in the activity of the brain faces the challenge of
explaining how the localised patterns of activation
of different neural cortical networks can enable the
capacity to distinguish, recognise, categorise, and
ultimately conceptualise objects, events, and the
state of affairs in the world.

Two main approaches have so far challenged
the view held by first-generation cognitive science
on the nature of conceptual knowledge: clinical
neuropsychology and cognitive neuroscience. Clin-
ical neuropsychology has established a relationship
between given patterns of localised brain damage
and corresponding deficits in conceptual knowledge.
Cognitive neuroscience has more recently tried to
establish, mainly by means of brain imaging exper-
iments, which brain regions are activated by differ-
ent conceptual categories.

During the last two decades, an impressive
amount of clinical data has accumulated, describ-
ing patients whose peculiarly localised brain lesions
have determined selective impairments of their con-
ceptual knowledge. Basically, most of these deficits
encompass the loss of some specific categories of con-
ceptual knowledge, such as living things, or nonliving
objects (mainly tools and artifacts). An excellent
and thorough survey of this literature can be found
in the recent special issue of Cognitive Neuro-
psychology (Vol. 20, no. 3–6, 2003).

A parallel conspicuous brain imaging literature
has accumulated on the neural correlates of dis-
tinct conceptual categories (for recent review, see
Gainotti, 2004; Malach, Levy, & Hasson, 2002).
The discussion of this vast literature is beyond the
scope of the present article. What we would like to
highlight here is that both the clinical and brain
imaging literature have not to date provided a
unified explanatory framework. Basically, three the-
ories of conceptual deficit dominate the literature:

sensory-functional theory, correlated structure
theory, and domain-specific theory (see Martin &
Caramazza, 2003; Simmons & Barsalou, 2003).
These theories differ along many dimensions, the
principal one being the extent to which conceptual
knowledge is structured—and henceforth selectively
affected by localised brain damage, by property or by
category.

Similarly, it has recently been argued (Gainotti,
2004) that the overall picture provided by func-
tional brain imaging studies is by no means con-
sistent and clear-cut (see also Gallese, 2003b). It
should be added that even if one could provide
unambiguous evidence for the neural correlates of
specific object concepts, the general principle
defining the topology of such neural representa-
tion would need to be convincingly demonstrated.
Unfortunately, as argued by Malach et al. (2002),
to date no such convincing solution has been
proposed.

Our present proposal does not aim to settle the
clinical issues, and so we will not deal with clinical
cases. Our goal is to follow an alternative route,
that is, to provide a testable embodied theory of
concepts, based on the results of research in neuro-
science, neural computation, and cognitive linguis-
tics, capable of reconciling both concrete and
abstract concepts within a unified framework. The
structure of our argument is delineated in the next
section.

THE STRUCTURE OF 
THE ARGUMENT

We will begin with the action concept grasp. The
argument will take the following form.

1. Information structure. We will show that
the information structure needed to characterise
the conceptual structure of grasp is available at the
neural level in the sensory-motor system. That
includes the semantic role structure, the aspectual
structure, and certain hierarchical category struc-
tures.

2. Multimodality. Mirror neurons and other
classes of premotor and parietal neurons are
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inherently “multimodal” in that they respond to
more than one modality. Thus, the firing of a single
neuron may correlate with both seeing and perform-
ing grasping. Such multimodality, we will argue,
meets the condition that an action-concept must fit
both the performance and perception of the action.

3. Functional clusters. Multimodality is realised
in the brain through functional clusters, that is,
among others, parallel parietal-premotor net-
works. These functional clusters form high-level
units—characterising the discreteness, high-level
structure, and internal relational structure required
by concepts.1

4. Simulation. To understand the meaning of
the concept grasp, one must at least be able to
imagine oneself or someone else grasping an
object. Imagination is mental simulation (see Gallese,
2003a), carried out by the same functional clusters
used in acting and perceiving. Any conceptualisa-
tion of grasping via simulation therefore requires
the use of the same functional clusters used in the
action and perception of grasping.

5. Parameters. All actions, perceptions, and
simulations make use of neural parameters and
their values. For example, the action of reaching for
an object makes use of the neural parameter of
direction; the action of grasping an object makes
use of the neural parameter of force. So do the
concepts of reaching and grasping. Such neural pa-
rameterisation is pervasive and imposes a hierar-
chical structure on the brain: The same parameter
values that characterise the internal structure of
actions and simulations of actions also characterise
the internal structure of action concepts.

6. Structured neural computation. The neural
theory of language (see Feldman & Narayanan, in
press; Lakoff & Johnson, 1999) provides a theory
of neural computation in which the same neural
structures that allow for movement and perception
in real time and in real sensory-motor contexts
also permit real-time context-based inferences in
reasoning. The same neural structures that carry
out action and perception carry out inference.

These six points will allow us to characterise an
embodied theory of concepts, grounded in the
sensory-motor system. At first we will limit our-
selves to the case of action-concepts like grasp.
After that, we will suggest how this theory, with a
couple of additions, will extend to concepts more
generally.

There are several points to be borne in mind:
First, the neuroscientific research we will cite is
partly done on monkeys and partly on humans.
We will use the results on monkeys as applying to
humans for the simple reason that there is enough
evidence to support the notion of an analogy—
when not a homology—between the monkey and
human brain regions we will be discussing (see
Rizzolatti, Fogassi, & Gallese, 2002).

Second, there is far more to the sensory-motor
system than we will be discussing, and much of it
is relevant. For example, we will not be discussing
the roles of basal ganglia, cerebellum, thalamus, and
somato-sensory cortices. Though they would add
to the argument, they would also add greatly to the
length of this study, and we believe we can make
our point without them.

Third, as we stated at the outset, any theory of
concepts must account for how concepts are imple-
mented in the brain and must provide empirical
evidence for such a theory. Let us now turn to the
results from neuroscience.

MULTIMODAL FUNCTIONAL
CLUSTERS AND EMBODIED
SIMULATION

Before we look at the multimodality of action
concepts, we need to look at the multimodality of
actions themselves. The action of grasping has
both a motor component (what you do in grasp-
ing) and various perceptual components (what it
looks like for someone to grasp and what a gras-
pable object looks like). Although we won’t discuss
them here, there are other modalities involved as
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well, such as the somato-sensory component
(what it feels like to grasp something).

It is important to distinguish multimodality
from what has been called “supramodality.” The
term “supramodality” is generally (though not
always) used in the following way: It is assumed
that there are distinct modalities characterised
separately in different parts of the brain and that
these can only be brought together via “association
areas” that somehow integrate the information from
the distinct modalities. To claim that an action like
grasping is “supramodal” is to say that it is charac-
terised in an association area, distinct and different
from the sensory-motor system, which integrates
information from the motor system with informa-
tion from sensory modalities. The point is that
anything supramodal uses information coming
from areas specialised for individual distinct
modalities, but is not itself involved in the individ-
ual distinct modalities.

To claim, as we do, that an action like grasping is
multimodal is to say that (1) it is neurally enacted
using neural substrates used for both action and
perception, and (2) that the modalities of action and
perception are integrated at the level of the sensory-
motor system itself and not via higher association
areas.

To see the difference, consider the following
example. Premotor area F4 (a sector of area 6 in the
macaque monkey brain) was once conceived of as a
relatively uninteresting extension of the primary
motor cortex, whose only role was to control axial
and proximal movements of the upper limbs.
However, it has been shown that F4 contains
neurons that integrate motor, visual, and somato-
sensory modalities for the purpose of controlling
actions in space and perceiving peri-personal space,
that is, the area of space reachable by body parts
(Fogassi et al., 1992, 1996a; Gentilucci et al., 1988;
Gentilucci, Scandolara, Pigarev, & Rizzolatti, 1983;
Rizzolatti, Camarda, Fogassi, Gentilucci, Luppino,
& Matelli, 1988; Rizzolatti, Fogassi, & Gallese,
2000b; Rizzolatti, Fadiga, Fogassi, & Gallese, 1997;
Rizzolatti & Gallese, 2004; Rizzolatti, Matelli, &
Pavesi, 1983; Rizzolatti, Scandolara, Matelli, &
Gentilucci, 1981b). Similar results about multi-
modal integration in area F4 were independently

obtained by Michael Graziano, Charlie Gross, and
their co-workers (Graziano, Hu, & Gross, 1997a,
1997b; Graziano, Yap, & Gross, 1994; Gross &
Graziano, 1995). More recently, Graziano, Reiss,
and Gross (1999) showed that F4 neurons inte-
grate not only visual but also auditory information
about the location of objects within peripersonal
space.

The point here is that the very same neurons that
control purposeful actions also respond to visual,
auditory, and somato-sensory information about
the objects the actions are directed to. They do so
because they are part of a parietal-premotor circuit
(F4-VIP, see below) in charge of overall control of
purposeful bodily actions in peri-personal space.
This contrasts with the old notion that sensory-
motor integration is achieved at a “higher” level at
which separate neural systems for motor control
and sensory processing are brought together in a
putative “association area.”

This is important theoretically because supra-
modality is consistent with the idea of strict mod-
ularity, while multimodality is not. Supramodality
accords with a picture of the brain containing sep-
arate modules for action and for perception that
need to be somehow “associated.” Multimodality
denies the existence of such separate modules.

Multimodality does everything that supra-
modality has been hypothesised to do, and more.
Multimodal integration has been found in many
different locations in the brain, and we believe that
it is the norm (for a review, see Fogassi & Gallese,
2004). That is, sensory modalities like vision,
touch, hearing, and so on are actually integrated
with each other and with motor control and plan-
ning. This suggests that there are no pure “associa-
tion areas” whose only job is to link supposedly
separate brain areas (or “modules”) for distinct
sensory modalities.

The neuroscientific evidence accumulated during
the last two decades shows the following. Cortical
premotor areas are endowed with sensory proper-
ties. They contain neurons that respond to visual,
somatosensory, and auditory stimuli. Posterior 
parietal areas, traditionally considered to process
and associate purely sensory information, in fact
play a major role in motor control. The premotor
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and parietal areas, rather than having separate and
independent functions, are neurally integrated not
only to control action, but also to serve the func-
tion of constructing an integrated representation of
(1) actions together with (2) objects acted on and
(3) locations toward which actions are directed.

In particular, these multimodal functions have
been described within three parallel parietal-
premotor cortical networks: F4-VIP, F5ab-AIP, and
F5c-PF, which we will characterise as “functional
clusters.” By a “cluster” we do not just mean a bunch
of individual neurons in the same place. A functional
cluster is a cortical network that functions as a unit
with respect to relevant neural computations.

1. The F4-VIP cluster functions to transform
the spatial position of objects in peri-personal space
into the most suitable motor programmes for suc-
cessfully interacting with the objects in those
spatial positions—reaching for them or moving
away from them with various parts of your body
such as the arm or head. The properties of the
object are far less important than their spatial
position. Damage to this cluster will result in the
inability to be consciously aware of, and interact
with, objects within the contralateral peri-personal
space (see Rizzolatti, Berti, & Gallese, 2000a).

2. The F5ab-AIP cluster contains “canonical
neurons,” which transform the intrinsic physical
features of objects (e.g., shape, size) into the most
suitable hand motor programmes required to act on
them—manipulate them, grasp them, hold them,
tear them apart. In this cluster, the properties of the
objects are far more important than their spatial
location. Accordingly, damage to this functional
cluster will induce visuo-motor grasping deficits,
that is, the inability to grasp an object, despite hav-
ing the motor capacity for grasping (see Fogassi
et al., 2001; Gallese, Murata, Kaseda, Niki, &
Sakata, 1994).

3. The F5c-PF cluster contains mirror neurons
that discharge when the subject (a monkey in the
classical experiments) performs various types of
hand actions that are goal-related and also when
the subject observes another individual performing
similar kinds of actions (see Rizzolatti, Fogassi, &
Gallese, 2001).

In the next three sections we will review some
of the crucial properties of these three functional
clusters, and discuss their functional mechanisms
in terms of simulation.

Actions and their locations

The F4-VIP cluster: Simulation in 
action-location neurons

Actions occur at locations. Natural language codes
the location where a given action occurs via locative
adverbs, as in He grasped the cup in front of him. The
semantic relation between an action and its location
is part of conceptual structure. We submit that this
semantic relation be characterised neurally by the
following means.

Within the F4-VIP cluster, there are neurons
that discharge when a subject (a monkey) turns its
head toward a given location in peri-personal
space. The same neurons also discharge when an
object is presented, or a sound occurs, at the very
same location toward which the head would be
turned, if it were actually turned. Peri-personal
space is by definition a motor space, its outer limits
defined by the action space of the various body
effectors—hands and arms, feet, head. In these
cases, a position in peri-personal space can be spec-
ified in a number of ways: sound, sight, and touch
(Duhamel, Colby, & Goldberg, 1998; Fogassi et al.,
1996a; Gentilucci et al., 1988; Graziano & Gross,
1995; Graziano et al., 1994; Rizzolatti et al., 1997).

We maintain that what integrates these sensory
modalities is action simulation. Because sound and
action are parts of an integrated system, the sight of
an object at a given location, or the sound it pro-
duces, automatically triggers a “plan” for a specific
action directed toward that location. What is a
“plan” to act? We claim that it is a simulated poten-
tial action.

These neurons control the execution of a spe-
cific real action (turning the head, say, 15 degrees
to the right). When they fire without any action in
presence of a possible target of action seen or heard
at the same location (say, 15 degrees to the right),
we hypothesise that they are simulating the action.
This is explanatory for the following reason. In
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simulation the same neural substrate is used as in
action. If simulation is being carried out here, this
would explain why just those neurons are firing
that otherwise could act on the same object in the
same location.

Action, patients, and purposes

The F5ab-AIP cluster: Simulation in 
canonical neurons

Let us now turn to how various conceptual rela-
tions are realised neurally: The relation between
an action and something acted on (a patient), as
well as relations like manner and purpose. The
same multimodal cluster characterises the relation
between a general action and a specific type of
action, as well as aspectual phases of an action. For
the sake of brevity, we will focus only on the prop-
erties of the premotor pole of this cluster, that is,
area F5 (for a description of AIP, see Murata,
Gallese, Luppino, Kaseda, & Sakata, 2000;
Rizzolatti, Fogassi, & Gallese, 2000a; Sakata &
Taira, 1994).

In premotor area F5 (Matelli, Luppino, &
Rizzolatti, 1985), there are action-only neurons,
so-called because they only fire during real actions
(Gentilucci et al., 1988; Hepp-Reymond, Hüsler,
Maier, & Qi, 1994; Kurata & Tanji, 1986; Rizzolatti
et al., 1988; Rizzolatti, Scandolara, Gentilucci, &
Camarda, 1981a). These neurons discharge any
time the subject (a monkey) performs hand or
mouth movements directed to an object (Rizzolatti
et al., 1988). Several aspects of these neurons are
important. First, what correlates to their discharge is
not simply a movement (e.g., flexing the fingers, or
opening the mouth), but an action, that is, a move-
ment executed to achieve a purpose (grasp, hold, tear
apart an object, bring it to the mouth). Second, what
matters is the purpose of the action, and not some
dynamic details defining it, like force, or movement
direction (see Rizzolatti et al., 2000b).

For any particular type of purposeful action,
there are a number of kinds of subclusters.

1. The general-purpose subclusters: The neurons
of these subclusters indicate the general goal of the
action (e.g., grasp, hold, tear an object). They are

not concerned with either the details of how the
action is carried out, nor the effector used (e.g.,
hand, mouth), nor how the effector achieves the
purpose of the action (e.g., grasping with the index
and the thumb, or with the whole hand).

2. The manner subclusters: The neurons of these
subclusters concern the various ways in which a
particular action can be executed (e.g., grasping an
object with the index finger and the thumb, but
not with the whole hand).

3. The phase subclusters: The neurons of these
subclusters deal with the temporal phases pur-
poseful actions are segmented (e.g., hand/mouth
opening phase, or hand/mouth closure phase).

Thus, there is a general grasping-purpose sub-
cluster that is active whenever grasping of any kind
is carried out. Consider a particular case: What is
firing during the closure phase of a precision-grip
grasp? Three subclusters. (1) The subcluster for
general-purpose grasping. (2) The subcluster for
precision-grip grasping (a particular manner).
(3) The subcluster for closure phase grasping.

Of course, the general-purpose subcluster for
grasping can never function alone in action, since
all actions are carried out in some manner and are
in one phase or another at some time. However, it
is at least in principle possible for the general-
purpose subcluster for grasping to fire without a
manner subcluster firing, in simulation. That is,
you should be able to simulate something in imag-
ination that you cannot do—carry out a general
action without specifying manner. This is impor-
tant for the theory of concepts. We can conceptu-
alise a generalised grasping without any particular
manner being specified.

The action-only neurons fire only when actions
are carried out. But premotor area F5 also contains
what are called “canonical neurons”—grasping-
related neurons that fire not only when a grasping
action is carried out, but also when the subject (a
monkey) sees an object that it could grasp, but
doesn’t (see Rizzolatti et al., 2000b). These canon-
ical neurons have both a general-purpose subclus-
ter and a manner subcluster for cases where the
grasping action is carried out. No experiments have
yet been done to determine in detail the phases of
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firing in such subclusters, though it is surmised
that they will have phase subclusters as well.

There is a simulation explanation for the behav-
ior of canonical neurons: If the sight of a graspable
object triggers the simulation of grasping, we
would expect there to be firing by at least some of
the neurons that fire during actual grasping. This
indeed is what happens with canonical neurons.

Strong evidence for the simulation hypothesis
comes from the following data. In most canonical
grasping-manner neurons, there is a strict correla-
tion: The same neurons fire for a given manner of
grasping as for merely observing an object that, if
grasped, would require the same manner of grasp-
ing. For example, if a small object is presented, no
matter what its shape is, then the same neurons
fire as would fire if that small object were being
picked up with a precision grip (as afforded by a
small object of any shape).This is strong prima facie
evidence that simulation is taking place: When you
observe a graspable object, only the neurons with
the right manner of grasping for that object fire
(see Gallese, 2003b).

Observing the actions of others

The F5c-PF cluster: Simulation in 
mirror neurons

Within the F5c-PF cluster, there are individual
neurons that are activated both during the execu-
tion of purposeful, goal-related hand actions, such
as grasping, holding, or manipulating objects, and
during the observation of similar actions per-
formed by another individual. These neurons are
called “mirror neurons” (Gallese, 1999, 2000a, 2001,
2003a, 2003b; Gallese, Fadiga, Fogassi, &
Rizzolatti, 1996; Gallese, Fogassi, Fadiga, &
Rizzolatti, 2002; Rizzolatti, Fadiga, Gallese, &
Fogassi, 1996; Rizzolatti et al., 2000b, 2001). Mirror
neurons, unlike canonical neurons, do not fire when
just presented with an object one can act upon.
They also do not fire when the observed action is
performed with a tool, such as pliers or pincers.

Some mirror neurons (roughly 30%) are
“strictly congruent.” They fire when the action
seen is exactly the same as the action performed.

Others (roughly 70%) show hierarchical relations:
They fire when either (1) the monkey grasps with
a pincer grip, or (2) the monkey sees someone
perform any type of grasping. (1) is a special case
of (2), and hence the relationship between the spe-
cial case and the general case is there in the neural
structure.

Certain mirror neurons show aspectual phases
such as the aspectual phases of an action, e.g., they
fire during the central part of this action and the
concluding part.

Here too, there is a general explanation in terms
of simulation: When the subject (a monkey) ob-
serves another individual (monkey or human) doing
an action, the subject is automatically simulating
the same action. Since action and simulation use
some of the same neural substrate, that would
explain why the same neurons are firing during
action-observation as during action-execution.

An even stronger argument in favour of the
simulation interpretation comes from the follow-
ing experiments. In the first series of experiments,
F5 mirror neurons were tested in two conditions:
(1) a condition in which the subject (a monkey)
could see the entire action (e.g., a grasping-action
with the hand), and (2) a condition in which the
same action was presented, but its final critical
part—that is, the hand–object interaction—was
hidden. In the hidden condition the monkey only
“knew” that the target object was present behind
the occluder.The results showed that more than half
of the recorded neurons responded in the hidden
condition (Umiltà et al., 2001). These data indicate
that, like humans, monkeys can also infer the goal of
an action, even when the visual information about it
is incomplete.This inference can be explained as the
result of a simulation of that action by a group of
mirror neurons (see also Gallese, 2003a).

A second series of experiments investigated what
could possibly be the neural mechanism under-
pinning the capacity to understand the meaning of
an action on the basis of its sound alone. F5 mirror
neurons were tested in four conditions: When the
monkey (1) executed noisy actions (e.g., breaking
peanuts, tearing sheets of paper apart, and the like);
and (2) just saw, (3) saw and heard, and (4) just
heard the same actions performed by another
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individual. The results showed that a consistent
percentage of the tested mirror neurons fired
under all four conditions (Kohler et al., 2001,
2002). These neurons not only responded to the
sound of actions, but also discriminated between
the sounds of different actions: Each sound
matched the appropriate action, whether observed
or executed.

The hypothesis again is simulation: When the
subject (a monkey) hears another individual per-
forming an action with a distinctive sound, the
subject is simulating the same action. Since action
and simulation use some of the same neural sub-
strate, that would explain why the same neurons are
firing during observing, hearing, and executing the
same action.

EVIDENCE FAVOURING THE
HYPOTHESIS OF EMBODIED
SIMULATION IN HUMANS

All of the cases cited above come from studies of
monkeys. There are also correlates of the same
results for humans. To the extent that the monkey
studies constitute evidence for simulation, so do
the studies on humans. This evidence for simula-
tion makes even stronger the case for simulation
made by the evidence given from the studies of
visual and motor imagery (see below).

First, the action-location neurons: Recent
brain-imaging experiments probed a cluster in
humans located in the ventral premotor cortex and
in the depth of the intraparietal sulcus, homolo-
gous to F4-VIP in monkeys. Neurons in this cluster
were activated when subjects heard or saw stimuli
being moved in their peri-personal space (Bremmer
et al., 2001). The significance of this is that one of
the areas activated during such perception is a pre-
motor area, the area that would most likely control
movements aimed at objects in peri-personal space.

Second, the canonical neurons: In several recent
brain-imaging experiments, subjects were asked to
(1) observe, (2) name silently, and (3) imagine using
various man-made objects (e.g., hammers, screw-
drivers, and so on). In all these cases, there was
activation of the ventral premotor cortex, that is,

the brain region activated when using those same
tools to perform actions (Chao & Martin, 2000;
Grafton, Arbib, Fadiga, & Rizzolatti, 1996;
Martin et al., 1996; Perani et al., 1995).

Third, the mirror neurons: Several studies using
different experimental methodologies and tech-
niques have demonstrated in humans the existence
of a mirror system, similar to that observed in
monkeys, matching action observation and execu-
tion (see Buccino et al., 2001; Cochin, Barthelemy,
Lejeune, Roux, & Martineau, 1998; Decety et al.,
1997; Fadiga, Fogassi, Pavesi, & Rizzolatti, 1995;
Grafton et al., 1996; Hari et al., 1998; Iacoboni
et al., 1999; Rizzolatti et al., 1996). In particular,
brain-imaging experiments in humans have shown
that, during action observation, there is a strong
activation of premotor and parietal areas, which are
very likely to be the human homologue of the
monkey areas in which mirror neurons were found
(Buccino et al., 2001; Decety & Grèzes, 1999;
Decety et al., 1997; Grafton et al., 1996; Iacoboni 
et al., 1999; Rizzolatti et al., 1996).

MENTAL IMAGERY: EMBODIED
SIMULATION

All human beings entertain the capacity to imag-
ine worlds that they have or have not seen before,
to imagine doing things that they have or have not
done before. The power of our imagination is
seemingly infinite. Indeed, mental imagery has
been considered for ages as one of the most char-
acteristic aspects of the human mind, as it has
been taken to epitomise its disembodied nature.
Mental imagery used to be thought of as “abstract”
and “fanciful”, far from, and independent of, the
perception of real objects and actions. In the light
of neuroscientific research, though, things look
quite different: We now know that visual and
motor imagery are embodied.

1. Embodied visual imagery: Some of the same
parts of the brain used in seeing are used in visual
imagination (imagining that you are seeing). (For a
comprehensive review, see Farah, 2000; Kosslyn &
Thompson, 2000.)
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2. Embodied motor imagery: Some of the same
parts of the brain used in action are used in motor
imagination (imagining that you are acting). Thus,
imagination is not separate in the brain from per-
ception and action (see Jeannerod, 1994).

The evidence comes from a variety of studies.
For example, the time it takes to scan a visual
scene is virtually identical to the time employed to
scan the same scene when it is only imagined
(Kosslyn, Ball, & Reiser, 1978). Furthermore, and
more importantly, brain-imaging studies show
that when we engage in imagining a visual scene,
we activate regions in the brain that are normally
active when we actually perceive the same visual
scene (Farah, 1989; Kosslyn, 1994; Kosslyn et al.,
1993). This includes areas, such as the primary
visual cortex, involved in mapping low-level visual
features (Le Bihan et al., 1993).

Motor imagery shows the same embodied nature
as visual imagery. Mentally rehearsing a physical
exercise has been shown to induce an increase of
muscle strength comparable to that attained by a
real exercise (Yue & Cole, 1992). When we engage
in imagining the performance of a given action,
several bodily parameters behave similarly to when
we actually carry out the same actions. Decety
(1991) has shown that heartbeat and breathing fre-
quency increase during motor imagery of physical
exercise. As in real physical exercise, they increase
linearly with the increase of the imagined effort.

Finally, brain-imaging experiments have shown
that motor imagery and real action both activate a
common network of brain motor centres, such as
the premotor cortex, the supplementary motor
area (SMA), the basal ganglia, and the cerebellum
(Decety, Sjoholm, Ryding, Stenberg, & Ingvar,
1990; Fox, Pardo, Petersen, & Raichle, 1987;
Parsons et al., 1995; Roland, Larsen, Lassen, &
Skinhoj, 1980; see also Jeannerod, 1994).

These data all together show that typical human
cognitive activities such as visual and motor imagery,
far from being of a disembodied, modality-free, and
symbolic nature, make use of the activation of
sensory-motor brain regions.

Let us conclude this section with a note on
multimodality. In natural language, the same verbs

refer to actions performed and the corresponding
actions seen or heard. The verbs are not limited by
a particular modality. There are two possible
accounts of the neural underpinnings of this
aspect of language. (1) Modality-neutrality—a
neural system outside the sensory-motor system
altogether, with verbs expressing modality-neutral
concepts. (2) Multimodality of the sort we have
just seen: Connections across brain areas result in
coordinated multimodal neural firing, and verbs
express such multimodal concepts. We have just
seen evidence for the existence of the appropriate
multi-modality. Before we go on to the implications
of all this for concepts, we will take up the topic of
parameters.

PARAMETERS

A cat has three gaits—strutting, trotting, and gal-
loping. Each gait requires a distinct motor pro-
gramme. In galloping, for example, the front legs
move together and the back legs move together.
Strutting and trotting involve very different motor
control of the legs. In short, the cat has three very
different motor circuits to control its gait.

What is remarkable is that it has been discov-
ered that there is a single cluster of neurons, a
central pattern generator, that controls which gait
is chosen. When those neurons are firing at low
frequency, the cat struts; when the firing is at
intermediate frequency, the cat trots; and at high
frequency, the cat gallops (for review, see Grillner &
Wallen, 2002; Yamaguchi, 2004). In other words,
there are three values of firing frequency over a
single collection of neurons—low, medium, and
high—that result in the activation of either the
strutting, trotting, or galloping gait. The firing fre-
quency over that collection of neurons is a neural
parameter and the mutually exclusive low, medium,
and high firing frequencies are values of that neural
parameter.

Parameters can be seen as “higher-level” fea-
tures of neural organisation, while the neural firings
in particular motor circuits for various gaits can be
seen as being at a “lower level” of organisation.
Given the higher-level firing, all the lower-level
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firings are automatically driven as part of an
encapsulated routine. To the higher-level parame-
ters, the lower-level structure is “invisible.” Param-
eterisation thus imposes a hierarchical structure on
the neural system.

Parameterisation is a pervasive feature of the
brain. Here are some further examples:

1. In any given motor task, a certain level of
force is appropriate. Level of force is a parameter for
each motor task, and degrees of force are its values.
The degree of force is controlled in the brain in one
of two ways: either the level of activation of some
cluster of motor neurons, or the number of motor
neurons activated (see Porter & Lemon, 1993).

2. Direction of motion is also a parameter for
actions. Two mechanisms have been proposed for
determining values of the direction of movement
parameter: (a) groups of neurons are selectively
tuned to control a movement in a particular direc-
tion (see Gentilucci et al., 1988); (b) direction is
determined by a “vector sum” over a whole popula-
tion of neurons, each of which is only broadly
tuned, that is, tuned to a range of directions (see
Georgeopoulos, Schwartz, & Kettner, 1986). In
either case, there is a direction parameter and a
neural mechanism for determining specific values
of that parameter.

3. In any given action description, role parame-
ters play a major role. Mirror neurons map different
actions (e.g., grasping, holding, tearing, placing,
kicking an object) by specifying the agentive rela-
tion, while being neutral about the specific quality
or identity of the agentive/subjective parameter.
Other clusters map this information. For example,
the activation of pre-SMA or the primary motor
cortex is present only when one executes the action,
but not when one is observing it being performed by
someone else (Buccino et al., 2001; Ehrrsson et al.,
2000; for a recent review of the neural correlates of
the who parameter, see Jackson & Decety, 2004).

The parameter–simulation link

In the enactment of any particular movement, say,
pushing an object in a direction with a given force,
the parameter values chosen determine where and

how hard one pushes. Moreover, if the force
required is very high, what is required is shoving
rather than mere pushing. Shoving requires a dif-
ferent motor programme: setting the weight on
the back foot, and so on. Thus, the choice of pa-
rameter values also determines motor programmes
for humans as well as for cats. Moreover, parame-
ter values govern simulations as well. Imagining
pushing is different from imagining shoving.

The parameterisation hierarchy and the capac-
ity to set parameter values are basic features of the
brain. The parameters used in everyday perception
and action are stable—built into our neural struc-
ture. In order to carry out any action or simulation,
suitable parameter values must be activated. But
there is a difference between parameter structures,
on the one hand, and the actions and simulations
they control. Both simulations and actions are
dynamic and contextually adapted. Parameters are
fixed. Whenever you act, there is always a neurally
determined action, force, direction, amplitude, and
so on. But the situation you are in affects the ulti-
mate values of the parameters—exactly when,
where, and how the action is carried out. Similarly,
all simulation occurs via choice of the values of
fixed parameters, which are determined dynami-
cally in the context of the simulation.

The accessibility of parameters

Parameters and their values impose a hierarchical
structure on the brain in the following sense. Once a
value for a parameter is chosen, lower-level auto-
matic neural mechanisms take over, say, to apply a
force of a given magnitude or move in a given direc-
tion. Parameters and the kinds of values they have
may be brought to consciousness. For example, all of
us know we can press our palms forward with high
degree of force. But we do not know how that is
carried out neurally. Thus, parameters and their
values are accessible to consciousness, while any-
thing below the parameter value level is inaccessible.

Similarly, language may express parameters and
their values, but language cannot express anything
below the level of parameter values. Parameters
and their values are thus also accessible to lan-
guage, while lower-level neural structures are not.
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After having discussed the relevance of param-
eters, there are more results from cognitive science
that need to be mentioned before we move on.
They concern basic-level categories.

BASIC-LEVEL CATEGORIES

The classic, and long taken for granted theory of
categorisation assumed that categories formed a
hierarchy—bottom to top—and that there was
nothing special about those categories in the
middle. This view was challenged by the research
by Berlin, Rosch, and their co-workers in the
1970s (Berlin, Breedlove, & Raven, 1974; Berlin &
Kay, 1969; Rosch, 1977, 1978, 1981, 1994; Rosch
& Lloyd, 1978; Rosch, Mervis, Gray, Johnson, &
Boyes-Braem, 1976).Take hierarchies like furniture/
chair/rocking chair or vehicle/car/ sports car. The cat-
egories in the middle—chair and car—are special;
what Rosch called “basic-level” categories. One
can get a mental image of a chair or a car, but not
of a piece of furniture in general or a vehicle in
general. We have motor programmes for interact-
ing with chairs and cars, but not with furniture in
general or vehicles in general. The basic level is the
highest level at which this is true. Moreover, words
for basic-level categories tend to be recognisable
via gestalt perception, be learned earlier, to be
shorter (e.g., car vs. vehicle), to be more frequent,
to be remembered more easily, and so on.

Rosch observed that the basic level is the level
at which we interact optimally in the world with
our bodies. The consequence is that categorisation
is embodied—given by our interactions, not just
by objective properties of objects in the world, as a
long philosophical tradition had assumed.
Without us—without the way we sit and the way
we form images—the wide range of objects we
have called “chairs” do not form a category. A sim-
ple sentence like Some chairs are green is not true of
the world independent of us, since there are nei-
ther chairs nor green things independent of us. It
is, of course, true relative to our body-based
understanding of the world. Our concepts must
also be characterised relative to such a body-based
understanding.

AN EMBODIED NEURAL 
THEORY OF CONCEPTS

We are now in a position to propose how these
basic results from neuroscience and cognitive
science allow us to characterise in neural terms not
just actions, but action concepts. We have chosen to
start with the concept of grasping for two reasons.
First, we know quite a lot about the neuroscience
of grasping; enough, we believe, to get fairly far.
Second, the traditional theory requires all concepts
to be disembodied, that is, above the level of
everything we have talked about so far and not
making use of any of it. This includes action con-
cepts like grasping. The usual assumption is that a
concept is disembodied, that is, modality-neutral
and symbolic, while the action that the concept des-
ignates is of course embodied. Proponents of the
traditional view would therefore maintain that any
attempt to say that concepts are embodied would
amount to confusing the concept with what the
concept designates.

Our response will have two parts: First, we will
argue that parameters and simulations can do the
jobs that everyone agrees that concepts must do.
Second, we will argue that the traditional theory
does not accord with the results of neuroscience
that we have just given.

What is an embodied concept?

Here is our central claim on embodied concepts:
The job done by what have been called “concepts”
can be accomplished by schemas characterised by pa-
rameters and their values. Such a schema, from a
neural perspective, consists of a network of func-
tional clusters. The network constituting a schema
contains:

1. One cluster for each parameter—a cluster
that characterises that parameter.

2. One cluster for each parameter value, or
range of values.

3. One “controller” cluster, whose activation is
liked to the activation of the parameters and their
values in the following way: If the controller is
active, each of its parameters and the accompanying
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values are active. If a sufficient number of parame-
ters and their values are active (this may be as few
as one), the controller is active.

These are neural computational conditions on the
networks we call “schemas.”

We have hesitated to call schemas “concepts,”
simply because concepts have long been tradition-
ally thought of as being direct reflections or repre-
sentations of external reality. Schemas are clearly
not that at all. Schemas are interactional, arising
from (1) the nature of our bodies, (2) the nature of
our brains, and (3) the nature of our social and
physical interactions in the world. Schemas are
therefore not purely internal, nor are they purely
representations of external reality. We will, for the
moment, think of concepts as schemas, though
that idea will be extended below when we discuss
abstractions.

The example of grasp

The example we have been using all the way
through is the concept grasp. Here is what a schema
for grasp might look like in this theory. The param-
eters divide up in the following ways:

The grasp schema.

1. The role parameters: agent, object, object
location, and the action itself.

2. The phase parameters: initial condition,
starting phase, central phase, purpose condition,
ending phase, final state.

3. The manner parameter.
4. The parameter values (and constraints on

them).

The various parameters can be described as
follows.

Agent: An individual.
Object: A physical entity with parameters: size,
shape, mass, degree of fragility, and so on.
Initial condition::2 Object Location: Within
peri-personal space.

Starting phase:: Reaching, with direction:
Toward object location; opening effector.
Central phase:: Closing effector, with force: A
function of fragility and mass.
Purpose condition:: Effector encloses object,
with manner (a grip determined by parameter
values and situational conditions).
Final state:: Agent in-control-of object.

This should give the reader a pretty clear idea of
how a grasp schema is structured in terms of neural
parameters and values of the sort we described in
the sections above on neuroscience. Note that we
have written down symbols (e.g., final state) as our
notation for functional clusters. This does not
mean that we take functional clusters themselves
to be symbolic. The symbols are only our names for
functional clusters, which, as we have seen, func-
tion from a computational point of view as neu-
rally realised units.

A note about schemas

Traditionally, concepts were seen as a set of neces-
sary and sufficient conditions operating in a system
of logic. Indeed, for many philosophers, that was a
defining characteristic of what a concept was to be.

It might look from the notation as though the
grasp schema is indeed defined by such a set of
necessary and sufficient conditions. This is not the
case. First, the activation of functional clusters is
not all-or-none; there are degrees of activation. Such
gradations are not part of the traditional notion of
necessary and sufficient conditions. Second, there
are variations on schemas, as when certain phases
are optionally left out. Third, there are extensions
of schemas; for example, we will discuss meta-
phorical extensions below. Fourth, and perhaps
most important, schemas combine and operate
dynamically, in context, by neural optimisation—
that is, via best fit principles. For example, imagine
that you intend to grasp, pick up, and throw what
appears to be a ball. But the ball turns out to be
made of iron and to have a slippery surface. You
will grasp it as well as you can, though perhaps not

THE BRAIN’S CONCEPTS AND SENSORY-MOTOR SYSTEM

COGNITIVE NEUROPSYCHOLOGY, 2005, 22 (3/4) 467

2 The “::” notation indicates the content of a phase.



exactly fitting the schema (tightening your grip
might be difficult). You may manage to pick it up,
but hardly in the normal way. And being slippery
and very heavy, your attempt to throw it may result
in something closer to a shot-put motion.

In short, schemas are not like logical condi-
tions. They run bodies—as well as they can.

The theory we are outlining uses the computa-
tional modelling mechanisms of the neural theory
of language (NTL) developed in Berkeley by the
groups of Jerome Feldman and George Lakoff (see
Feldman & Narayanan, in press; Lakoff & Johnson,
1999). NTL makes use of a structured connectionist
version of neural computation (see Feldman, 1982),
which, though “localist,” has units that are not just
individual neurons, but rather functional clusters as
we have discussed them throughout this paper. In
such a structured connectionist model operating on
functional clusters, the death or plasticity of indi-
vidual neurons has virtually no effect, so long as the
connectivity of the rest of the cluster remains intact.

NTL is therefore not subject to the “grand-
mother cell” objection, which assumes the follow-
ing caricature of localist computation. In the
caricature, each concept—say, the concept of your
grandmother—is represented by one and only
one neuron. If that neuron dies, then you lose the
concept of your grandmother. No localist ever pro-
posed such a theory, and nor do we.

From the structured connectionism perspective,
the inferential structure of concepts is a consequence of
the network structure of the brain and its organisation
in terms of functional clusters. This brain organisa-
tion is, in turn, a consequence of our evolutionary
history—of the way in which our brains, and the
brains of our evolutionary ancestors, have been
shaped by bodily interactions in the world.

WHAT WE HAVE SHOWN SO FAR

We have provided a reasonably detailed neural
theory for one action concept—grasping. We have
shown how the sensory-motor system can charac-
terise a sensory-motor concept, not just an action or
a perception, but a concept with all that that
requires.

But we think we have shown something more
powerful than that. According to our hypothesis,
understanding requires simulation. The under-
standing of concrete concepts—physical actions,
physical objects, and so on—requires sensory-
motor simulation. But sensory-motor simulation,
as suggested by contemporary neuroscience, is
carried out by the sensory-motor system of the
brain. It follows that the sensory-motor system is
required for understanding at least concrete concepts.
We see this as an insurmountable difficulty for any
traditional theory that claims that concrete con-
cepts are modality-neutral and disembodied.

There is a further argument against the tradi-
tional modality-neutral, disembodied account of
concepts. In order to have a neural account of such
a theory of action concepts, action concepts, like all
other concepts, would have to be represented neu-
rally outside the sensory-motor system altogether.
That, in turn, would require complete duplication
of the structure-characterising concepts that neuro-
science has found in the sensory-motor system, namely,
all the structure we have just outlined: the manner
subcases, the agent-object-location structure, the purpose
structure, and the phase structure.

The reason is this: All of that sensory-motor
structure (agent-object-location, manner, purpose,
and phases) has to be there, in anyone’s account.
Any neural theory of modality-neutral concepts
must claim that such structure is located in the
brain outside the sensory-motor system. But we know,
from independent evidence that we have cited,
that all that structure is indeed inside the sensory-
motor system. The only way it could also be outside
is if it were duplicated. Not just for one concept,
but for every action concept. And it would not just
have to be duplicated. There would have to be one-
to-one connections to just the right parts of the
premotor-parietal system in order for the concept
to apply to real cases that are performed, observed,
and simulated.

In short, we think there is an Occam’s Razor
argument here. The modality-neutral structure is
just not needed.

We think we can safely say that something like
the proposal we have made would have to work for
the action concept of grasping, and probably for
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every other action concept as well. We believe that
the same basic structures—schemas structuring
sensory-motor parameterisations—can be used to
characterise all concrete concepts.Take, for example,
the basic-level concepts that we described above—
chair, car, etc. As we saw, basic-level concepts are
defined by the convergence of (1) gestalt object
perception (observed or imaged) and (2) motor
programmes that define the prototypical interac-
tion with the object (again, performed or imaged).
Thus, a chair looks a certain way (and we can
imagine how it looks) and it is used for sitting in a
certain position (and we can imaging sitting that
way). What brings together the perceptual and
motor properties are, we believe, functional neural
clusters showing the analogous characteristics in
humans that have been found for canonical neurons
thus far in the brains of monkeys. Indeed, evidence
suggesting the presence of the equivalent of canon-
ical neurons in humans does exist, as we mentioned
above (Chao & Martin, 2000; Grafton et al., 1996;
Martin, Wiggs, Ungerleider, & Haxby, 1996;
Perani, Cappa, Bettinardi, Bressi, Gorno-Tempini,
& Fazio, 1995). The existence of canonical neu-
rons and their putative equivalent in humans could
underpin basic-level categories of objects. Sub-
ordinate-level categories, which have more percep-
tual and motor details filled in, would be accounted
for by functional clusters of the type described
before, with the values of more parameters specified.
Schemas structuring the parameters over functional
clusters would have the properties of basic-level and
subordinate concrete object concepts.

We believe that all concrete concepts—concepts
of things we can see, touch, and manipulate—can
be addressed by the strategy outlined so far. Indeed,
our proposal for object schemas is very close to the
“sensory/motor model of semantic representations
of objects” of Martin, Ungerleider, and Haxby
(2000), which is based on a thorough survey of
neuroscientific evidence.

THE LARGER CONTEXT

Neuroscience does not exist in a vacuum; it is part
of the larger field of cognitive science, which has

branches like neural computation and cognitive
linguistics. The results we have just summarised
fit into the larger context. Within the field of
structured connectionist neural modelling, Srini
Narayanan (1997, 1999) has constructed compu-
tational neural models of motor actions, including
the tripartite breakdown: premotor, motor, and
premotor–motor connections. The premotor model
functioned dynamically to “choreograph” and carry
out in proper sequence the simple movements of
the motor cortex.

These premotor models turned out to have a
uniform structure: (1) initial state, (2) starting phase
transition, (3) precentral state, (4) central phase
transition (either instantaneous, prolonged, or ongo-
ing), (5) postcentral state, (6) ending phase transi-
tion, (7) final state. At the postcentral state, there
are the following options: (a) a check to see if a goal
state has been achieved, (b) an option to iterate or
continue the main process, (c) an option to stop, and
(d) an option to resume. Each complex motor pro-
gramme is a complex combination of structures of
this form, either in sequence, in parallel, or embed-
ded one in another. What distinguishes actions
from one another is (1) the version of this premotor
structure and (2) bindings to the motor cortex and
other sensory areas (for perceptual and somatosen-
sory feedback). These premotor structures are called
“executing schemas,” or X-schemas for short.
Naranayan (1997) noted that premotor structures
also fit the perceptual structure of the motor actions
modelled. In short, he modelled the structures
described above for mirror neurons, canonical
neurons, and action-location neurons.

Dynamic X-schemas can be seen as linking the
functional clusters we have just discussed to char-
acterise their temporal activation in either action
or perception—or in imagination. In short, they
are capable of carrying out imaginative simula-
tions. Furthermore, those imaginative simulations
can carry out abstract conceptual reasoning as well as
actions and perceptions. The result is a neural
theory of conceptual metaphor. We know from
cognitive semantics that conceptual metaphors are
one of the basic mechanisms of mind. Each con-
ceptual metaphor is a mapping across conceptual
domains, from a (typically) sensory-motor source
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domain to a (typically) non-sensory-motor target
domain.

For example, the conceptual metaphor love is a
journey maps travelers to lovers, vehicles to relation-
ships, destinations to common life goals, and
impediments to relationship difficulties, as shown
by English expressions about love like It’s been a long
bumpy road, The marriage is on the rocks, We’re spin-
ning our wheels, We’re going in different directions,
We’re at a crossroads in the relationship, and so on.The
concept of love has a minimal nonmetaphorical
structure with a lover, a beloved, a love relationship,
and not much more. More than a dozen conceptual
metaphors of this sort add to that minimal structure
a very rich conceptual structure. Henceforth love
can be conceptualised and reasoned about in terms
not only of a journey, but also of a partnership, a
joining-together, magic, heat, and so on. Most (not
all) of the richness of the concept comes from these
metaphors. (For detailed discussions of such meta-
phors and the evidence for them, see Kövecses,
2002; Lakoff & Johnson, 1980, 1999; and the
references discussed in these works.)

What Narayanan (1997) did was to construct a
computational neural model of such metaphorical
mappings, in which each mapping is carried out by
neural circuitry of certain regular structures. He
then chose an abstract domain—international
economics—and worked out the conceptual meta-
phors mapping physical actions to economics. He
constructed computational neural models of both
target and source domains and took sentences
from such sources as the NY Times Business Section
and the Wall Street Journal—sentences like France
fell into a recession; Pulled out by Germany; and India
is stumbling toward economic liberalisation, in which
there are physical sensory-motor expressions like
fall into, pull out, and stumble toward. He then
showed that by using the mappings to combine
source (sensory-motor) and target (economic)
inferences, he could get the correct inferences in a
neural computational simulation.

The same computational models of neural cir-
cuitry that can direct action and perceptions of
actions can also simulate actions with the right
structures to get all the conceptual inferences
right. The sensory-motor system can characterise

action concepts and, in simulation, characterise
conceptual inferences. And the concepts charac-
terised in the sensory-motor system are of the right
form to characterise the source domains of
conceptual metaphors.

THE THEORY OF COGS

Narayanan (1997) made another discovery. His
premotor X-schemas have exactly the right struc-
ture to characterise the collection of concepts that
linguists refer to as “aspect”—concepts that char-
acterise the structure of events and our reasoning
about events. Every language has a way of indicat-
ing aspect. English has terms like about to, start to,
be � Verb � ing, and have � Verb � Past Participle.
Thus, he is about to run, he is starting to run, he is
running, he has run.

In actions, the premotor cortex is neurally
connected to the motor cortex, choreographing
simple movements into complex actions. But those
premotor-to-motor connections can be inhibited,
and the X-schemas of the premotor system can
function independently, characterising the logic of
aspect in the abstract. Thus, a sentence like he is
doing something stupid doesn’t tell what action he is
carrying out, but does specify the ongoing aspectual
structure, with the inferences that he has already
started doing something stupid and he hasn’t finished
doing something stupid. These inferences are being
computed via neural simulation by X-schema
structure circuitry in the premotor cortex—with
no active connections to the motor cortex. In short,
a portion of the sensory-motor system (the premo-
tor cortex) is being used to do abstract reasoning,
reasoning that is not about any particular sensory-
motor activity. Indeed, the stupid thing he is doing
need not be physical at all.

Let us call the premotor cortex a “secondary”
area—an area not directly connected to sensors or
effectors, but which provides structure to informa-
tion going to effectors or coming from sensors. On
Narayanan’s hypothesis, abstract aspectual con-
cepts have the following properties:

• They are neurally simulated in a secondary
area with no active connections to a primary
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area. For example, all such connections may
be inhibited.

• Their inferences are computed via that simu-
lation.

• They characterise concepts in the grammar of
a natural language.

• As such, these concepts are general, and can
apply to any special-case concepts when there
are active connections to primary areas.

• When there are such active connections, the
general concepts are an inseparable part of the
structure of the special case concepts.

Lakoff (personal communication) has proposed a
generalisation of Narayanan’s account of aspect to
include all concepts with such properties. Any
concept that has the properties given in the above
list is called a cog. In the theory of cogs, all con-
cepts in the grammars (as opposed to the lexicons)
of natural languages should have the properties
given in the list above. That is, they should be
computed in secondary areas. This could include
all the primitive image-schemas, such as contain-
ment, source-path-goal, force dynamics, orienta-
tion schemas, etc. (see Casad & Langacker, 1985;
Johnson, 1987; Lakoff, 1987; Langacker, 1986,
1990, 1991; Lindner, 1981; Talmy, 1983, 1988,
1996, 1999).

For example, according to Regier’s (1996) neural
computational theory of container schemas, con-
tainment is computed via a complex of topographi-
cal maps of the visual field. The computation is
general; it can take any size or shape of container—
a bottle, a cup, a room, a castle, a triangle—as input
and characterise its interior, boundary, and exterior.
But that input information (including shape) is not
computed in topographic map areas. It is computed
elsewhere, with input presumably coming via the
parietal cortex. The complex of topographic maps
computing containment constitutes a “secondary”
area, while the input to it would come via an area
that is more “primary.”

What we know about image-schemas is that
they characterise a wide range of general inference
patterns, characterising all forms of causal, spatial,
and event-based reasoning. They are universal,
general, and appear in the semantics of grammar

around the world. If they are all computed in sec-
ondary regions, that would explain why there is a
limited range of them (there is a relatively small
number of such regions), why they are universal (we
all have the same basic brain structure), and why
they are general (they provide structure to primary
regions with specific information).

The theory of cogs is at present still vague. It
does not specify exactly which areas compute
which cogs using which circuitry. Its utility, how-
ever, lies in that: (1) it gives neuroscientists some-
thing to look for that they might not have thought
to look for; (2) it provides a possible explanation
for why image-schemas exist and why there is such
a thing as the semantics of grammar; (3) it posits
an interesting theory of the learning of general lin-
guistic structures. Briefly, here is what the theory
says:

• Because neural structures in secondary areas
are inseparable in behaviour from the primary
structures that they are connected to, they charac-
terise generalisations that are inherent in and
inseparable from special cases.

• The “learning” of general cases is not the
acquisition of new structures, but rather the inhi-
bition of the connections between secondary and
primary areas.

• In other words, the generalisations are inher-
ent in the special cases that are learned first. What
is learned is the control of inhibitory connections.

EMPIRICAL VALIDATION OF OUR
THEORY: FUTURE EXPERIMENTS

The theory of concepts that we have outlined here
has empirical consequences that can be tested. In
this theory, the same circuitry that can move the
body and structure perceptions, also structures
abstract thought. Of course, this does not imply
that a paresis or sensory loss due to a localised
brain damage affecting selected regions within the
sensory-motor system should necessarily produce a
deficit in the capacity to entertain abstract concep-
tual knowledge. This possibility is not, in princi-
ple, precluded, but is unlikely to arise. The reason
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is this: The distributed nature of the sensory-
motor neural clusters responsible for structuring
conceptual knowledge spans from frontal to parieto-
temporal cortices. Because the operative neural
clusters are distributed in this way, it is unlikely
that a restricted brain lesion would be sufficient to
impair their ability to function.

It should be added that standard neuropsycho-
logical testing for conceptual knowledge does not
routinely investigate metaphorical conceptualisa-
tion in brain-lesioned patients. A systematic study
of patients along these lines should be encouraged.
If, however, a hypothetical brain lesion would
prevent a patient from grasping objects, recognising
other people doing it, or even imagining himself
or others grasping objects, then our theory pre-
dicts that the same patient should also be impaired
in metaphorically conceptualising grasping as
understanding. We are not aware of any clinical
report of specific and localised brain lesions (within
or outside the sensory-motor system) causing the
selective loss of specific abstract concepts such as cau-
sation, identity, love, and the like. In fact, at the core
of our theory is the claim that there are no dedi-
cated and specialised brain circuits for concepts in
general, or for abstract concepts in particular.

The difficulty in relying on clinical cases,
though, does not mean that our theory cannot
generate empirically testable predictions. We know,
for example, that the motor cortex is topographi-
cally organised, with the movements of effectors
like the mouth, hands, and feet controlled in
different sectors. These sectors are separated far
enough from each other in the motor cortex so that
they are clearly distinguishable in fMRI studies.
The same holds for the premotor cortex, though
with more overlap between regions. Moreover,
premotor activations are clearly distinguishable
from motor activations and from activations in other
regions. We know that both premotor and motor
cortices are both activated during mental motor
imagery. According to our hypothesis, mental
motor imagery is voluntary simulation of motor
action (see Gallese, 2003a, 2003b).

In the theory we have outlined, the properties
of action concepts are specified by parameter
values and the simulations they govern. Such

action simulations should be detectable through
fMRI studies in the sensory-motor cortices that
are responsible for controlling the corresponding
actions. For example, in the case of the concept of
grasping, one would expect the parietal-premotor
circuits that form functional clusters for grasping
to be active not only when actually grasping, but
also when understanding sentences involving the
concept of grasping. Moreover, when processing
sentences describing actions performed by dif-
ferent effectors—the mouth in biting, the hands
in holding, the feet in kicking—one would expect
parietal-premotor regions for action by the
mouth vs. hands vs. feet to be active not only when
actually acting, but also when understanding the
corresponding sentences. Preliminary evidence
seems to confirm that this is the case (Tettamanti
et al., in press)

A further prediction of our theory of concepts
is that such results should be obtained in fMRI
studies, not only with literal sentences, but also
with the corresponding metaphorical sentences.
Thus, the sentence He grasped the idea should acti-
vate the sensory-motor grasping-related regions of
the brain. Similarly, a metaphorical sentence like
They kicked him out of class should active the
sensory-motor kicking-related regions of the brain.
A series of brain-imaging experiments are cur-
rently being carried out to test this prediction.

Another series of experiments is being designed
to test the parameters of force and direction in
concepts. On the grounds of our proposal, we would
predict that asking subjects to exert a force while
reading sentences about force, or to move their hand
along a given direction while reading sentences
about directional actions, would either facilitate or
interfere with the comprehension of such sentences.
Indeed, Glenberg and Kaschak (2002) recently
showed an action-sentence compatibility effect in
normal subjects required to determine the correct-
ness of read sentences describing concrete or abstract
actions towards or away from the body, by moving
their hand either towards or away from the body.

Such an experimental design could also be used
to study metaphorical sentences, in which there is
a metaphorical use of force or direction predicates
(e.g., throw, bring, knock). The same logic should
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apply here as in the literal sentences. The applica-
tion of force, or movement exerted along a given
direction, should facilitate or interfere with the
understanding of metaphorical sentences, depend-
ing on whether the force or direction in the source
domain of the metaphor is or is not consistent
with magnitude of the force applied or with the
direction of movement.

CONCLUSIONS

We have argued that contemporary neuroscience
seems to suggest that concepts of a wide variety
make direct use of the sensory-motor circuitry of
the brain. We began the argument with action con-
cepts and with four central ideas triggered by neu-
roscience: multimodality, functional clusters,
simulation, and parameters. We then turned to
neuroscientific results: (1) visual and motor mental
imagery, which, according to our hypothesis,
imply sensory-motor simulation using the same
brain resources as in observation and action;
(2) detailed results concerning mirror neurons,
canonical neurons, and action-location neurons.
By applying the four ideas to these results, we pro-
posed, for the action concept of grasping, that a
directly embodied schema for grasping satisfies all
principal criteria for concepts. We argued that a
disembodied, symbolic account of the concept of
grasping would have to duplicate elsewhere in the
brain the complex neural machinery in three
parietal-premotor circuits, which is implausible to
say the least. We concluded that the action concept of
grasping is embodied in the sensory-motor system.

We then went on to argue that arguments of
the same form may apply to all other action con-
cepts, to object concepts, and to abstract concepts
with conceptual content that is metaphorical.
Finally, we considered cogs, which we posit to be
structuring circuits in the sensory-motor system,
which normally function as part of sensory-motor
operations, but whose neural connections to specific
details can be inhibited, allowing them to provide

inferential structure to “abstract” concepts. If all
this is correct, then abstract reasoning in general
exploits the sensory-motor system.

What is the import of our proposal on the
nature of human cognition? We believe that it
suggests that rational thought is not entirely sepa-
rate from what animals can do, because it directly
uses sensory-motor bodily mechanisms—the same
ones used by nonhuman primates to function in
their everyday environments. According to our
hypothesis, rational thought is an exploitation of
the normal operations of our bodies. As such, it is
also largely unconscious.

Another major consequence concerns lan-
guage. Language makes use of concepts. Concepts
are what words, morphemes, and grammatical
constructions express. Indeed, the expression of
concepts is primarily what language is about. If we
are right, then:

1. Language makes direct use of the same brain
structures used in perception and action.

2. Language is not completely a human inno-
vation.

3. There is no such thing as a “language module.”
4. Grammar resides in the neural connections

between concepts and their expression via phonol-
ogy. That is, grammar is constituted by the connec-
tions between conceptual schemas and phonological
schemas. Hierarchical grammatical structure is con-
ceptual structure. Linear grammatical structure is
phonological.

5. The semantics of grammar is constituted by
cogs—structuring circuits used in the sensory
motor system.

6. Neither semantics nor grammar is modality-
neutral.

7. Neither semantics nor grammar is symbolic,
in the sense of the theory of formal systems, which
consists of rules for manipulating disembodied
meaningless symbols.

Future empirical research will show whether and
to what extent our hypotheses are correct.

PrEview proof published online 10 January 2005
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