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Abstract

SEARCH FOR DARK MATTER SATELLITES OF THE MILKY WAY

WITH THE FERMI LAT

by

Sheridan Zalewski

The nature of Dark Matter is one of the most significant outstanding questions

in cosmology; current estimates are that over 80% of the matter of the universe

is composed of an invisible heavy particle whose nature is unknown. Numerical

simulations of the evolution of structure in the universe, based on the ΛCDM

model of cosmology, predict that the mass of galaxies like the Milky Way are

dominated by large DM halos extending far beyond the luminous disk, and

that these halos are clumpy: they have a significant amount of mass in the

form of “subhalos,” also called DM satellites.

A convenient candidate particle for DM is provided by Supersymmetry

(SUSY), an extension of the Standard Model (SM) of particle physics which

posits that each SM fermion has a partner SUSY boson, and vice versa. In

many SUSY theories, the lightest supersymmetric particle (LSP) is stable and

is its own antiparticle, pair-annihilating into gamma rays. The Fermi Large

Area Telescope (LAT) has generated an active area of study in the search

for this DM annihilation signal. The signal from DM satellites of the Milky

Way would appear as gamma ray sources with no counterparts at other wave-

lengths, and would have a distinct spectrum and resolvable spatial extension.

In this dissertation, we present results on the analysis of unassociated LAT

sources, and what constraints can be set on different DM candidates in the

case of a non-detection.
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Introduction

The most exciting phrase to hear in science, the one that
heralds new discoveries, is not “Eureka” but “Thats funny...”

Isaac Asimov

Asimov’s observation is especially apt for the story of Dark Matter (DM).

It began as a minor puzzle in 1933 which was not thought to be of much sig-

nificance, and has become one of the most significant outstanding questions

in modern physics. It is deserving of this status not just because of its major

implications in both particle physics and cosmology, but also because it is sug-

gestive of how much of the universe is not yet understood: current estimates

are that over 80% of the matter of the universe is composed of an invisible

heavy particle whose nature is unknown. Thus the use of the term “Dark

Matter” resembles the marking of maps with “Terra Incognita” to represent

land that was known merely to exist.

Although the nature is unknown, there are patterns in the distribution of

DM as well as observations from cosmology that give us hints. Results on

the early universe and structure formation put constraints on models of DM

and led to the development of the now-standard ΛCDM paradigm. N-body

simulations assuming ΛCDM have been used to predict the structure of DM

in the universe down to the sub-galactic scale by simulating the evolution of

dark matter structures from early times to present day, and show that the

mass of galaxies like the Milky Way are dominated by DM halos. These halos

have a significant amount of substructure in the form of gravitationally bound
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subhalos. Supersymmetric (SUSY) extensions of the Standard Model provide

a convenient candidate for DM, so-called Weakly Interacting Massive Particles

(WIMPs), in addition to being well-motivated theoretically in several other

ways. In many models, this particle self-annihilates into gamma rays, which

could be used for indirect detection of DM; subhalos may be detectable as

gamma ray sources.

Data from the Fermi Gamma-ray Space Telescope (Fermi) have generated

an active area of study in the search for signals of this annihilation. Fermi was

launched by NASA on June 11, 2008 from Cape Canaveral, and contains two

instruments on board, the Gamma-ray Burst Monitor (GBM) for detecting

gamma ray flares, and the Large Area Telescope (LAT), which is the main

gamma ray detection instrument. The LAT is a pair-conversion detector, in

which gamma rays incident on tungsten foils produce electron-positron pairs

that are tracked by silicon strip detectors. It has the capability to detect

gamma rays in the range from 20 MeV to over 300 GeV, and cosmic rays up

to 3 TeV. Its field of view is about 20% of the sky, and in normal operation

scans continuously, covering the full sky in about 3 hours.

The goal of this thesis shall be to establish and carry out a method for

analyzing gamma ray sources in search of a candidate for a DM subhalo, and to

rule out regions of WIMP parameter space in the case of a non-detection. We

present this search for dark matter using 3 years of data from the Fermi LAT

among unassociated sources in the LAT catalog, working with the hypothesis

that DM is composed nearly entirely of LSP WIMPs in the mass range such

that their self-annihilation spectrum falls in the detectable range of the LAT,

and that their spatial distribution and density profiles are well-represented by

recent N-body simulations such as Via Lactea II and Aquarius. Chapter 1 is

dedicated to the history and evidence for DM, SUSY and its candidate DM

particles, and N-body simulations and large-scale structure of the universe. In
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Chapter 2 we detail the structure, subsystems, and performance of the Fermi

LAT gamma ray detector. Chapter 3 explains the general likelihood methods

for analyzing LAT data and the specific source analysis we use to attempt

to discern DM subhalos from other astrophysical sources. And in Chapter 4

we discuss and interpret the results of our analysis. This work builds on and

expands the analysis of [8].
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Chapter 1

Dark Matter - evidence,

models, simulations

1.1 History

Although the problem was not then described in its present formulation, the

earliest hint of cosmological dark matter is generally credited to observations

by Fritz Zwicky [105] in 1933 of the velocities of galaxies in the Coma cluster.

The velocity dispersion is related to the total gravity of the cluster inside the

orbit, and Zwicky found that the cluster’s mass calculated this way was an

order of magnitude greater than the summed mass of the individual galaxies

in the cluster. This suggested the presence of a huge amount of invisible mass.

Several subsequent observations [87, 104] of radial velocities in clusters

were consistent with this result, but the problem did not advance in status

from nagging observational puzzle to major cosmological problem until the

1970’s, when it became possible to measure the rotation curves of galaxies

out to large distances. According to Kepler’s Law, if the mass of the galaxy

were mostly in the stars and dust, the rotational velocities of objects on the

periphery of the galaxy should fall as r−1/2. It was noticed as early as 1939
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[16] that the outer regions of the Andromeda galaxy were rotating significantly

faster than the Keplerian velocity, but using new sensitive instruments, Vera

Rubin and Kent Ford were able to measure Andromeda’s rotation curve to a

very far distance from the center, and showed that it remained constant out

to 8-10 times the distance of visible stars in the disk [78], shown in figure 1.1.

Observations of more spiral and elliptical galaxies produced the same result

[77, 41], suggesting that the bulk of the mass in galaxies was contained in a

spherical halo around the galaxy. Photometry is used to estimate mass based

on luminosity, through well-defined mass-to-light (M/L) ratios. These are

defined according to some baseline ratio (usually the Sun) in some spectral

band (e.g., blue light). Using the data from the rotation curves and from

photometry, the local values of M/L can be found. In the periphery, the very

high rotation speeds lead to M/L values around 200, compared to M/L ∼ 1

which might be expected from the old metal-poor stars that dominate the

periphery. In contrast, M/L ∼ 2− 3 in the central regions of galaxies.

Fig. 1.1: The rotation curve of M31, published in [75], using the optical data
of Rubin & Ford [78].

Early attempts to explain the missing mass posited some yet undiscovered
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population of very dim stars in the halo, such as neutron stars and brown

and white dwarfs, which came to be collectively called MACHOs (MAssive

Compact Halo Objects). Several lines of evidence followed which argued that

the mass could not be mainly composed of such a population of stars, and

that it must be non-baryonic in nature. Searches for MACHOs have been

carried out by several collaborations, of which the MACHO Collaboration [11]

and the EROS-2 Survey [96] were historically the first. These collaborations

searched for microlensing of stars in the Large Magellanic Cloud to detect

these objects. Microlensing is a kind of gravitational lensing, a distortion

of background image by the gravitational effects of a foreground object. In

microlensing, no obvious distortion is apparent in the image, but is detected

from changing amounts of light in time from the background source. These

two studies concluded that the fraction of halo mass from MACHOs was 20%

and 8% respectively, and strongly ruled out a 100% MACHO halo. Further

searches for MACHOs were conducted with the Hubble Space Telescope using

gravitational lensing in star clusters, which found that only about 6% of the

stellar mass is in brown dwarfs [63].

A further theoretical argument against MACHOs followed: Models of galac-

tic evolution [40, 95] show that the M/L of a given stellar population depends

critically on the lower mass limit m0 at which stars in that population form.

This limit was found not to change very much even over a large range of phys-

ical conditions [40], and to get the very large required M/L values suggested

by rotation curves, a m0 much smaller than that of any known population

would be necessary. This by itself is not problematic. However, stellar popu-

lations of different age and metallicity form continuous sequences in physical

and kinematic properties (as in a Hertzsprung-Russell diagram). In the con-

text of this fact it is difficult to explain the stellar and kinematic properties of

a stellar dark halo. Dark halo stars must have a very high velocity dispersion
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compared to the stars in the disk, which would be a large discontinuity in the

dispersion-M/L sequence, indicating that the origin of these stars would have

to be much older than any known population (i.e., they would be “population

III” stars). Recent calculations suggest that population III stars should in-

stead be very massive [73], and therefore are unsuited to represent a present

high M/L population.

These arguments are strong evidence against known kinds of baryonic ob-

jects like brown dwarfs and neutron stars, but still leave open the possibility

of some unknown form of baryonic matter. Nucleosynthesis however, provides

a tight constraint on the baryon fraction of the universe, Ωb = 0.04 [80], which

is much smaller than the total amount of matter, Ωm = 0.2 − 0.3. The Cos-

mic Microwave Background Radiation (CMBR) allowed measurement of the

density fluctuations in the early universe, and there must be sufficient mass

in the universe in order to account for present structure from initial fluctua-

tions. For the baryons alone to be able to account for the present structure,

the initial density fluctuations must be on the order of 10−3. As measurement

of the initial fluctuations improved, the upper limits descended below this,

and thus baryons alone would have been too slow in achieving the necessary

gravitational collapse [49]. The best single piece of evidence for non-baryonic

DM came from observations by the Chandra X-Ray Observatory of a cluster

merger, the Bullet cluster, shown in figure 1.2. Comparing the gravitational

lensing maps (which track the mass) with the X-ray gas maps (which track the

baryons, as the gas is the dominant baryonic component of clusters) shows an

obvious separation of the baryons from the main distributions of mass. This

offset between the baryons and the large massive substructures very strongly

suggests that the baryons make up only a fraction of the total mass, so the

vast majority of the mass is collisionless and contained in a non-baryonic halo

[36]. Despite the violent merger, the M/L in the DM halos is similar to other
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Fig. 1.2: Two images of the bullet cluster. On the left is the optical image
of the individual galaxies. The majority of the baryonic mass of the cluster
however is in the two clouds of hot X-ray emitting gas, shown on the right in
the Chandra map. The green countours are the gravitational lensing maps.
This comparison indicates that most of the total mass of the cluster is due to a
large component of non-interacting (except through gravity) matter which is
mostly separate from the X-ray emission. This separation is considered direct
evidence of DM. From [36]

clusters, which implies that the dark matter is completely decoupled from the

hot baryonic plasma tracked by the X-Ray gas maps. Observations of other

cluster collisions have since corroborated these results [29].

Since DM is the bulk of the mass budget of the universe, its properties

determine much of the formation and evolution of structure in the universe.

Zel’dovich was among the first to discuss this [102], and proposed that matter

first coalesces into pancakes, and then these fragment into smaller structures.

Rivaling this theory was the hierarchical clustering theory by Peebles [71], in

which small structures (on the order of star clusters) form first and then cluster

together. As the evidence for DM accumulated, it became clear that whether

DM particles were relativistic (“hot”) or not (“cold”) when they thermally

decoupled from the rest of the universe, would have a profound impact on

how structure formed in the universe. In Hot Dark Matter, where usually

the DM is neutrinos, the very high velocities of the particles prevent small-

scale density perturbations from forming early or efficiently. Superclusters

and galaxies then form relatively late, which is at odds with the measured
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age of old stellar populations. The Cold Dark Matter scenario, originally

published by Blumenthal et al in 1984, allowed for this structure formation

[26]; small dwarf galaxies form first, and large galaxies and structure form

from a succession of mergers.

Later, observations of distant supernovae [74, 72] showed that the expan-

sion of the universe is accelerating, which led to a cosmological constant Λ

(identified with dark energy) being incorporated into the paradigm, now called

ΛCDM. The predictions of large-scale structure formation in ΛCDM cosmol-

ogy as realized in the Millennium-II Simulation, a very large N-body simula-

tion of DM from z = 127 to today [28], have been very successful in matching

observation (Figure 1.3). The more recent and powerful Bolshoi simulation

[53], using updated values for cosmological parameters, has been able to ac-

count for a wide range of phenomena [98]. The major question has become

the nature of DM itself.

1.2 Modified gravity as an alternative to DM

There are theories which attempt to explain the gravitational phenomena

held to be evidence of DM instead in terms of modified gravity. The Modified

Newtonian Dynamics (MOND) scheme was proposed by Milgrom in 1983

as a way to explain the rotation curves of galaxies [60]. The idea behind

MOND is that the acceleration a of a test particle by a gravitational field

depends on the form m/µ̃(a/a0) instead of simply m, where a0 is a natural

scale, about 10−10 m/ s2, and µ is some function which approaches unity for

large arguments and a/a0 for small arguments, so that acceleration is not

linearly proportional to gravity at small values. Two widespread choices are

µ(x) = x
1+x

and µ(x) = x√
1+x2

.

Remarkably, MOND also provides an explanation for the Tully-Fisher rela-
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Fig. 1.3: The galaxy distribution obtained from spectroscopic redshift surveys
and from mock catalogues constructed from cosmological simulations. The
small slice at the top shows the CfA2 “Great Wall,” with the Coma cluster
at the centre. Drawn to the same scale is a small section of the SDSS, in
which an even larger “Sloan Great Wall” has been identified. This is one
of the largest observed structures in the Universe, containing over 10,000
galaxies and stretching over more than 1.37 billion light years. The wedge on
the left shows one-half of the 2dFGRS, which determined distances to more
than 220,000 galaxies in the southern sky out to a depth of 2 billion light
years. At the bottom and on the right, mock galaxy surveys constructed using
semianalytic techniques to simulate the formation and evolution of galaxies
within the evolving dark matter distribution of the Millennium simulation are
shown, selected with matching survey geometries and magnitude limits. From
[89].
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tion with this same scale [19]. Tully-Fisher is the observation that the baryonic

mass of a disk galaxy is proportional to the fourth power of the terminal rota-

tional velocity of that galaxy. The scale introduced to explain rotation curves

also enters into the proportionality of this relation in the context of MOND,

and agrees well with observation. Importantly, these two parameters did not

necessarily have to have anything to do with one another, but the MOND

paradigm provides a common origin for them. This is an elegant dynamical

explanation for Tully-Fisher, whereas it has been difficult to find a reason for

the relation to emerge from galaxy formation with DM, making MOND an

attractive alternative to consider.

The embodiment of MOND into a covariant theory started with a mod-

ification of the Newtonian (i.e., non-relativistic) field Lagrangian (AQUAL)

such the gradient of the scalar field recovers the µ(x) equation. To make it

covariant, the Lagrangian is made covariant, and the scalar field augmented

suitably. Further refinements led to tensor-vector-scalar (TeVeS) theory [20],

the standard relativistic MOND paradigm (though others exist).

TeVeS has been tested observationally via gravitational lensing. Generally,

TeVeS does well in accounting for strong gravitational lensing [103], but has

difficulty fitting observations of weak gravitational lensing in galaxy clusters

[64] (e.g. the Bullet Cluster shown above). Another test for MOND has

been in cosmology; dark matter plays such a large role in cosmology and

the evolution of structure that a major outstanding question for MOND was

whether it would be able to account for, e.g., the observed structure in the

background radiation . In [86] it was shown that TeVeS can reasonably well

account for evolution of perturbations into observed spatial distribution of

structure, though several differences between GR and TeVeS cosmology exist,

and future observations will be able to test these.
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1.3 DM particle candidates

The success of ΛCDM cosmology gives a set of conditions that a good

candidate of particle DM should satisfy, namely that it is cold, neutral, is

consistent with Big Bang nucleosynthesis, has the appropriate relic density,

and is consistent with a variety of astrophysical bounds (see [94] for a more

extensive test). The two most popular candidates are axions and weakly inter-

acting massive particles (WIMPs), although there is a host of other candidates

such as sterile neutrinos, or particles in a still hidden sector of physics [42].

1.3.1 Axions

Axions are hypothetical particles that arise in Peccei-Quinn theory, which

attempts to resolve the strong CP problem. This is the observation that in

order for QCD to preserve P and CP symmetry, in accordance with observa-

tion, the θ parameter in the QCD Lagrangian must be fine-tuned to a factor

of 10−9. Peccei and Quinn [70] proposed a solution in which they posited a

chiral U(1) invariance — under this symmetry, changes in θ are equivalent

to changes in the definitions of the fields in the Lagrangian, so this would

have no observational consequence, obviating the fine-tuning problem. This

symmetry is spontaneously broken at some scale fa, and the axion is the

corresponding Nambu-Goldstone scalar boson. The mass of the axion is ex-

perimentally constrained to be less than about 3× 10−3 eV by consideration

of how stars and supernova cores would cool by axion emission [69], and to

be greater than about 10−6 eV to effect density perturbations consistent with

the CMBR observations [84]. Although very light, axions are cold because

they are produced non-thermally by the “misalignment mechanism.” The ax-

ions are massless at temperatures above the QCD phase transition, and as

the temperature drops below about 1 GeV, the axion field acquires a mass
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ma due to instanton effects. The field will begin to oscillate about an initial

misalignment angle α1 once ma becomes comparable to the Hubble parameter

H, and these coherent oscillations transform the energy stored in the field into

physical axion quanta. The resulting axion relic density is [84]:

Ωa = 0.15
( fa

1012 GeV

)7/6

α2
1 (1.1)

1.3.2 WIMPs

WIMPs are hypothetical particles which are very massive, very stable, and

which only interact through gravity and the weak force. WIMPs are features of

many extensions of the Standard Model such as Supersymmetry (SUSY) and

Kaluza-Klein theory. Depending on the theory, the relic density of a WIMP

species χ can be produced thermally in the standard freeze-out scenario (the

focus of this thesis), or non-thermally, such as from decays of other particles,

or gravitational mechanisms [35]. In many theories, the WIMP is its own

antiparticle, and can produce detectable photons in pair-annihilation.

In the thermal production scenario, when the temperature of the universe

is higher than the WIMP mass mχ, WIMPs are pair-produced by particle-

antiparticle collisions in the thermal plasma, and these reactions are in equi-

librium with WIMP annihilation reactions. As the universe cools, only the

particles in the tail of the Boltzmann distribution remain energetic enough

to contribute to this production, and so the rate of this production decreases

exponentially. As this is happening, the universe is expanding, and eventu-

ally this expansion outpaces the WIMP annihilation rate, and the number

of WIMPs (per comoving volume) reaches its final value—the WIMPs have

“frozen out” and we obtain the present relic density. The rough criterion for

this happening is that the interaction rate be less than the expansion rate of

the universe, or Γ < H. To find out when this happens, we must solve the
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Boltzmann equation for a theoretical particle model and then require that

the relic density of that particle equal that of dark matter, ΩDM ∼ 0.3. By

making certain reasonable approximations [39], the Boltzmann equation may

be cast in the form:

dY

dx
= − λ

x2
{Y 2 − Y 2

EQ} (1.2)

where the only unknown is Y , the entropy density, defined by Y = nχ/T
3

with n the number density of particle χ. YEQ is the value of Y at equilibrium

(before freeze-out), x = mχ/T , and λ is the parameterization of the ratio of

annihilation rate to expansion rate,

λ =
m3 〈σv〉
H(m)

(1.3)

where 〈σv〉 is the thermally-averaged cross-section, and H is the Hubble ex-

pansion rate. The goal is then to find Y at present day, or very low tem-

perature: Y (x ∼ ∞), which when divided by Ωcrit gives the fraction of the

energy density contributed by the WIMP, Ωχ. Setting this equal to ΩDM then

allows us to calculate the required cross-section. Presently, the relic density

of WIMPs is estimated to be approximately [25]:

Ωχh
2 ∼ 3× 10−27cm3s−1/ 〈σv〉 (1.4)

where h = H0/(100km s−1 Mpc−1). This gives us a cross-section that happens

to be typical of weak interactions at the electroweak scale, which comes out

of the cosmology independent of any detailed assumption of particle physics

- this suggestive coincidence is sometimes called the “WIMP miracle.”
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1.4 Non-SUSY WIMP models

WIMPs can come from a diverse range of theories. Here we summarize

some of the more studied models, before talking more at length about Su-

persymmetry, the theory considered in this thesis. There are a plethora of

other theories besides these which can generate WIMPs, which we cannot list

exhaustively, but refer to [25].

Massive neutrinos were early popular candidates for their “undisputed

virtue of being known to exist” [22], in contrast to nearly all others. As it

became clear that neutrinos were too hot (v ∼ c) and not abundant enough to

account for the observed structure, one approach was to minimally extend the

SM by adding a multiplet with only weak interactions instead of positing new

discrete symmetries. The straightforward option is sterile neutrinos, a fourth

generation which does not interact with SM particles weakly except through

mixing. Constraints on sterile neutrinos from cosmology and astrophysics are

detailed in [1].

In Kaluza-Klein theory, gravity and electromagnetism are unified in a five-

dimensional spacetime. One of these dimensions is compactified, and the

different modes of standing waves on this dimension would appear as a set

of particles called the Kaluza-Klein tower. To maintain stability of these

particles (which would otherwise decay into SM particles), a symmetry called

KK-parity is imposed, which is conservation of momentum along the extra

dimension. The lightest Kaluza-Klein particle (LKP) is then stable. The most

studied example is often called the KK “photon” (really the KK hypercharge

gauge boson B1). Several studies have been carried out regarding their relic

density and direct/indirect detection [81, 33].

In “Little Higgs” theories [79], the quadratic divergences in calculating the

Higgs mass are alleviated by global symmetries in an extended electroweak
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sector. The new particles ensure that this symmetry isn’t broken too severely,

and these particles cut off the divergences in the Higgs loops. The DM can-

didate comes from the introduction of T-parity, under which the new heavy

particles have odd parity, and SM are even - thus the lightest T-odd particle

is stable as the symmetry disallows decay into anything lighter.

1.5 Supersymmetry and WIMPs

Supersymmetry is a hypothetical symmetry in which all Standard Model

particles have partner particles differing by a half-unit of spin; SM bosons have

corresponding SUSY fermions, and vice versa. The suggestion that SUSY

could provide a DM candidate was made as early as 1982 [67]. In SUSY, in

order to keep protons stable it is generally necessary to impose an additional

symmetry called R-parity which is preserved in all reactions. R-parity is

multiplicatively conserved, and defined as:

R = (−1)3B+L+2s (1.5)

where B is the baryon number, L the lepton number, and s the spin of the

particle. Then, SM particles have R-parity 1 and SUSY particles have -1 (as

they have a half-unit different spin). Because of this symmetry, the lightest

supersymmetric particle (LSP) must be absolutely stable, since there are no

lighter SUSY particles to decay into and decay into SM particles would violate

R-parity.

Although there is no direct evidence at present for SUSY, it is one of the

most well-motivated extensions of the SM, as it has the potential to solve

several theoretical and observational puzzles besides providing a good DM

candidate in the LSP. There are several flavors of SUSY, and in this thesis

we consider the minimal extension of SM with SUSY, the so-called Minimal
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Fig. 1.4: Comparison of running gauge couplings in SM (left) and MSSM
(right). From [43]

Supersymmetric Standard Model (MSSM). MSSM was in fact originally moti-

vated by the realization that it could aid in solving the hierarchy problem, the

required fine-tuning of the necessary cancellations of the divergences that arise

in calculating loop corrections to the Higgs mass [59]. Additionally, and just

as important, adding SUSY particles adjusts the beta-functions of the gauge

couplings of SM forces in such a way as to unify at a higher energy scale (figure

1.4), whereas it is known that this fails to happen in the SM [12]. As men-

tioned, in MSSM, we impose the conservation of R-parity, which causes the

LSP to be absolutely stable, and in the case where it is its own antiparticle,

as will be considered in this thesis, is only destroyed via pair-annihilation.

The MSSM has many free parameters, and different parameters will result

in different LSPs. It should also be noted that obviously SUSY is not a

symmetry at everyday energy scales, and so it must be a broken at higher

energy scales; the details of this symmetry breaking also affect which particle

is the LSP. Given that we want to consider one that interacts only weakly and

gravitationally, this narrows down the list of useful candidates to sneutrinos,

gravitinos, and neutralinos, which are, respectively, the SUSY partners of the

neutrino, the graviton, and the electroweak bosons. The sneutrino however

is expected to a have relatively large cross-section for interactions with heavy

nuclei, experiments for which so far have yielded a null result [48]. Typically,
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the neutralino is the LSP, except in gauge-mediated SUSY breaking where

it is the gravitino. In this thesis, we are concerned only with the neutralino

LSP. While gravitinos interact only gravitationally, in some models it may

decay into a photon and a photino, potentially allowing for indirect detection

searches similar to this.

The neutralinos are the supersymmetric partners of the neutral SM bosons.

There are 4 neutralinos, which are each different mixtures of the wino (part-

ner of the neutral weak isospin boson W3), the bino (partner of the weak

hypercharge boson B), and two neutral Higgsinos (partners of the neutral

components of the Higgs doublets, H0
1 and H0

2 ). In different regions of SUSY

parameter space, the LSP neutralino will differ in which is the main part of

the mixture. The neutralino is a Majorana fermion, its own antiparticle, and

so self-annihilates. The mass of WIMPs is typically in the GeV range, so

photons from annihilation would be in the gamma ray spectrum.

1.6 DM detection

Two general strategies for detecting WIMPs exist: direct and indirect. In

direct detection, experiments look for evidence of WIMPs interacting directly

with the detector apparatus. The two most popular detector technologies are

cryogenic detectors and noble liquid detectors. In both cases, the experiments

generally operate in deep underground sites (such as former mines) to reduce

background from cosmic rays. Indirect detection looks for WIMP decay or

annihilation products. These are often gamma rays (the focus of our analysis)

or positrons, but neutrinos are a possibility as well; the IceCube neutrino

observatory has been used to search for DM using a variety of methods [2].
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1.6.1 Direct detection

Cryogenic detectors operate at temperatures below 0.1 Kelvin, and mea-

sure phonon and ionization signals produced when particles scatter off crystal

absorbers. This allows the ability to distinguish between electron and nu-

clear recoils, as most of the background events will be of the former, while

WIMP scattering is expected to be the latter. Examples of cryogenic detector

experiments include SuperCDMS, EDELWEISS, and the planned EURECA

experiment [31, 14, 54].

Liquid noble experiments consist of a large (∼ 10 kg or more) target of

noble gas cooled to liquid phase, and measure the scintillation in the liquid and

its ionization. The ratio of the signals is different for nuclear and electron recoil

events, allowing discrimination between signal and background. Examples of

these experiments are XENON [13] and LUX [10].

Many other techniques also exist; the DAMA/LIBRA [24] experiment

searched for a modulation of the event rate as the Earth orbits the Sun,

as the velocity of the Earth relative to the DM halo will vary over the course

of a year. See [93] for a more complete discussion and survey of dark matter

experiments.

1.6.2 Gamma rays from neutralino annihilation

WIMPs can annihilate into directly into gamma rays and into several dif-

ferent kinds of pairs of SM particles, giving a spectrum with two components:

monochromatic lines from direct annihilation into gamma rays, and contin-

uum gamma rays from the secondary annihilation/decay of particles created

in the annihilation. In this thesis, we consider only continuum gamma ray

spectra, but here briefly talk about line production and recent searches for

line signals.
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1.6.3 Gamma ray lines

Since WIMPs are non-relativistic, annihilation directly into two photons

gives back-to-back gamma rays with energy equal to the WIMP mass mχ (with

a very small spread). If such a line were observed in the gamma ray spectrum,

it would be a “smoking gun” signature of dark matter. Annihilation into γZ

and γH are also possible lines at energy Eγ(Z,H) = mχ(1−m2
Z,H/(4m

2
χ)) but

these have a spread in energy associated with the width of the Z and H

bosons. These processes are at loop level, and so are suppressed by a factor

(α/π)2 but there are certain models in which they are the dominant processes

[47].

1.6.4 Continuum gamma ray production

The spectrum of gamma ray yield depends on the mass, cross-section, and

annihilation channels (initial particles created) of the DM particle. As shown

in figure 1.5, the annihilation first proceeds in one of the channels, then into

mesons (primarily π0) resulting from fragmentation or decay of the tree-level

annihilation state. The dominant channels are typically (as kinematically

allowed) bb, W+W−, τ+τ−, tt, and ZZ, as annihilation into light fermion is

suppressed by the factor (m2
f/M

2
X). These depend on the model, of which

there are myriad, but tools exist (e.g. Pythia [85]) to compute the number

of continuum photons created, and these are fairly general to most Majorana

fermion WIMPs, including the neutralino [32]. Figure 1.6 plots the spectra

of these channels. We consider specifically the bb and τ+τ− channels in this

analysis, as bb is a good representative of several other channels, and τ+τ− is

very distinct from the others.

In cases where the WIMP annihilates into charged particles, it is also im-

portant to consider certain radiative corrections called internal bremsstrahl-
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Fig. 1.5: Schematic illustration of WIMP annihilation through hadronization
(left) and directly into gamma rays (right), and of the analysis chain used in
the Fermi collaboration. The double question mark indicates high uncertainty
in models of dark matter density and new particle theories. From [17]

Fig. 1.6: The gamma ray spectrum per annihilation for a 100 GeV (left) and
500 GeV (right) WIMP. Each curve denotes the result for a different dominant
annihilation mode. From [38]
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ung. Radiation from the charged particles are referred to as final state ra-

diation (FSR), and those from virtual particles (i.e. from somewhere in the

double question mark region in figure 1.5) are internal bremsstrahlung (VIB).

Models have been proposed [23] in which the bremsstrahlung from the virtual

particle is actually the dominant process in annihilation, and may enhance

the cross-section on the order of 104 − 106. We do not consider such models

here, but Fermi data have been used to search for VIB signals [30].

1.7 DM distribution and structure

To search for DM, we also need to know how DM is distributed in the

universe, and how structure forms from the largest scales down to the sub-

galactic. As computing became cheaper and more powerful, several N-body

simulations were done to this end over the last couple decades [37, 90, 28, 53,

65]. In particular we are interested in the structure of galactic DM halos. The

Via Lactea II (VL2) and Aquarius projects are simulations of Milky Way-

sized halos with the goal of studying how such halos evolve, and to compare

predictions of ΛCDM cosmology with observation. VL2 follows the growth of

a MW-size system from redshift z = 104.3 to the present, using cosmological

parameters from 3 years of WMAP observations [88], using over one billion

particles of mass ∼ 103M�. Aquarius consists of six independent simulations

of different halos selected from the Millennium-II simulation. It uses the same

cosmological parameters, which are consistent with constraints from WMAP 1

and 5-year data analyses, although it used an early WMAP value of σ8 which

is now recognized to be too high [76]. Each halo was simulated at a multiple

numerical resolutions, and one was simulated at a force and mass resolution 3

times greater than any other. VL2 was able to resolve subhalos down to the

size of 105 M�, and Aquarius down to 104.5 M�.
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Among the general results from these simulations is the observation that,

as might be expected given the scale-invariant nature of gravity, the halos,

subhalos, and sub-subhalos exhibit a great deal of self-similarity in their shape

and substructure (although Aquarius, resolving four generations of subhalos-

within-subhalos, reports less substructure in subhalos compared to the main

halo). The spherically averaged halo density profile can be approximated over

20 mass decades with the same universal form, called the NFW profile [65]:

ρ(r) =
ρ0

r
rs

(1 + r
rs

)2
(1.6)

This function behaves like a broken power-law which gradually changes from

3 in the outer parts to 1, asymptotically, in the inner parts, with rs, the

scale radius, defining the spatial scale of this transition, and ρs a density

normalization. The value of rs is often given in units of the virial radius,

rvir, and the reciprocal of that value is referred to as the halo concentration,

cvir = rvir/rs.

The inner profile is of particular interest as it is a test of ΛCDM cosmology,

as the difference between cold and “tepid” or “warm” dark matter would only

show up on this scale [58]. In addition to the NFW profile, other profiles

such as the Moore, Einasto, and isothermal profiles have been considered. A

comparison of these is shown in Figure 1.7. VL2 found the inner profiles of the

main halo and subhalos were more cuspy than the NFW profile, with index

scatter around γ = 1.2, whereas Aquarius found the inner regions were fit

better with an Einasto profile with α = 0.16, which is shallower in the center

than NFW. The Einasto profile is defined as:

ρ(r) = ρs e
− 2
α

([ r
rs

]α−1) (1.7)

where the scale parameters are ρs and rs, the density and radius at the point
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Fig. 1.7: Comparison of density profiles, rρ(r) vs r, for a given density nor-
malization ρ0 = 0.3 GeV/cm3 at 8.5 kpc, the distance from the solar system
to the galactic center. From [18]

where the local slope is −2. It should be noted that the inner region of

halos is dominated by the baryons, but due to computational and theoretical

limitations are not separately accounted for in the simulations. More detailed

predictions will require a realistic treatment of the baryons.

These simulations give us guidance for where we can look for a DM an-

nihilation signal. At the largest scale, we might expect some signal in the

diffuse gamma ray background from the halos of unresolved galaxies, where

the challenge is disentangling a DM signal from the gamma ray spectra of

galaxies, AGNs, and so on. The galactic halo has a very high density of dark

matter but also has a large and complicated background to understand from

the galactic disk and bulge. Recent searches have been carried out with Fermi

data in both of these [7, 83]. As mentioned above, because of the hierarchical

formation of the halo, there is also much substructure in the form of gravita-

tionally bound clumps (DM satellites, also called subhalos) and unbound DM

streams. Some of this is visible in the Milky Way dwarf galaxies, which have

the highest M/L ratios of any known objects. These have also been the target

of Fermi analysis [57]. Much of the substructure however does not host visible

24



stars, to the best of our ability to detect. The signal from these would show up

as gamma ray sources with no associations at other wavelengths. These have

the advantage of a lower background compared to the MW center or halo,

but of course since they have no stars, we do not yet know specifically where

they are, and must scan the sky. In this thesis, we focus on the search for

such signals, and we use the data from the Aquarius and VL2 simulations to

model Milky Way subhalo abundance and properties. Projected (integrated

line-of-sight) density squared maps of Aquarius and VL2 are shown in figure

1.8 and 1.9.

1.8 DM galactic subhalos

Simulations predict that the density profile of subhalos is very similar to

that of the main halo. Each simulation was able to resolve over 50,000 satel-

lites within the virial radius of its respective main halo, defined by r200, the

maximum radius which encloses an average density 200 times the cosmologi-

cal mean matter density. VL2 resolved subhalos down to the size of 105 M�,

and Aquarius down to 104.5 M�. Each bound satellite has associated with

it a position with respect to the main halo, a velocity, a tidal mass Mtidal, a

maximum circular velocity Vmax, and a radius of maximum circular velocity

RVmax .

Subhalos also contain within them sub-subhalos and so on. Since the

gamma ray signal from annihilation depends on the density squared, this sub-

structure would enhance the flux compared to a more homogeneous density.

A precise estimate of this boost factor however requires detailed knowledge of

the mass spectrum and density profiles over a dozen decades of mass, which

is far beyond what can be gleaned from current simulations. The boost factor

may be as large as 100 or on the order of 1 [92]. We do not assume any boost
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Fig. 1.8: Via Lactea II projected DM density squared map. An 800 kpc cube is
shown. The insets focus on an inner 40 kpc cube in local density (bottom) and
local phase space density (top). Image brightness is proportional to the log of
the squared dark matter density along the line-of-sight. The mass resolution
is 4,100 M�, and the mass within r200 (402 kpc) is 1.9× 1012M�. From [37]
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Fig. 1.9: Aquarius projected DM density squared map of an approximately 1
Mpc cube at z = 0. Mass resolution is 1,700 M� and mass within r200 (245
kpc) is 1.84× 1012M�. From [90]
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factor in our predicted annihilation signal flux.

One result from simulations that appears to be at odds with observation is

that the predicted number of large satellites of the Milky Way is significantly

greater than the known Milky Way satellites (the Large/Small Magellanic

Clouds and the dwarf spheroidal galaxies). This has been called the “missing

satellites problem” [91]. The Sloan Digital Sky Survey has recently discovered

a new population of ultra-faint dwarf satellites [21], and up to a factor of

∼ 5 − 20 times as many faint galaxies could remain undetected at present

owing to incomplete sky coverage, luminosity bias, and surface brightness

limits [97], which may alleviate this concern. However even if this is the case,

a new problem arises in which the majority of the most massive satellites are

too dense to host the known bright Milky Way satellites. [27] calls this the “too

big to fail” problem, and suggests possible resolutions: if recent simulations

are accurate, it may be the case that galaxy formation is effectively stochastic

at this scale, and the ultra-faint galaxies are hosted by the massive subhalos,

giving them M/L values of 105 − 108. On the other hand, it is possible that

the halos studied in the simulations are not very representative of our galaxy,

which may be due to mere statistical aberration, or perhaps a need to model

baryonic processes, or even different dark matter physics. With this in mind,

we press on.

1.8.1 Gamma-ray flux from Dark Matter Satellites

The photon flux incident on the LAT for a DM source can be expressed as

the product of two factors [44]: a particle physics factor ΦPP which contains

the dependence on the particle model, and the astrophysical J−factor that

contains the dependence on the DM distribution in the source, i.e., the density

profile:

Φγ = ΦPP × J (1.8)
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Going into the particle physics factor are the mass mχ and the thermally

averaged cross-section 〈σv〉. The underlying physics of the particle supplies

the relative differential photon yield dNf/dE for Standard model final state

f , with Bf its branching ratio:

ΦPP =
〈σv〉
8πm2

χ

∫ ∑
f

dNf

dE
Bf dE (1.9)

The J-factor in the direction θ (relative to the center of the subhalo) is the line-

of-sight (l) integral of the square of the density profile ρ within a solid angle

dΩ. The total J−factor is J(θ) integrated over the solid angle of observation

∆Ω = 2π(1− cos θ).

J =

∫
∆Ω

dΩ

∫
l.o.s.

ρ(l)2 dl (1.10)

For satellites at large distances D from the Earth, the J-factor can be approx-

imated by

J ≈ 1

D

∫
V

ρ(r)2dV (1.11)

where the volume integration is performed out to the satellite tidal radius

[99].

The differential mass spectrum of subhalos is fit by a power law, dN/dMsub

∼M−a
sub, where a is found to be very close to −1.9 in both VL2 and Aquarius

simulations. This steep slope implies there is a significant amount of mass in

small subhalos that are unresolved in current simulations, meaning that small

nearby subhalos could also be viable sources for gamma ray detection. The

previous subhalo analysis performed an extrapolation of this function down to

a tidal mass of 1M�, and estimated that these subhalos would have a minimal

effect (< 5%) when setting upper limits on 〈σv〉 [8], based on calculation of

their J−factors.

We now have some guidance for a set of criteria we can use to attempt to
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distinguish DM satellites from other astrophysical sources. They will have a

characteristic spectrum (depending on the DM particle), they will have spatial

extension, they should not be variable in intensity, and they should not have

any counterparts at other wavelengths. Before detailing the analysis methods

used to discern DM satellites quantitatively using these considerations, we de-

scribe the Fermi LAT instrument, its data products, and statistical methods.
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Chapter 2

Fermi Large Area Telescope

The Fermi Gamma-Ray Telescope was launched by NASA on June 11,

2008 from Cape Canaveral, and the Large Area Telescope (LAT) is the main

gamma ray detection instrument on board. Also contained is the Gamma-

ray Burst Monitor (GBM), a detector covering the 8 keV to 40 MeV energy

range dedicated to studying gamma ray bursts. The LAT is a pair-conversion

telescope which has the capability to detect gamma rays in the range from

20 MeV to over 300 GeV, and cosmic rays up to 3 TeV. Fermi’s orbit is at

∼565 km and 25.6◦ inclination, and its field of view covers about 20% of

the sky at a time. In normal “scanning” operation, the instrument z-axis is

pointed to 50◦ (increased from 35◦ at the beginning of operation) North or

South of the zenith (the direction away from the Earth) on alternate orbits.

Thus the LAT achieves near uniform sky exposure after 2 orbits, covering

the full sky in about 3 hours. The LAT does not take data while inside the

South Atlantic Anomaly (SAA), a region of the inner Van Allen radiation

belt; the fraction of time spent in the SAA is 14.6%. The LAT may also be

pointed at interesting targets of opportunity such as pulsars or gamma ray

bursts. The LAT has a continuous output data rate of about 1.5 Mbits per

second. Data are stored on Fermi and transmitted to the ground about 10
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times per day from the satellite through NASA’s Tracking and Data Relay

Satellite System to ground terminals at the White Sands Complex, and then

to the LAT Instrument Science Operations Center (ISOC) at SLAC.

In this chapter, we describe the structure, performance, and data process-

ing pipeline of the LAT. A full technical description can be found in [15],

and an updated description of instrument performance based on 3 years of

observations in [6].

2.1 Structure

The LAT is composed of a 4× 4 array of towers, each of which consists of

interleaved tungsten (Z = 74) pair-conversion foils and silicon strip particle-

tracking detectors, and a cesium iodide calorimeter. The entire assembly

is covered by an anticoincidence detector (ACD), whose goal is to reject the

charged particle background, and a multi-layer insulation and micrometeoroid

shield. A diagram and picture are shown in figure 2.1. As a gamma ray enters

the LAT, it pair-converts predominantly in the high-Z foils. These e+e− pairs

are tracked by the strips, and the energy of the gamma ray is measured by the

deposition of the electromagnetic shower into the calorimeter. The on-board

software then uses the triggers from the subsystems to build events and reject

most of the charged-particle background before the data are transmitted to

the ground.

In each tower, there are 18 tracker planes that record the passage of charged

particles, and the upper 16 tracker planes are preceded just above by tungsten

foils. Each plane has 2 layers (x and y) of silicon strip detectors with a pitch

of 228 microns, spaced apart by 2 mm gaps. These planes are supported

by 19 composite panels, or “trays,” each with a thickness of about 3 cm.

The first 12 foils (the “front converters”) have a depth of 0.035 radiation
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Fig. 2.1: Schematic cutaway view of the LAT showing the micrometeoroid
shield, ACD, and towers (left), and a picture of the 16 towers in the grid
(right) before the ACD assembly. From [82].

Fig. 2.2: Schematic view of the Large Area Telescope silicon tracker. Each
tower includes 19 tray structures constituting the basic mechanical framework
and housing both the silicon detection planes and the converter foils. From
[82].
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lengths, while the next 4 (“back converters”) have 0.18. The presence of two

different converter thicknesses is intended to find a good balance between

angular resolution and effective area—thicker material increases the effective

area but also increases multiple scattering, spreading the e+e− pairs which

makes directional reconstruction less precise. Instrument simulations show

that the sensitivity of the LAT to point-sources is approximately balanced

between the front and back tracker sections. The bottom two tracker planes

have no converter, as a conversion in these planes would never achieve the

three tracker plane hits in a row required by the trigger, and so would only

add to multiple scattering, degrading the resolution.

The calorimeter module at the bottom of each tower consists of 8 layers

of 12 CsI(Tl) crystals with each crystal of size 2.0 × 2.7 × 33.6 cm, and has

a depth of 8.6 radiation lengths at normal incidence (total instrument depth

including the tracker is 10.1 radiation lengths). Each layer is aligned 90◦ with

respect to its neighbors, forming an xy “hodoscopic” array. As the shower goes

through the calorimeter, it ionizes the CsI molecules and induces scintillation

in the crystals, measured by photodiodes at each end of the long dimension

of the crystals. The segmentation allows imaging of the shower development

profile which provides an estimate for the fraction of energy that escapes

the calorimeter, contributes to background rejections of protons, and gives a

measurement of the centroid of energy deposition which serves as an anchor

point in the track reconstruction algorithm.

The anti-coincidence detector (ACD) comprises 89 independent plastic

scintillation tiles which surround the top and sides of the LAT, whose function

is to distinguish the large charged particle background from gamma rays. The

background can outnumber the gamma rays by a factor of up to 105 [61]. The

LAT specification is to have any residual background be at the level of no more

than 10% of the diffuse gamma ray background. This requires a factor of 106
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suppression of protons and 104 of electrons. The proton rejection is done by

the ACD along with the tracker and calorimeter. Reconstructed track events

are extrapolated backwards to the ACD, and the event is rejected if there is

a signal in the closest ACD tile. Electron and gamma ray cascades however

look similar in the calorimeter, so only the ACD and tracker are used for this

background rejection. The tracker assists by requiring the conversion point

of an event be identifiable by the absence of a signal in the layers projected

backwards from the path, however this comes at the cost of photon efficiency

as some photons will convert in the ACD. The estimated efficiency of the

cosmic-ray detection is greater than 0.9997. The segmentation in the ACD

also alleviates much of the false veto from the cascade of high-energy photons

travelling back up through the tracker and triggering the ACD by Compton

scattering, called “backsplash;” only the ACD segment in the projected path

of the photon may contribute to the false veto.

The Data Acquisition System (DAQ) is the on-board hardware and soft-

ware consisting of several modules which collect data from the other subsys-

tems, implement the multi-level event triggers, and provide on-board event

processing. The first level of the trigger is hardware; the primary gamma

ray trigger is the “three in a row,” 3 consecutive tracker planes. There are

also adjustable calorimeter triggers based on energy deposition into a crystal.

The ACD also has two triggers, a veto signal and a CNO (carbon-nitrogen-

oxygen) signal, which is used to identify heavy (Z > 2) ions. A module called

the GEM then combines the signals it receives in a 600 ns window and de-

cides whether to accept the event and how read out the detector. Typical

dead time from processing events is about 26.5 µs, which compared to a few

kHz for the typical frequency of particles hitting the LAT, means that the

LAT can trigger on nearly all particles that come across it; trigger dead time

fraction is ∼9%. The second trigger level is software, the Event Processing
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Units which apply filters to events to optimize rejection of charged particle

background events and maximize the rate of gamma-triggered events which

are downlinked. About 400 Hz of events are sent to the ground, of which a

few Hz are gamma events.

Analysis on the ground (described in the following section) is responsible

for the final discrimination between background and Earth albedo gamma

events from celestial gamma events. After event reconstruction, the event is

analyzed to determine the accuracy of the energy, direction, and identification

as a gamma ray. The estimates are done using probabilities generated by

classification trees, which were built using large sets of Monte Carlo (MC)

events from the LAT simulation package. The considerations for rejecting

backgrounds involve the topology of the events in the tracker and identification

of an electromagnetic shower. Combined with the rejection done by the DAQ,

overall the background is reduced by a factor of about 106 while preserving

gamma ray detection efficiency in excess of 75%.

2.2 Event reconstruction, analysis, and clas-

sification

2.2.1 Event reconstruction

The raw data from the tracker, calorimeter, and ACD are used to re-

construct the photon physical quantities (energy and direction) according to

established event analysis schemes. The pre-launch version of these proce-

dures is called “Pass 6,” since replaced by “Pass 7” in August 2011, which

was used to produce the second Fermi LAT catalog (2FGL) [68]. Each version

has associated with it standard event classes, in which events are categorized

according to the quality of the reconstruction for different analysis purposes,
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and instrument response functions (IRFs), which are representations of the

instrument performance.

An example of an event is shown in Figure 2.3. The starting point for the

energy evaluation is the measured energy deposition in the calorimeter crys-

tals. The centroid of the energy deposition is determined, and the principal

axes of the shower are calculated by means of a principal moment analy-

sis. Energy deposition in the tracker must also be accounted for, and this is

evaluated by treating the tungsten-silicon detector as a sampling calorimeter.

Three separate algorithms are used to estimate the energy of an event, and

the only major point of difference between Pass 6 and Pass 7 is that the latter

applies separate corrections for biases in each algorithm.

The goal of tracker reconstruction is to find the most likely incident di-

rection of the photon. This is accomplished by assembling clusters of adja-

cent hit strips into track candidates by combinatorial analysis according to

two different algorithms: CAL-Seeded Pattern Recognition (CSPR) in which

the trajectory is assumed to point at the centroid of energy released in the

calorimeter, and the Blind Search Pattern Recognition (BSPR) which can be

used when there is little or no energy deposited. Both are weighted to con-

sider the best candidate track to be the one which is both pointing toward

the calorimeter centroid and is the longest and straightest. In the CSPR,

the main axis of the calorimeter energy deposition is also considered. At the

completion of the CSPR algorithm, the best candidate track is selected and

confirmed as a track, and the clusters in it are flagged as used. The CSPR

algorithm is iterated until no further tracks can be assembled from the un-

used tracker clusters, then proceed with the BSPR. If more than one track

is found for a given event, a vertexing algorithm is applied that attempts to

compute the most likely common origination point of the two highest quality

(i.e., longest and straightest) tracks, and to use that point as a constraint
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in combining the momenta of the tracks to obtain a better estimate of the

direction of the incoming gamma ray.

In the ACD phase, these tracks are projected back to the ACD to check

whether this track intersects a tile or ribbon with non-zero energy deposition.

If the ACD element has no energy deposition, the distance to the nearest tile

with non-zero energy deposition is calculated. This information is then used to

consider whether the event should be rejected as charged particle background

in later analysis.

2.2.2 Event analysis

After event reconstruction is the event-level analysis procedure, in which

simpler representations of the event characteristics are extracted from the

complex structures assembled during the reconstruction phase, which are used

for the final assignment of the event energy and direction, and for background

rejection. The final product is an event-by-event array of simple quantities rel-

evant for scientific analysis: energy, direction and estimates of the probability

that a given event is a gamma ray.

For each event, the output of the tracker, calorimeter, and ACD recon-

struction is digested into a set of a few hundred figure-of-merit quantities,

whose analyzing power has been studied and optimized with MC simulations.

Then, the best likely estimate of energy is selected from the three reconsstruc-

tion algorithms using a classification tree analysis, and the event is assigned

a quantity estimating the quality of the reconstruction PE. Similarly for the

event direction, a CT analysis is used to select the measured direction from

the available options: the best track, the best vertex, and these two options

again but using the calorimeter centroid of energy deposition as an additional

constraint. An additional CT analysis is used to estimate the quality of re-

construction, Pcore, the probability that the direction falls within the nominal
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-ray directionγIncoming

(b)

CAL centroid

CAL axis
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TKR vertex

TKR best tracks (1 and 2)

Fig. 2.3: Event display of a simulated 27 GeV gamma ray (a) and zoom over
the calorimeter (b) and tracker (c) portions of the event. The small crosses
represent the clusters in the tracker, while the variable-size squares indicate
the reconstructed location and magnitude of the energy deposition for every
hit crystal in the calorimeter. The dotted line represents the true gamma ray
direction, the solid line is the calorimeter axis, and the dashed lines are the
reconstructed tracker tracks. The backsplash from the calorimeter generates
tens of hits in the tracker, with two spurious tracks reconstructed in addition
to the two associated with the gamma ray (note that they extrapolate away
from the calorimeter centroid and do not match the calorimeter direction).
It also generates a few hits in the ACD, which, however, are away from the
vertex direction extrapolation and therefore do not compromise the ability to
correctly classify the event as a gamma ray. From [6].
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68% containment core as defined by a simplified analytical model of the PSF.

Background rejection first proceeds by identifying events for which evidence

clearly indicates that a charged particle entered the LAT from inside the

field of view. This stage is referred to as Charged Particle in the Field-of-

view (CPF) analysis. Here, a series of filters are applied which classify as

background any events for which the best track has hits all the way to the

edge of the tracker, and either points to an ACD element which has significant

deposited energy or points directly to the less sensitive ACD areas, such as

corners or gaps between the tiles. Next, the procedure attempts to account

for events where the best reconstructed track does not represent the incoming

particle well. This can happen for a variety of reasons, such as a calorimeter

backsplash particle being assigned the best track, or when the particle passes

largely in the gaps between the tracker towers. Events for which the total

energy deposited in the ACD is too large to be accounted for by calorimeter

backsplash are classified as background. At this point, all events classified as

charged particles are removed from further consideration and are passed to

separate analyses to identify various species of charged particles. Another CT

analysis is performed, combining all the available information into an estimate

of the probability that the event is from charged particle backgrounds, PCPF .

The performance of this stage depends on energy and incident angle, but

roughly more than 95% of background is removed by these cuts, as is about

10% of the gamma ray sample.

The remaining stages of the event analysis are based on topology of energy

deposition in the tracker and calorimeter. Since eletrons and positrons cause

electromagnetic showers that look extremely similar to gamma ray interations,

these will not have much additional discriminating power against such back-

grounds, and serve primarily to identify hadronic charged particle background

events. Such events are not immediately removed, but only flagged to allow
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for removal from higher purity event classes. In the tracker, the events that

are flagged are those with energy deposition in the tracker planes expected

for heavy ionizing particles as well as events with very high energy deposition

in the first hit layers of the tracker, which is a signature of a particle coming

through the calorimeter that ranges out in the middle of the tracker. In the

calorimeter, general cuts are made which flag events coming from the side

and bottom of the LAT. From then on, analysis of the tracker and calorime-

ter topology are similar to one another. In each, events are divided among

5 branches depending on their topology, and in each branch a cut and a CT

analysis is run, which provide estimates of the probability that the event is

a gamma ray, PTKR and PCAL. After these analyses, a final CT analysis is

run using all available information, including the outputs of CT analyses from

previous phases.

2.2.3 Event classes

At this point, the event analysis has produced a number of specifiers of

event reconstruction and classification quality on an event-by-event basis: the

energy and direction reconstruction qualities PE and Pcore, the gamma ray

probabilities from the CPF, tracker, and calorimeter analysies, and the overall

probability from the final step, PCPF , PTKR, PCAL, and Pall respectively.

These quantities are used to define event classes, optimized for different ranges

of astrophysical source analyses. These classes are nested: each succeeding

selection is a strict subset of the previous ones.

For the standard event classes, a few fiducial cuts are made to include only

events that have some chance to be useful for most analyses, namely events

for which an energy and direction can be reconstructed. The event must have

a reconstructed track to allow for a direction estimation, and this track must

point to the calorimeter, cross at least 4 radiation lengths of calorimeter ma-
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terial, and deposit at least 5 MeV of energy in it. This removes events that

deposit all their energy in the tracker or miss the calorimeter, and events

that do not have reconstructed tracks but have enough information in the

calorimeter to derive an estimate of the even direction. The classes are de-

scribed below, with a more detailed description in [6].

The Pass 7 classes have improved performance and/or lower background

contamination relative to Pass 6. Generally, the selections were tuned to give

roughly the same background contamination rates, while gaining in effective

area. The Pass 7 event selections are based only on quantities that have been

shown to be well modeled in the Monte Carlo simulations. Therefore the

associated IRFs do not require any flight based correction of the type that

was applied in making the P6 V11 DIFFUSE IRFs. The relative selection

efficiencies for the event classes (described in the following paragraphs) as

well as previous stages of the event selection process are shown in Figure

2.4, and estimates of the rates of residual particle backgrounds for the three

higher-purity classes is shown in Figure 2.5. The intended use and summary

of cuts in the Pass 7 classes are itemized below. Brief descriptions of these

classes and rough correspondence to the Pass 6 classes are given in table 2.1.

• The Transient class has the lowest purity, and is used primarily in anal-

ysis of brief transient sources (e.g., GRBs) for which high purity is not

required. The cuts have the aim of achieving a residual background rate

of a few Hz while maintaining a large efficiency for gamma rays. As

a point of comparison, a background rate of 2 Hz results in one back-

ground event every 5 sec inside a 10 radius about a source. The cuts

are few and loose: there are minimal cuts on the quality estimators, on

energy and calorimeter deposition, and on PCDF and Pall.

• The Source class is intended for the analysis of point sources, and so re-
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quires a lower background rate to minimize impact on source detection

and characterization, as well as consideration for systematic uncertain-

ties below 1 GeV. The cuts for this class and the higher-purity classes

were developed and optimized using on-orbit data samples as well as

MC simulations. The cuts include events flagged during tracker and

calorimeter topological analysis and tighter requirements on PE, Pcore,

and Pall.

• The Clean class is intended for analysis of diffuse gamma ray emission.

The background contamination is reduced to ∼0.1 Hz, compared to the

total Galactic diffuse contribution of ∼1 Hz. The selection includes

cuts designed to reject specific backgrounds such as cosmic rays coming

through gaps in the ACD, and cuts on calorimeter topology designed to

remove hadronic cosmic rays.

• The Ultraclean class reduces background contamination further still for

analysis of the extragalactic diffuse gamma ray emission. It achieves

∼40% lower contamination than the Clean class, and consists only of a

tighter, energy-dependent cut on Pall.

One other important point is that the excellent stability of the LAT subsys-

tems means that changes in performance over time are not a consideration in

defining the event analyses or IRFs; the small changes in performance at the

subsystem level are easily addressed by calibrations applied during the event

reconstruction procedure. This allows IRFs to be produced that are valid for

the entire mission time, simplifying the data analysis task by removing the

need to split the LAT data by time range.
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we require a direction and energy to use a gamma ray for science analysis we
consider only events with at least one track found and that pass the fiducial
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Fig. 2.5: Best estimates of differential rates of residual particle backgrounds
for the Source (a), Clean (b), and Ultraclean (c) event classes. Individual con-
tributions from primary CR protons, primary CR electrons, and secondaries
from CR interactions are shown. The corresponding count rates for the ex-
tragalactic gamma ray background measured by Fermi in [4] are also overlaid
for comparison. From [6].
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Table 2.1: LAT event classes

P7 Analysis class (P6
Equivalent)

Residual
background
rate (Hz)

Description

Ultraclean (None) < 0.1

Highest quality and lowest background selec-
tion. Overconservative, entails a significant loss
of effective area. Mainly to use as a cross check
that observed features are not due to cosmic-
ray contamination.

Clean (DataClean) 0.1

Very high quality and low background selection.
Recommended for analyses that integrate large
regions of the sky. Reduces non-photon spectral
features to very low levels.

Source (Diffuse) < 1

High quality selection, residual rate comparable
to irreducible limit, and tails of PSF at high-
energy minimized. Recommended for most
analyses.

Transient (Transient) 2
Lower quality selection, maximizes effective
area at expense of high residual background
rate. Used for transient or timing analysis.

2.3 IRFs

The Instrument Response Functions (IRFs) are parameterized representa-

tions of the instrument performance, and describe the probability of obtaining

the reconstructed physical quantities given the true quantities, which is de-

termined by the effects of the detector and the algorithms used to reconstruct

photon events from tracker and calorimeter data. The initial Pass 7 IRFs

are the “P7CLASS V6” set, derived from flight data. Most generally, we can

write the probability in the form:

R(E ′,Ω′|E,Ω) (2.1)

where we have assumed time-independence, E and Ω are the energy and

direction of the photon, and the primed and unprimed quantities are the

measured and true quantities. This can be factored into two components,

the point-spread function (PSF) which describes likelihood to reconstruct a
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gamma ray with a given angular deviation δv = |v̂′ − v̂|, and the energy

dispersion (∆E). This can be rewritten as:

R(E ′,Ω′|E,Ω) = PSF (Ω′|E,Ω)×∆E(E ′|E,Ω) (2.2)

Additionally in the IRFs there is the effective area Aeff , the parameter that

determines the rate of detecting signal photons given an incident flux F , which

is a function of the geometrical area and the conversion probability—including

the efficiency of the reconstruction algorithms—at different incidence angles

and energies. So overall, the differential photon flux we expect from a source

of flux F (E,Ω) is written:

dNs

dt
(E ′,Ω′) =

∫
E

∫
Ω

Aeff (E,Ω) ·∆E(E ′|E,Ω) ·PSF (Ω′|E,Ω) ·F (E,Ω) dEdΩ

(2.3)

The parameterization of the PSF used in the Pass 6 IRFs was built based

on MC simulations, and have been updated using on-orbit data for Pass 7.

The energy dependence of the PSF is factored into a scaling term:

SP (E) =

√√√√[c0 ·
(

E

100 MeV

)−β]2

+ c2
1 (2.4)

where β, c0, and c1 are parameters with fixed values for each conversion type

(front vs back). From this, the scaled angular deviation, θ, is defined as:

θ =
δv

SP (E)
(2.5)

The effect of the scaling is to make the profile almost independent of energy,

in that the maximum is always close to x = 1 for all energy bins while the PSF

68% containment varies by almost two orders of magnitude from 100 MeV to

100 GeV. The base function used to model the PSF is referred to as a King
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function [52]:

K(x, σ, γ) =
1

2πσ2

(
1− 1

γ

)
·
[
1 +

1

2γ
· θ

2

σ2

]−γ
(2.6)

where σ and γ are parameters to be fit. In practice, their values for different

energy bins and incidence angles are stored in tables. In the limit of large γ,

the King function basically becomes a Gaussian, so γ can be seen as a param-

eter that characterized deviation from the “ideal” Gaussian, and σ sets the

overall angular scale. The PSF model has been fit to the measured 68% and

95% containment radii using a procedure which fits the width of bright point

sources using flight data, described in detail in [9]. Although the PSF does

have some dependence on incidence angle (on the order of 10%), given sta-

tistical limitations this is not measured, and instead an acceptance-weighted

average over incidence angle is calculated. Azimuthal dependence is in al-

most all cases weaker than this dependence. The containment radii for the

P7SOURCE V6 PSF are shown in Figure 2.6.

The energy dispersion is generally asymmetric, with the most prominent

tail being toward lower energies. This makes the energy redistribution difficult

to parameterize. Since most source spectra are steeply falling with energy,

the low-energy tails in the dispersion are relatively harmless. By default

the energy dispersion is not taken into account in the standard likelihood

analysis (this is maintained all throughout our analysis here as well) due to

computational limitations. However, the effect of the finite energy resolution

is generally negligible compared with other sources of systematics (see §7.4 in

[6]). Energy dispersion performance is shown in Figure 2.7.

The effective area Aeff depends on the geometrical cross-section of the

LAT as well as the efficiency for converting and correctly identifying incident

gamma rays. Because of the complexity of determining these, Aeff is evalu-
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Fig. 2.6: 68% (solid) and 95% (dash) PSF containment for normal-incidence
photons as a function of incident energy (left), and for 10 GeV photons as a
function of incident angle (right) for P7SOURCE V6 IRFs. From [106].

Fig. 2.7: 68% energy containment for normal-incidence photons as a function
of incident energy (left), and for 10 GeV photons as a function of incident
angle (right) for P7SOURCE V6 IRFs. From [106].

ated using high statistics MC simulations and corrected based on flight data.

These simulations generate tables of Aeff as a function of energy and inci-

dence angle, for both the front and back converters. Second-order effects from

azimuthal- and livetime-dependence are also accounted for. The effective area

is plotted in Figure 2.8.
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Fig. 2.8: Effective area for normal-incidence photons as a function of incident
energy (left), and for 10 GeV photons as a function of incident angle (right)
for P7SOURCE V6 IRFs. From [106].
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Chapter 3

Analysis

In this chapter we introduce the analysis methods for the DM satellite

search. We describe the data set from the LAT and our initial set of candidate

sources, define the spatial extension and spectral tests and the criteria used

to identify a potential dark matter satellite.

3.1 Likelihood methods for LAT data

The angular resolution in gamma ray telescopes limits how well we can

resolve astrophysical background from the sources. In Figure 2.6, we can see

that the scale of the point-spread function (PSF), characterized by the 68%

containment, is about 5◦ at 100 MeV, and still 1◦ at 1 GeV, making source con-

fusion a very palpable problem. Additionally, the orientation of the LAT with

respect to the source is constantly changing, which also changes the instru-

ment response—the number of photons received cannot be converted directly

into a flux, even if we had perfect angular resolution. These considerations

motivate likelihood techniques for LAT data analysis, which incorporate the

energy and angle dependence of the IRFs and work in terms of instrumen-

tal (instead of physical) quantities. Here we define the likelihood functional
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form, and describe the pointlike software package which does the maximum

likelihood analysis of LAT data.

3.1.1 Likelihood analysis

Simply put, the primary goal of our analysis of LAT sources is to compare

how well different models fit the data. We quantify this with the likelihood

L, which is the probability of obtaining the data given some input model

with adjustable parameters. We fit the model to the data by varying these

parameters until L is maximized. More formally, we characterize a source

with a probability density function (pdf). For our purposes, this is the flux

density, F (E,Ω), the rate of photons per unit energy/area/time from a solid

angle dΩ around the sky position Ω.

The spectral model of a source is characterized by a vector of model pa-

rameters
−→
λ (e.g., spectral index and normalization for a power law source),

and we can write the measured physical parameters (energy and direction) as

a vector −→x , so the pdf of the input model is expressed as F (−→x ;
−→
λ ). That is

to say, given the model parameters
−→
λ , the probability of obtaining data near

the value −→x is F (−→x ;
−→
λ )
−→
dx. We can also consider this same expression to be a

function of
−→
λ , that is, having measured −→x , we can find the model parameter

values most likely to have yielded the measured values. When viewed this way,

the quantity is called the likelihood, L. Also note that using Bayes’ Theorem,

the likelihood can be converted into the posterior probability, which allows

the construction of confidence intervals, the probability that the true value

lies within some interval around the estimate.

We will almost always be dealing with a very large number of photons

(103 − 104), which makes an unbinned likelihood analysis computationally

very expensive, so often the data will be binned in energy and position in the

sky. There is a tradeoff between accuracy and computation time however, as
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binning destroys some amount of information about the photon. Detecting

a photon in one of these bins is a Poisson process, so the probability pj of

detecting nj events in the jth bin where the model predicts mj is:

pj = m
nj
j

e−mj

nj!
(3.1)

And the likelihood L is then the probability of observing the detected counts

in each bin, i.e. the product of the probabilities for all bins. Noticing that

the product of e−mj over all j is just e−Npred where Npred is the total number

of predicted counts in all bins, the likelihood is written:

L = e−Npred
∏
j

m
nj
j

nj!
(3.2)

Implicit is the assumption that we can accurately predict mi, i.e., that we

know what the model looks like to the detector, which is described by the

IRFs.

The likelihood is generally a very small number for large data sets (we

will typically have on the order of 10,000 bins, and the probability pj in each

of these bins will often be much less than 1). Because the logarithm is a

monotonic function, the logarithm of a function achieves its maximum value

at the same points as the function itself, so we instead work in terms of the

natural logarithm of the likelihood, the “log likelihood,” which is easier to

compute.

To understand the significance of the fit model, it must be compared to

the null hypothesis. We will specify the results of our hypothesis testing using

the Test Statistic, which is defined as:

TS = −2 ln(L0/L1) (3.3)
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where L0 is the maximum likelihood for the null hypothesis, which is a model

with only background and no additional source, and L1 is that for a model

with the source at the specified location (alternative hypothesis). Thus the

TS is related to the probability that the excess photons at the putative source

location can be explained as a background fluctuation.

3.1.2 Pointlike

Pointlike [51] is an analysis tool which performs a maximum likelihood

analysis, maximizing the Poisson likelihood of finding the observed counts,

given floating parameters of the spatial and spectral model of the source and

the background. At the highest level, it is a collection of Python modules.

Pointlike bins data using HEALPix [46], a tesselation of the sky by equal-area

pixels. The base tesselation comprises 12 pixels, which can be subdivided into

a finer tesselation. Pointlike bins first into logarithmic energy, and then bins

spatially in each energy band such that the binning is much smaller than the

PSF in that band.

To compare a model to observation, pointlike begins with the characteriza-

tion of a model with its flux density (i.e., its pdf), and folds the intrinsic source

rates through the instrument response function by doing the integration in Eq.

2.3. Although not explicitly expressed there, there is some time-dependence

even for steady sources, so an integral over time is also performed. Livetime

spent at different pointing angles introduces time-dependence into the PSF,

and trigger deadtime and the reconstruction effectiveness due to changing

charged-particle background are represented in an seperate efficiency factor.

Pointlike performs the time integration by discretizing over the 30-s time inter-

vals in the spacecraft position and orientation file (FT2 file, see section 3.2.4),

and over 40 bins in cosθ to integrate out the time-dependence introduced in

the PSF. The result is the calculation of the “exposure-weighted PSF,” which
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is independent of the source and can be pre-computed.

The energy integral is broken into smaller integrals over many energy

bands, and evaluated with a composite Simpson’s rule quadtrature over loga-

rithmic energy. For point sources, the PSF is pulled out of the energy integral

using the Mean Value Theorem by evalutating it at some energy in each in-

terval, which in practice is within a few percent of the geometric mean of the

energy band. This is not done with extended or diffuse sources, since the

spatial morphology of such sources can change with energy.

The spatial integral requires integrating the expected rate per unit solid

angle over the entire ROI and over each data pixel. In the latter, pointlike

makes use of the fine binning and uses a central value approximation. The

integral over the ROI can be reduced to an integral linear in the King func-

tion. For diffuse sources, the convolution of the source extension with the PSF

also must be done. The source extension may be specified with an analytic

function, or can be represented as a mapcube (as with the Galactic diffuse

model) in which case pointlike will construct a continuous function by inter-

polating it. The convolution is evaluated by sampling this function and the

exposure-weighted PSF on a regular grid, and performing a 2D Fast Fourier

Transform on each, eventually resulting in a pixelated image plane containing

the convolved diffuse model. The source flux rate can then be easily computed.

For a source with an NFW density profile, the actual shape of the exten-

sion as seen by Fermi requires doing the line-of-sight density-squared integral

(equation 1.11) with the NFW profile in for ρ in order to get the J-factor.

This integral is difficult to solve analytically, and so is represented numeri-

cally in a look-up interpolation table which evaluates J as a function of source

extension α and offset angle θ from the center of the source. Respectively,

these are represented in the table with 100 entries log-spaced from 0.01◦ and

15◦, and 300 entries log-spaced from 1× 10−4 degrees to 25◦.
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The default fitter for pointlike is the BFGS [66] algorithm in scipy via

fmin bfgs. It uses an analytic calculation of the gradient of the likelihood

function dL(λ)/dλi to find its maximum and determine its curvature. It may

also use the downhill simplex algorithm (in scipy via fmin), which makes use

of the log likelihood only, if it is too difficult to implement for a spectral model.

The errors are estimated from the inverse of the Hessian matrix of L.

3.1.3 Chernoff’s and Wilks’ Theorems

Wilks’ theorem [101] is a result about the asymptotic distribution of the

Test Statistic (eqn. 3.3) of nested hypotheses. Two hypotheses H and H ′,

characterized by their respective sets of possibilities which satisfy them, S and

S ′, are nested if S ⊂ S ′. If the null and alternative hypotheses are nested, then

as the number of null hypothesis trials approaches infinity, the TS distribution

will behave as χ2
k, where k is the number of extra dimensions in the alternative

hypotheses. More precisely, if the hypothesis that a parameter vector θ lies

on an r-dimensional plane of k-dimensional space is true, the TS distribution

is asymptotically that of χ2
k−r. This allows one to calculate the significance of

a given TS directly from the χ2-distribution, as opposed to doing a large set

of trials to determine it empirically.

A variation on this theme is Chernoff’s Theorem [34], which applies when

the null hypothesis θ lies on the surface of a (k − 1)-hyperplane, and we test

whether θ is on one side of the hyperplane in a k-dimensional space. In this

case if the null hypothesis is true, the asymptotic TS distribution is that of a

variable which is zero half the time, and χ2
1 the other half of the time:

P (TS) =
1

2
(χ2

1(TS) + δ(TS)) (3.4)

As the spatial extension of a source can only have a zero or positive value,
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testing the null hypothesis is the case where the extension is zero and we test

if it is positive, which is the case described by Chernoff’s theorem: the null

hypothesis lies on the surface of the hyperplane which is the edge of parameter

space, and in the alternative hypothesis we test if it is above it. The factor

of one-half comes from the fact that half the time, the photon distribution

will be smaller than the PSF, which results in a TSext of zero. An additional

requirement of Wilks’ and Chernoff’s theorems is that we must be able to

marginalize over the nuisance parameters, i.e., that we can correctly model

everything else that contributes to the photon count but which we aren’t

immediately interested in. In our case, these would be the emissions of the

galactic and extragalactic backround and of nearby sources.

One of the goals of the LAT extended source search [56] was to evaluate

the false detection probability for measuring source extension. This was done

by simulating a large number of point sources over a background and fitting

them for extension with pointlike, and the resulting distribution was compared

to the distribution predicted by Chernoff’s theorem. For four different power-

law spectra, ∼90,000 sources were simulated. These were placed randomly in

the sky on top of simulated Galactic and isotropic diffuse emission as used

in the 2FGL catalog, and their fluxes were selected such that their source

significance TS∼50, by maintaining an approximately constant signal-to-noise

ratio as the Galactic diffuse emission varies. It was found that the distribution

agreed broadly with Chernoff’s theorem, and to the extent that there was a

discrepancy, the simulations tended to produce smaller than expected TS

values, which would make the formal significance conservative. A plot of the

distribution is seen in Figure 3.1.
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Fig. 3.1: Cumulative distribution of TSext for point sources simulated on top
of Galatic diffuse and isotropic background, compared to the χ2

1 prediction
of Chernoff’s theorem. Sources of four different power-law spectra were sim-
ulated in the range 1 to 100 GeV, with fluxes selected such that the TS of
source detection ∼ 50. The sources have random positions on the sky within
5◦ of the galactic plane. From [56]
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3.2 LAT source analysis principles

3.2.1 Region of Interest (ROI)

The extension of the LAT PSF requires us to model the diffuse galactic

and extragalactic background as well as other sources near the source we wish

to analyze, as the tails of the photon distributions of sources may overlap. In

a pointlike analysis, we define a region of interest (ROI) around the source

we wish to fit, in which we also model any external sources. Such sources

are modeled as point sources with power-law or exponential-cutoff spectra

according to the best fit model in the catalog. Additionally, there is a list of

known extended sources (e.g. the Small and Large Magellanic Clouds) which

have defined spatial extension templates. The total (front + back) 68%/98%

containment angle at 1 GeV is about 0.9/3 degrees, so for sources less than 5

degrees from the source to be fit, we also allow their fit parameters to float.

For sources outside this range, the parameters are fixed to the values in the

catalog. The ROIs used in our analyses are 14 degree squares divided into

0.1◦ squares, and 8 logarithmically-spaced bins per energy decade, giving 20

energy bins.

3.2.2 Background modeling

Most of the photon background will come from the galactic and extragalac-

tic diffuse emission, so the ability to correctly fit the spectrum and extension of

sources depends greatly on accurate models of these backgrounds. The model

for the galactic diffuse emission was developed using spectral line surveys of

HI and CO (as a tracer of H2) to derive the distribution of interstellar gas

in galactocentric rings. Infrared tracers of dust column density were used to

correct column densities in directions where the optical depth of HI was either

over or under-estimated. The model of the diffuse gamma ray emission was
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then constructed by fitting the gamma ray emissivities of the rings in several

energy bands to the LAT observations. The fitting also required a model of

the inverse Compton emission calculated using GALPROP (a numerical code

for calculating cosmic-ray transport and the diffuse emission they produce)

[62] and a model for the isotropic diffuse emission. The isotropic spectral tem-

plate provides the spectral form from a fit to the all-sky emission (|b| > 30◦)

that is not represented in the Galactic diffuse model and therefore includes

both extragalactic diffuse gamma rays and remaining residual (misclassified)

cosmic-ray emission.

The software form of the galactic diffuse model is a mapcube, which is a

set of spatial templates for a range of energy bins providing the differential

flux, with a pixel size of 0.125◦ and 30 energy planes from 50 MeV to 600

GeV. The isotropic model consists of two columns, a list of energy bands

and the differential flux in the band (in ph/cm2/s/MeV/sr). All simulations

and analyses in this thesis are done using galactic diffuse and extragalactic

(isotropic) models gal 2yearp7v6 v0.fits and iso p7v6source.txt respectively,

found at [108].

3.2.3 LAT livetime and exposure

The LAT will not spend precisely the same amount of time looking at each

region of the sky, and the LAT instrument response function (IRF) changes

with how far off-angle a photon is from the instrument z-axis. Therefore

to properly model the expected photon flux of a source, it is necessary to

take into account how much time the LAT spends observing a given position

on the sky at various inclination angles over the course of the observation.

This quantity is called the livetime and depends only on the history of the

LAT’s orientation during the observation and not on the source model. The

array of these livetimes at all points on the sky is called the “livetime cube.”
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Livetime cubes are generated by the ScienceTools utility gtltcube. However,

as a practical matter, the livetime cannot be provided as a continuous function

of inclination angle or position on the sky. Thus the livetime cubes are defined

on a pixel grid on the sky and in inclination angle bins prescribed by HEALPix

[46].

The livetime cube is then used to calculate the exposure cube, an array of

exposure maps in each energy bin. The exposure consists of an integral of the

total instrument response over time (as provided by the livetime), and over

the entire ROI dataspace (area and energy):

ε(E,Ω) =

∫
ROI

dE ′dΩ′dt R(E ′,Ω′|E,Ω, t) (3.5)

where R is the response function as defined in equation 2.2, provided by the

LAT IRFs. The exposure map is then the total exposure (area multiplied by

time) for all positions on the sky producing counts in the ROI. The counts

produced by a source at a given position on the sky is the integral of the source

photon intensity and the exposure at that position. The exposure map is used

for extended sources and the diffuse Galactic and Extragalactic backgrounds,

and not for point sources. Pointlike generates these exposure cubes on the

fly.

3.2.4 LAT high-level data

Once the LAT data are transmitted to the ground and to the LAT ISOC,

the events are reconstructed and analyzed (as described in section 2.2) using

a batch farm of several hundred computers at SLAC. The end result is two

high-level data products in the FITS format: FT1 files are event lists with

columns containing reconstructed physical quantities and parameters (e.g. en-

ergy, time, direction) for each event; FT2 files give the position and orientation
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of the satellite every 30 seconds. The events are also classified into certain

classes based on charged particle residual background rate, described in table

2.1.

3.3 Analysis methods

Our goal in this section is to elucidate the overall flow of analysis on LAT

sources used to search for dark matter satellite candidates and to set a limit

on the cross-section of a DM model. As argued in section 1.8, DM satellites

may be distinguished by several features: No association with sources in other

wavelengths (e.g. X-ray, radio, optical), no time variability, spatial extension,

and a distinct spectrum. We therefore perform two tests on initial candidate

sources, a spectral test comparing its spectrum to a DM annihilation spectrum

and a power law spectrum, and a test for spatial extension with the NFW

profile.

After describing our data set, the first step is to define our tests in terms of

the Test Statistic, and the criteria for passing each test, i.e., finding a cutoff

value for the TS of each test which causes us to reject the null hypothesis.

There is a tradeoff between test significance and efficiency; if we require a

larger significance, there is a greater likelihood for a true alternative hypothesis

source to have a significance that falls below the chosen threshold. We choose

cutoff values for both our tests such that each will have a significance level of

0.01, meaning the TS cutoff value is the TS which 99% of true null hypothesis

sources will fall under. We refer to these values as TS99
ext and TS99

comp for

the extension and spectral tests, respectively. We ascertain these values with

simulations in the case of the spectral test, and use Chernoff’s theorem for

the spatial extension test.

In the event of a non-detection (either in our analysis or of further study of
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sources that may pass our tests), we may set limits on DM model parameters

with some level of statistical confidence. This requires two pieces of informa-

tion: the efficiency of detection, and the statistics of galactic subhalos. The

efficiency is a measure of how often a (simulated) extended DM source of a

given flux, extension, and particle model will pass the tests, and we find our

efficiency via performing our tests on large sets of such sources. From the

galactic subhalo statistics of the VL2 and Aquarius simulations, we can calcu-

late their observed extension from our vantage point 8.5 kpc from the galactic

center, and their flux based on the DM particle model and their density pro-

files. Thus we can estimate the likelihood of a given satellite passing both

tests, and we can set a limit on the annihilation cross section by increasing it

until the probability of a null observation is at the desired significance level.

In Figs. 3.2 and 3.3, we show two flowcharts which, respectively, summarize

the overall analysis, and then specifically our source analysis chain.

3.3.1 Dataset

From 3 years of data (August 8, 2008 − August 7, 2011), events are selected

according to the collaboration’s agreed upon high-level analysis standards

and caveats [107]. Only “source” class events (previously known in Pass 6

as “diffuse” class) between 1 GeV and 317 GeV are used (317 was chosen

as it makes the energy interval a half-integral number of decades in energy

logarithmically, to align with the bins used for the PSF parameters by the

Fermi calibration database). Analysis of simulated sources for a variety of

energy ranges showed that excluding events below 1 GeV generally improved

the signal-to-background ratio and caused the pointlike fitting software to

converge more often for lower flux sources. The higher energy range also

has the advantage of a smaller PSF. In order to avoid contamination from

the Earth’s albedo, a zenith angle cut of 100◦ is applied as well as a rocking
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Fig. 3.2: Two flowcharts; the top illustrates the broader analysis chain, the
“source analysis” block of which is shown in more detail in Figure 3.3; the bot-
tom outlines the calculation of limits set on cross-section for a non-detection.
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Fig. 3.3: Flowchart illustrating our source testing procedure. The spatial test
on the left is relatively straightforward and described in section 3.3.3. The
spectral test on the right draws from a large set of simulations, and will be
explained in detail in section 3.3.4.
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angle (the angle the instrument z-axis makes with the zenith angle) cut of

52◦. The data were processed and analyzed using the P7SOURCE V6 IRFs

and ScienceTools version v9r30p1.

3.3.2 Initial candidate source selection

The 3-year catalog is a collection of high energy gamma ray sources de-

tected by the LAT during the first 3 years of data, along with associations

to sources in other catalogs found at other wavelengths. This catalog was

compiled internally and is not published. It was compiled using the same

detection, localization, and automatic association pipeline (uning pointlike)

as the 2FGL catalog [68] with some minor improvements. Source detection

involves identifying potential point sources (called “seeds”) through wavelet-

based methods (as in image processing), a full-sky optimazation of a model

of the gamma ray sky including the new seeds, and a creation of a residual Test

Statistic map, where the TS is evaluated as TS = 2 ln(L(source)/L(nosource)).

This process also performs local optimizations of the position of each point

source. A threshold of TS > 25 is applied to all sources, and the energy range

100 MeV − 100 GeV is used throughout this process. Source associations

use a Bayesian approach that trades the positional coincidence of possible

counterparts with 2FGL sources against the expected number of chance co-

incidences to estimate the probability that a specific counterpart association

is indeed real (i.e., a physical association). Further details on this method

can be found in [3]. Counterparts are retained as associations if they reach

a posterior probability of at least 80%. This method is applied to a set of

counterpart catalogs. The expected false association rate is better than 5%.

The 3-year source associations however have not yet undergone a detailed

review by hand as thorough as the 2FGL catalog, and the source list likely con-

tains some unassociated sources which in reality have associations, or which
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are spurious sources. This is not necessarily a fundamental problem for the

analysis, but it does mean that we will have a larger initial candidate source

list and have a slightly higher chance of identifying a false positive DM can-

didate.

Our initial set of candidate sources selects unassociated sources from the

3-year LAT Catalog above galactic latitude |b| > 15, in order to avoid the

gamma ray background from the galactic disk. We also avoided any source in

the Orion A and B molecular clouds, a region of the galactic background in

which there is a known uncertainty in the diffuse models [5]. This results in

an initial candidate list of 304 sources.

Although all catalog sources have a TS > 25 (as this is the TS cut for a

source to make it into the catalog), this value is based on the TS estimation

method used by the catalog group, which gives the TS for the energy range

200 MeV − 300 GeV, when the source is analyzed as a point-like power-law

source. Because our analysis uses the more narrow 1− 317 GeV range, we do

not necessarily expect pointlike to be able to identify all these sources at such

significance, as some of the significance of softer sources will come primarily

from the lower end of the spectrum. It is possible however for a source to

have a negative TS value to a spectral fit in an energy band, so a TS > 25

in our energy range does not absolutely guarantee TS > 25 in a wider range

which includes ours. To be perfectly consistent then, we should also do our

own sky search using the procedure for the 3-year catalog in order to find such

sources. We estimate by the following means, however, that it is very unlikely

that DM satellites would appear as such sources.

Considering the spectra of DM annihilation in Figure 1.6, τ+τ− annihila-

tion of a high-mass particle would be most likely to cause a source to appear

as pathologically hard, since it would have a greater fraction of its flux in the

1 − 317 GeV energy range compared to other DM annihilation spectra. We
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simulated 3000 such sources of DM mass 300 GeV in the 200 MeV− 317 GeV

energy range with extended NFW profiles and photon fluxes near the cusp of

detectability (randomly spaced logarithmically between 3×10−10 and 1×10−9

GeV in the 1 − 317 GeV energy range) at random places in the |b| > 15 sky

over background, and analyzed them with pointlike as point-like power-law

sources in two energy ranges, that of the catalog values, 200 MeV − 317 GeV

(TS200M), and the range of our analysis, 1− 317 GeV (TS1G). We then found

the fraction of sources that were fit with TS200M < 25 but TS1G > 25. We

found that of the 3000 sources, 1656 of them were fit with TS1G > 25, and

of these, 13 were fit with TS200M < 25, or less than 1%. This percentage

would almost certainly be smaller for other masses and annihilation channels

as we already argued. This strongly suggests that an independent sky search

is unnecessary.

3.3.3 Spatial Test

Here we describe the test for spatial extension of LAT sources. As men-

tioned in section 1.7, N-body simulations predict that the structure of the

Milky Way’s DM halo is likely to have several subhalos with significant angu-

lar extension, up to a few degrees. These simulations also predict that these

subhalos can generally be well approximated by a common density profile, the

NFW profile (equation 1.6), which we use to model DM sources. While the

LAT has the capability to detect extension of at least 0.5◦, recent simulations

[56] show that in general it may not have the capability to distinguish some

common density profiles from one another. This does allow us to regard the

NFW profile as a generic representative of other possible profiles that may

manifest in substructure, but prevents us from testing predictions made by

different models of DM about halo density profiles.

For an NFW dark matter distribution with scale radius rs at a distance
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D, the angular extent of a satellite can be characterized by the parameter

α0 = rs/D. Pointlike uses a likelihood ratio test to analyze sources for

extension, defined as

TSext = −2 ln
Lpoint
LNFW

= TSNFW − TSpoint (3.6)

where TSpoint is the TS of the null hypothesis, the assumption that the source

has an extension much smaller than the LAT PSF, and TSNFW is the TS

when α0 was fit as a free parameter. The position of the source was also

optimized in the fit.

As mentioned in the introduction to this section, we wish our test to have

a significance of p = 0.01, so we make a cut on TSext such that 99% of point

sources will fall under this value, which we call TS99
ext. Since the NFW and

point hypotheses are nested, we use Wilks’ and Chernoff’s theorems to get

this value from eqn. 3.4, TS99
ext = 5.41.

3.3.4 Spectral Test using the Comprehensive Test

Here we describe the test used to distinguish a WIMP DM spectrum from

a power-law spectrum, which generically represents common astrophysical

sources. We test 2 different annihilation channels, bb, and τ+τ−. The spectra

of various channels plotted in Figure 1.6 shows that bb is also generally a good

representation of other hadronic channels and also W+W−, while the τ+τ− is

very distinct. The dark matter model spectra are simulated with the DMFIT

[50] package, a tool used to simulate and fit dark matter spectra based on

DarkSUSY [45].

In contrast with the spatial test, where the point model (null hypothesis)

is nested within the extended model (alternative hypothesis), the power law

and dark matter spectra are not, so the proper way to compare their statis-
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tical significance is not immediately obvious. This is a familiar problem in

source analysis. In the past (as in the previous subhalo analysis), the gen-

eral practice has been to simply consider the difference in TS values between

the two models, TSdiff = TSDM - TSPL, but it is not clear whether this is a

statistically rigorous means of comparison.

It is possible however to construct a “comprehensive hypothesis” from two

non-nested hypotheses within which the null hypothesis is nested. Consider

two functions f(x1) and g(x2). The comprehensive hypothesis is then

h(x1, x2, α) = f(x1)1−α × g(x2)α, 0 ≤ α ≤ 1 (3.7)

where h(α = 0) represents the null hypothesis, and h with α free is the

alternative hypothesis. In our case, f is a power-law spectrum with floating

spectral index, and g is one of two DM annihilation spectra, with floating

mass. We use pointlike to perform this test. The TS of this test should be

strictly higher than that of the null hypothesis f , and we call the test statistic

for this test TScomp, defined as

TScomp = −2 ln
LPL
Lcomp

= TScomp − TSPL (3.8)

i.e., the difference between the test statistics of the comprehensive hypothesis

and the power law hypothesis. This comprehensive hypothesis forms the basis

of our spectral test.

The comprehensive hypothesis has three floating parameters to fit, and this

makes for a very large parameter space. It can be difficult for the fitter to

explore the parameter space sufficiently and may stay too close to its starting

parameters, or neglect to move one very much, so we seek to ameliorate this

by fixing the α parameter to different values and then performing the fit over

the other two parameters. This is done over 9 uniform values from 0.1− 0.9.
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We then perform the fit a final time leaving α free but initializing it at the

value where it achieved the best fit.

Like our spatial test, we also want our spectral test to have a significance

of 0.01, so we will make a cut on TScomp such that 99% of simulated null

hypothesis (point power law) sources will fall below this threshold value. In

contrast to the spatial test, where we generally expect non-DM sources to be

fit well by the null hypothesis, we do not necessarily expect all non-DM LAT

sources to conform closely to power law spectra. Pulsars especially may have

exponential cutoff spectra that can resemble the particle mass cutoff of DM

annihilation (Figure 3.4). The disadvantage is that we cannot make a very

precise estimate of the expected false positive background for this test; the

ostensible rate of 1 in 100 implied by a TS99
comp is instead a lower limit which is

only as good as the approximation of actual non-DM source spectra to power-

law spectra. There is also the seeming difficulty in interpreting the meaning of

a fit in which say α = 0.5. Neither of these present a fundamental statistical

problem however: it should be kept in mind that all we are attempting to

do in a frequentist test such as this is reject the null hypothesis; TScomp

is the significance for rejecting the null hypothesis and not identically the

significance of the DM spectrum fit, but by choosing the alternative as a DM

spectrum, we make the test more sensitive to sources with that spectrum.

If Wilks’ and Chernoff’s theorems apply, then we expect the distribution

of TScomp for the nested model (f) to be asymptotically distributed as half

having TScomp of zero, and half going as a χ2 distribution with degrees of

freedom equal to the extra dimensionality, which is ostensibly 2 (α and x2) in

this case. If it holds, we would be able to pick our TS99
comp from this function.

This also implies that the TScomp distribution should be independent of the

parameters of the models f and g. That is to say, our sensitivity should be

the same across the whole range of flux and spectral index that we test (as
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Fig. 3.4: Best-fit exponentially cutoff power law (with Γ = 1.22 and Ecut =
1.8 GeV) of the millisecond pulsar 1FGL J0030+0451 (solid line) and the best-
fit bb spectrum (with MWIMP = 25GeV ) of this pulsar (dashed line). From
[8]

long as we can significantly distinguish source from background, as per the

requirement that we be able to marginalize over the nuisance parameters of

the background emission).

It is far from clear however whether these theorems apply, so one of the sub-

goals of this analysis is to see how well the predictions of these theorems hold.

To test this, we ascertain TS99
comp using a large set of simulations: we consider

a range of flux-index space which encloses the range of fit values (when fit as

a point power-law source) of the candidate source spectral parameters, and

simulate 21,000 sources in this space. This range, along with the fit values of

the candidate sources plotted on top, is shown in Figure 3.5. To determine

the threshold significance for given flux and index, we take the nearest 500

simulated sources (‘nearest’ in parameter space which also pass the TSPL > 25

cut to those parameters, and find the threshold TS99
comp value from among these
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Fig. 3.5: Plot showing the range of flux/index values of LAT candidate sources
(circles) and the space of simulated point power-law sources used to ascertain
TS99

comp (small crosses). The sources are also color-coded based on whether
they pass the TSPL > 25 cut, which shows where the limit of detection of
point power-law sources is for our test. The consistency of this limit between
LAT sources and simulated sources is a good check on this part of our analysis.

sources (i.e., the 495th highest TS99
comp among them). An example is depicted

in figure 3.6.

In this way, each source we wish to test can be said to have its own “per-

sonalized bin,” and so will have its own unique TS99
comp, associated with its fit

spectral parameters (when fit as a power-law spectrum). This applies not only

to our candidate LAT sources, but also to our set of simulated DM sources

which we will use to find the efficiency of detection (which we will describe

in section 4.2); we will fit them as power-law sources, find their TS99
comp, and

then compare that to the TScomp from the fit with the comprehensive test.
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Fig. 3.6: Example of how TS99
comp is found. The top figure shows in blue

crosses the set of simulated power-law sources, and in red crosses the specific
selection of the 500 nearest simulated point power law sources whose TScomp
are to be tested against. The bottom figure is a cumulative histogram of those
TScomp values, and the red line marks 99th percentile value, our TS99

comp for

that source.
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We sample this parameter space and plot the TS99
comp found in figure 3.7, in-

terpolating between sample points. This interpolation is for the purposes of

illustration, the actual TS99
comp calculation is done in full for every source. If

Wilks’ and Chernoff’s theorems apply here, then we should expect TS99
comp to

be uniform across the parameter space (at least within the range where we

can accurately account for the background) and we could characterize the test

significance with a single value, as we did with the extension test.

The nonuniformity of figure 3.7 seems to indicate that these theorems do

not strictly apply. While TS99
comp does not seem to depend strongly on flux,

there is some variation with spectral index. The TS99
comp increases with increas-

ing spectral index until around 1.7, above which it becomes more consistent,

although there is still a good deal of inhomogeneity. An explanation for this

may be that very hard power-law spectra have the least resemble DM annihi-

lation spectra particularly at higher energies, because the mass cutoff in the

spectrum becomes a poorer and poorer fit, and the statistics in the higher en-

ergy bins for hard sources has a greater effect on the fit. When the power-law

spectrum is soft enough, fluctuations in statistics can more often resemble the

mass cutoff and curvature of the spectrum. The TS99
comp for the τ+τ− spectrum

however begins to decrease again when the index is greater than 3.0, and it’s

unclear how to explain this. The inhomogeneities are likely due to the fact

that the TS99
comp calculation is sensitive to only the top few TScomp values, so

a couple particularly high TScomp values can have a marked influence on the

local TS99
comp value.

It’s also unclear whether the comprehensive hypothesis has in fact 2 more

degrees of freedom than the null hypothesis, because there is some degeneracy

in the comprehensive hypothesis parameter space. For example, it is possible

to represent a pure dark matter spectrum by taking the α parameter to 1,

or by taking the spectral index to a large value so as to make the power-law
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Fig. 3.7: Color map of TS99
comp for bb and τ+τ− annihilation. The flux/index

range was sampled and TS99
comp was calculated for each sampled point, and

then bicubic interpolation was done to fill in the map. The darker regions
indicate where TS99

comp is largest, i.e., where fluctuations in the null hypothesis

spectrum are more likely to resemble DM annihilation.
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component so soft that it doesn’t contribute at all. So the observations here

suggest there is likely some finer point at work here and that there is still work

to be done on the statistical front, although the lack of strong dependence on

flux gives some indication that it may be possible to represent the significance

by some analytic function representing how different the two spectra are, such

as the cross-correlation. A functional representation of the TScomp distribution

would be quite valuable, since it allows a simple functional characterization

of the significance of a test, instead of spending a large amount of computer

time on finding it with MC simulations. The problem of comparing non-nested

hypotheses is a very general problem, so work towards this end would likely

find broad application.

A couple points bear mentioning here. Note that in the upper panel of

figure 3.6, there is a patch in the lower left of the parameter space where the

density of simulated sources decreases down to basically zero. This represents

the threshold of detection according to the TSPL > 25 cut. As we approach

this threshold, the TS99
comp becomes skewed more and more, as the nearest 500

sources will be disproportionately of higher flux and slightly harder. As can

be seen in 3.5, no LAT sources fall too far into this range, but we don’t know

ahead of time that this will be the case for the simulated DM sources that

we will use in our efficiency calculations. This effect can be mostly ignored

for a couple reasons. The first is that, as will be seen, the efficiency of the

extension test is also very low around this threshold, making it unlikely that

sources whose TS99
comp values are skewed will have much effect in the combined

efficiency of all three tests (spectral, spatial, and the TSPL > 25 cut). The

other is that considering figure 3.7, TS99
comp does not have strong dependence

on flux, while TS99
comp increases slightly as the spectrum gets harder relative

to this threshold (since it is mostly below the index where the peak TS99
comp

is found), making the skewed TS99
comp cut a bit more exclusive than it might
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otherwise be, so to the extent that this effect does factor into our overall

efficiency, it likely results in it being slightly more conservative.

There also is a seeming arbitrariness in the way “nearness” has been de-

fined, as there is no reason a priori for a half-decade in flux to be considered

the same “distance” as a difference of 1 in spectral index. A more natural

idea of “distance” might take into account the estimated error of the spectral

parameters, and so we might draw ellipses instead of circles. We make the

simplification of using circles for a couple reasons. The general scale of errors

in flux and index are not unreasonably different; the 1σ index error typically

is around a factor of 0.1 (for a difference of 0.1 - 0.3), and the flux error is

around 0.5, or about 0.17 of a decade in energy. The relative scale here is also

very similar to the one used for the TS99 interpolation in the previous subhalo

analysis.
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Chapter 4

Results and discussion

4.1 Search for Dark Matter Satellites in LAT

Unassociated Sources

Applying the TS99 cuts on extension and spectra to our set of 304 candidate

sources, we find that 10 pass the extension cut, but none of these pass the

spectral test for any annihilation channel considered. Given that our extension

cut was at the 99% significance level, 10 out of 304 sources is greater than the

background number of detections we might expect for extension; the binomial

distribution gives approximately a 0.1% chance of this happening by chance,

so it is possible that some of these sources are actually extended. Though, our

extension test significance is likely a bit worse than 0.01, because one of the

assumptions that went into the use of TS99
ext = 5.41 was that we can perfectly

model the background, which is not the case

As for the spectral tests, 30 passed the bb spectral test and 21 passed the

τ+τ− spectral test. As we remarked in the section describing the spectral test,

this relatively large number is somewhat expected, as our null hypothesis for

the spectral test was a power-law, and some ordinary astrophysical sources

will have spectra that are not closely modeled by a power-law over 2.5 decades
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of energy. Passing the spectral test only implies that a DM annihilation

spectrum fits the source spectrum better than the null hypothesis, which can

be due more to the power-law fit being poor than the DM fit being particularly

good. Pulsars in particular may closely mimic DM annihilation (although

they will never appear as extended sources), so it’s unclear how to estimate

the background number of sources we should expect to pass our test.

4.2 Calculation of upper limits on DM anni-

hilation cross-section

In order to calculate a cross-section upper limit we require two pieces of

information: the efficiency of detection, and the statistics of galactic DM satel-

lites. For the first, we must find our tests’ efficiency of detecting DM satellites

with varying flux, DM mass, and spatial extension, which we determine with

Monte Carlo simulations. Then using the VL2 and Aquarius simulations, we

estimate the likelihood that satellites of varying J and extension exist from

Earth’s vantage point 8.5 kpc from the galactic center. For a given 〈σv〉,

DM particle mass, and annihilation channel, we can calculate the expected

photon flux, and in turn the detection efficiency, of each satellite. Based on

the discussion of low-mass satellites in section 1.8, we do not consider low-

mass satellites in this analysis. We set the cutoff for consideration to be an

order of magnitude less than the conservative lower bound on the J−factor of

the Draco dwarf spheroidal galaxy, taken to be 1011M2
� kpc5 [100], since the

strongest limits on the annihilation cross-section result from its analysis.

We can then estimate the likelihood (averaged over all N-body simulations)

not to observe any DM satellite for this 〈σv〉. We then find the 〈σv〉 where

this probability becomes 5%, which is the 95% confidence upper limit for 〈σv〉

for the given DM mass and annihilation channel. We calculate upper limits
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for the masses 50, 100, 200, 500 GeV in each of the bb and τ+τ− channels.

4.2.1 Detection efficiency

The efficiency is defined as the fraction of simulated DM satellites which

pass both our tests. The efficiency will depend on the satellite’s extension and

spectrum in addition to its brightness, so we simulated across a range of these

parameters for several DM models. This range spans in flux from 1 × 10−10

to 1× 10−8 photons s−1 cm−2, and in extension (as defined by the parameter

α0 = rs/D) from 0.5◦ to 4◦. The minimum of this range of extensions was

chosen based on the threshold of detection of extended sources as reported

in [56], and the maximum was chosen based on the most extended sources

found in the N-body simulations. This parameter space is cut into 12 bins, 4

in flux and 3 in extension, both logarithmically scaled. For each DM model

we simulated 1000 sources randomly inside each bin with NFW profiles using

the gtobssim tool (part of the ScienceTools package), using the actual FT2

file from 3 years of LAT spaceflight, and performed our tests on these sources.

Each source was placed at a random point on the sky with |b| > 15. We also

excluded the region (−21 < b < −15, 205 < l < 217) corresponding to the

Orion A and B molecular clouds. The spatial and spectral tests are run on

each simulated source, and sources which have TSPL > 25, TScomp > TS99
comp,

and TSext > TS99
ext are counted as detected. The spectral and spatial tests are

done independently of one another, that is, the spectral test assumes the null

hypothesis spatial model, and vice versa. The efficiency of our test for given

flux and extension is the fraction of the nearest 500 sources which are detected,

similar to our calculation of TS99
comp. An example is depicted in Figure 4.1.

The same caveats concerning “distance” in parameter space apply here as

they did in the calculation of TS99
comp, although the error on fit extension is

typically larger than that of spectral index, so the relative scales of the errors
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Fig. 4.1: Example of efficiency calculation. A point in the parameter space was
selected, (flux,ext) = (3× 10−9, 2), and a circle is drawn around it containing
the nearest 500 sources in parameter space. The efficiency at this point is the
fraction of sources inside which pass our tests. In this case it is ∼ 0.65

.

are a bit more similar here.

Again sampling across this parameter space and interpolating, we first plot

the efficiency of the spectral and spatial tests separately in Figures 4.2 and

4.3, showing the 50 GeV bb and τ+τ− model efficiencies as an example.

The spectral test efficiency decreases steadily for increasing extension. This

may be expected given that for the same flux, a bigger extension spaces the

same number of photons further apart, which makes them more difficult to

resolve against the background as coming from the same source. The spatial

test on the other hand first generally increases with increasing extension, as

it becomes easier to separate the extension from the PSF, and then levels
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Fig. 4.2: Color map for the spectral test efficiency only.
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Fig. 4.3: Color map for the extension test efficiency only.
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off as this effect competes agains the effect of larger extension resembling

background. This is similar to the shape of the extension detection threshold

as a function of extension found in the extended source search [56].

For the 50 GeV bb model, the spectral test efficiency is the limiting factor,

so the map of the overall efficiency (Figure 4.4) more closely resembles the

efficiency of that test. This is generally the case for the bb channel, whereas

the opposite tends to be true for τ+τ− channels. This can be attributed to

the more distinct shape of the τ+τ− annihilation spectrum, which makes it

easier to distinguish from the null hypothesis power-law spectrum.

4.2.2 Realizations of N-body simulations

Given our test efficiency, we now need the statistics of the galactic subhalos

to predict the likelihood of observing one in gamma rays, specifically the J-

values (from which we calculate the expected flux using eq. 1.9) and spatial

extensions for each satellite. The VL2 and the 6 Aquarius simulations are used

to represent the Milky Way DM halo. The observed flux and extension will

also depend on where Earth’s vantage point is represented in these simulations,

which may be at any point 8.5 kpc from the galactic center. For satellites

close (. 100 kpc) to the galactic center, different vantage points can have

a noticeable effect. In order to account for this, we repeat the calculation

of satellite J-values and extensions from 6 maximally-spaced vantage points

on the 8.5 kpc sphere. These are referred to as realizations of a simulation.

While the VL2 and 6 Aquarius simulations are statistically independent from

one another, the realizations of each simulation are not. Thus, we have seven

independent simulations, each with six interdependent realizations (referred

to as the 42 “visualizations”).

We calculate the J-value and extension for each satellite in each visualiza-

tion using equation 1.11. This requires the input of the scale radius rs and
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Fig. 4.4: Color map of efficiency

85



density ρs for the satellite, which we do not have directly from the simulations.

We make use of the relations in [55], which hold for an NFW profile:

rs =
rVmax
2.163

(4.1)

ρs =
4.625

4πG

(Vmax
rs

)2

(4.2)

with rs in kpc and ρs in M� kpc−3. Vmax is the peak circular velocity of the

particles associated with a subhalo (in km/s), and rVmax is the radius (in kpc)

where this velocity is achieved. Vmax is often used as a proxy for subhalo mass,

since the virial mass of a subhalo itself may not be a well defined quantity in

simulations — it strongly depends on the definition of the truncation radius

and how unbound particles are removed. Thus for each visualization, we end

up with a table of J-values and extensions of the satellites. Given a DM

mass, annihilation channel, and 〈σv〉, the photon flux of the satellite is then

calculated according to equation 1.8, where the DMFIT package is used to

calculate the photon yield ΦPP . We then assign the efficiency for detecting

each satellite as explained in the previous section. In Figure 4.5, we illustrate

an example where one realization’s satellites, given a DM model and a cross-

section, are plotted on top of that model’s efficiency map.

4.2.3 Upper limits on annihilation cross-section

With the flux and extension from each satellite, for a given 〈σv〉 and an-

nihilation channel we can then assign a detection efficiency for each satellite

in a given visualization using our efficiency maps. Since we interpret this as

the probability to detect that satellite, we can write the probability that the
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Fig. 4.5: Color map of efficiency, showing where satellites from one realization
of the Aquarius N-body simulation fall for 50 GeV bb and τ+τ− models, both
with a 〈σv〉 of 5×10−25. Annihilation through the τ+τ− channel for this mass
produces fewer gamma rays per event by a factor of about 7 compared to the
bb channel, so the subhalo flux is smaller by the same factor.
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Table 4.1: 95% confidence upper limits on 〈σv〉 for the 8 DM models examined

50 Gev 100 GeV 200 GeV 500 GeV

bb 6.3× 10−25 9.7× 10−25 2.2× 10−24 9.5× 10−24

τ+τ− 7.5× 10−25 1.75× 10−24 6.8× 10−24 4.1× 10−23

LAT would observe no satellites in visualization i as

Pi(〈σv〉) =
∏
j

(1− εi,j(〈σv〉)) (4.3)

where εi,j is the efficiency for satellite j in visualization i. We assume that the

subhalos are distributed approximately isotropically in the sky, so that there is

no reason to statistically prefer any particular visualization/realization, so we

calculate the average null detection probability over the N = 42 visualizations

as

Pi(〈σv〉) =
1

N

N∑
i

Pi(〈σv〉) (4.4)

To set an upper limit on the DM annihilation cross section, we find the 〈σv〉

where the probability of a null observation is 5%. In other words, the point at

which there is a 95% probability that at least one satellite would have passed

our tests if the subhalos were composed of DM with this 〈σv〉. In Figure

4.6 we plot the 95% confidence upper limits for the masses and channels we

considered, and list the values in table 4.1.

As a quick point of comparison to the previous subhalo paper, we set an

upper limit of 9.7 × 10−25 on the 100 GeV bb channel, an improvement by a

factor of about 2. This is slightly better than what might be expected from

the factor increase in signal-to-noise ratio from 1 to 3 years,
√

3 ∼ 1.73.
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Fig. 4.6: 95% confidence upper limits from our analysis, compared to the limit
set in the previous analysis (black square) and the thermal relic cross-section
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4.3 Discussion

We analyzed unassociated sources in the 3-year Fermi LAT catalog in a

search for dark matter substructure of the Milky Way using 3 years of data.

Our analysis consisted of a spatial extension test, and a spectral test using the

comprehensive hypothesis method, comparing to the bb and τ+τ− annihilation

channels. We found a small number of sources that passed either the extension

or the spectral test, but none which passed both tests. We then used this null

detection to constrain the annihilation cross-section of a few DM models. This

was done using the predicted satellite distributions of the Aquarius and Via

Lactea II simulations of DM halos in a ΛCDM universe, and our estimated

efficiency for detecting these satellites from our own simulations. We assumed

no boost from sub-substructure within these subhalos, and any boost factor

one wishes to consider roughly lowers the upper limit further by the same

factor. In particular, for the 100 GeV WIMP annihilating to bb studied in

the previous such analysis, we find the 95% confidence upper limit to be

9.7 × 10−25, a factor of 2 improvement from the previous subhalo search,

and about a factor of 2.5 higher than the limits from the combined dwarf

spheroidal analysis [57]. Even for the lowest mass we considered, our limit is

still a factor of about 20 above the fiducial thermal relic cross section, so all

other things being equal, 10 years of data will not be able to push this limit

down to that level.

There are several ways we can improve our chances however. The primary

source of error in the analysis is likely in our understanding of the significance

of our spectral test. We do not have a reliable way to accurately estimate

the significance of TScomp a priori, so we rely on large sets of simulated null

hypothesis sources to make the comparison. The practical limitations of com-

putation here cause the TS99
comp calculation to be somewhat imprecise, since
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we have to make the comparison to sources whose spectral parameters differ

a bit from the parameters of interest. This kind of imprecision is also found

in the efficiency calculation. Further exploration of the comprehensive test

and other ways of comparing non-nested hypotheses will help simplify and let

us have more confidence in our spectral test. We also use a one-size-fits-all

power law model as our null hypothesis, so better modeling of the spectra of

AGNs and other astrophysical sources might allow for a better precision here

as well.

Noting the plot of the subhalos from N-body simulations on top of the effi-

ciency map, the extensions of many of these subhalos lie close to the threshold

of extension detection, so even modest improvements in spatial resolution and

extension sensitivity may go a long way towards lowering the upper limit that

a satellite search may be able to set. Larger and more precise N-body simu-

lations of DM halos may resolve some of the uncertainties in its distribution

and spatial profile (especially in regards to sub-substructure, which can sig-

nificantly boost the annihilation signal), allowing us to more closely model

the Milky Way halo and its subhalos. Improvements continue to be made

in modeling the diffuse background, which will broaden the available search

area and reduce false positives in extension testing. And of course more data

(perhaps up to 10 years) and computing power will come in the course of time.

These improvements will allow any future analysis to increase the efficiency of

detection and further lower the cross-section upper limit for null detections.

Our analysis used techniques developed in the previous DM satellite search

and made several augmentations. Most notably, we used a new spectral test

which may have very general application in source spectrum analysis and per-

haps beyond. We also used an improved fitting program, and reduced compu-

tation time by using results from the search for spatially extended sources to

establish our extension test significance via Chernoff’s theorem. This allowed
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us to set limits on 8 different DM models. The analysis used here can also be

applied to any other models of DM annihilation spectra or subhalo profiles

that others may wish to consider.
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