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Abstract

Transparent Representation Learning for Graphs and Human-AI Collaboration

by

Mert Kosan

Graph data show relationships between entities in a variety of domains including

but not limited to communication, social, and interaction networks. Representation

learning makes graph data easier to use for graph tasks such as graph classification,

link prediction, and clustering. The decisions on graphs depend on complex patterns

combining rich structural and attribute data. Therefore, explaining these decisions made

by representation learning models for high-stakes applications (e.g., anomaly detection

and drug discovery) is critical for increasing transparency and guiding improvements.

Moreover, human expertise can guide machine learning decisions, raising questions about

the interactions between humans and artificial intelligence that require further analysis.

This dissertation focuses on our research on two key topics: transparent representa-

tion learning on graphs and human-AI collaboration. Firstly, we present our proposed

frameworks for graph anomaly detection, which have been developed to enhance accuracy

and transparency. Subsequently, we scrutinize explainability in graph machine learning,

where we discuss our novel post-hoc global counterfactual and robust ante-hoc graph

explainers. Fairness is also a crucial aspect of transparent machine learning, and we pro-

pose a new individual fairness method for clustering. Finally, we investigate the impact

of collaboration between humans and artificial intelligence on decision-making under risk

and feedback loop systems.
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Chapter 1

Introduction

We inhabit a world that is rapidly propelled by data. With each passing day, we produce

massive volumes of data through our engagements with digital devices, social media plat-

forms, and various technologies. Recent calculations1 indicate that we generate 329.77

billion gigabytes of data every day, and this quantity is increasing exponentially every

year. The vast availability of data has given rise to new areas of research such as data

mining and data science that can be applied to various domains ranging from healthcare

to finance.

In this context, the abundance of data necessitates the extraction of key information

to utilize the data more effectively in downstream tasks, which has led to the emergence of

representation learning. This widely used technique in data science employs deep learning

to identify critical features that are invisible to humans, allowing for more informative

and comprehensive features to be extracted from the data. These features can then be

applied to decision tasks such as credit card applications or molecular property prediction.

One of the biggest challenges with deep learning is its lack of transparency and ex-

plainability. Without understanding how a deep learning model reaches its decisions,

1https://explodingtopics.com/blog/data-generated-per-day
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there can be serious consequences in high-stake application sectors such as healthcare,

finance, and law enforcement. There are multiple recent articles2 discussing that ex-

plainability and transparency should be the main core of deep learning models. This

will build trust between humans and AI, and also ethical problems using AI systems will

not be an issue. A recent article from Nature3 claims that some scientists are already

using chatbots such as ChatGPT as their research assistants. However, the quality and

correctness of these tools are questionable. Therefore, we need to explain these deep

black-box models.

Furthermore, deep learning algorithms may struggle with ambiguous or uncertain sit-

uations, which are often encountered in decision-making tasks in high-stakes applications.

This ”gray area” problem highlights the importance of incorporating human expertise

into AI systems. While AI can make decisions quickly, humans can provide a more nu-

anced understanding of the situation and help improve the accuracy and effectiveness of

AI systems. Conversely, AI can be leveraged to gain a better understanding of human

behavior and improve decision-making in fields such as psychology and sociology. Thus,

it is essential to explore ways in which humans and AI can collaborate and mutually

benefit from each other.

This dissertation focuses on transparent representation learning on graphs and ex-

plores collaborations between humans and AI. Graphs also referred to as networks, are

extensively utilized in modeling various applications such as social networks, molecular

interactions, road networks, and financial transactions. Additionally, graphs can serve

as a representation of diverse data types, including tabular data, images, and text. The

nodes and edges of graphs can possess attributes, which enhance their capability for

effective representation and modeling. Furthermore, graphs can also incorporate a tem-

2https://www.forbes.com/sites/forbestechcouncil/2023/01/23/why-explainability-should-be-the-
core-of-your-ai-application/?sh=16a1493f753f

3https://www.nature.com/articles/d41586-023-00191-1
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poral dimension, enabling the representation of dynamic graphs where nodes, edges, or

attributes change over time. For instance, in social networks, nodes can represent indi-

viduals, each with their specific attributes, while edges capture the relationships between

individuals, featuring attributes associated with those relationships. These relationships

can evolve or new individuals may join the network over time.

As a powerful data structure, graphs are applicable to a range of downstream applica-

tions, including graph classification, node classification, link prediction, and clustering.

Transparent representation learning is essential for encoding the graph in a represen-

tation space while also understanding the model’s decision-making process. However,

representation learning alone may not solve all problems and may require human assis-

tance. Collaborating with AI can lead to even better and more effective models. On

the other hand, fairness is a critical issue in some applications, such as clustering, where

groups should be formed based on the similarity of individuals or the representativeness

of the community.

The rest of the dissertation is organized by our contribution to the advancement

of transparent graph representation learning including explainability and fairness, and

human and AI collaboration, summarized as follows:

▷ Event Detection on Dynamic Graphs [2] (Chapter 2): Event detection is a critical task

for timely decision-making in graph analytics applications. Despite the recent progress

towards deep learning on graphs, event detection on dynamic graphs presents partic-

ular challenges to existing architectures. Real-life events are often associated with

sudden deviations of the normal behavior of the graph. However, existing approaches

for dynamic node embedding are unable to capture the graph-level dynamics related

to events. In this paper, we propose DyGED, a simple yet novel deep learning model

for event detection on dynamic graphs. DyGED learns correlations between the graph

macro dynamics—i.e. a sequence of graph-level representations—and labeled events.

3
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Moreover, our approach combines structural and temporal self-attention mechanisms

to account for application-specific node and time importances effectively. Our exper-

imental evaluation, using a representative set of datasets, demonstrates that DyGED

outperforms competing solutions in terms of event detection accuracy by up to 8.5%

while being more scalable than the top alternatives. We also present case studies

illustrating key features of our model.

▷ Global Counterfactual Explainer for Graph Neural Networks [3] (Chapter 3): Graph

neural networks (GNNs) find applications in various domains such as computational

biology, natural language processing, and computer security. Owing to their popular-

ity, there is an increasing need to explain GNN predictions since GNNs are black-box

machine learning models. One way to address this is counterfactual reasoning where

the objective is to change the GNN prediction by minimal changes in the input graph.

Existing methods for counterfactual explanation of GNNs are limited to instance-

specific local reasoning. This approach has two major limitations of not being able to

offer global recourse policies and overloading human cognitive ability with too much

information. In this work, we study the global explainability of GNNs through global

counterfactual reasoning. Specifically, we want to find a small set of representative

counterfactual graphs that explains all input graphs. Towards this goal, we propose

GCFExplainer, a novel algorithm powered by vertex-reinforced random walks on

an edit map of graphs with a greedy summary. Extensive experiments on real graph

datasets show that the global explanation from GCFExplainer provides important

high-level insights of the model behavior and achieves a 46.9% gain in recourse cov-

erage and a 9.5% reduction in recourse cost compared to the state-of-the-art local

counterfactual explainers.

▷ Robust Ante-hoc Graph Explainer using Bilevel Optimization [4] (Chapter 4): Ex-

plaining the decisions made by machine learning models for high-stakes applications

4



Introduction Chapter 1

is critical for increasing transparency and guiding improvements to these decisions.

This is particularly true in the case of models for graphs, where decisions often de-

pend on complex patterns combining rich structural and attribute data. While recent

work has focused on designing so-called post-hoc explainers, the question of what

constitutes a good explanation remains open. One intuitive property is that explana-

tions should be sufficiently informative to enable humans to approximately reproduce

the predictions given the data. However, we show that post-hoc explanations do not

achieve this goal as their explanations are highly dependent on fixed model parameters

(e.g., learned GNN weights). To address this challenge, this paper proposes RAGE

(Robust Ante-hoc Graph Explainer), a novel and flexible ante-hoc explainer designed

to discover explanations for a broad class of graph neural networks using bilevel op-

timization. RAGE is able to efficiently identify explanations that contain the full

information needed for prediction while still enabling humans to rank these explana-

tions based on their influence. Our experiments, based on graph classification and

regression, show that RAGE explanations are more robust than existing post-hoc and

ante-hoc approaches and often achieve similar or better accuracy than state-of-the-art

models.

▷ Link Prediction without Graph Neural Networks [5] (Chapter 5): Link prediction,

which consists of predicting edges based on graph features, is a fundamental task

in many graph applications. As for several related problems, Graph Neural Net-

works (GNNs), which are based on an attribute-centric message-passing paradigm,

have become the predominant framework for link prediction. GNNs have consistently

outperformed traditional topology-based heuristics, but what contributes to their per-

formance? Are there simpler approaches that achieve comparable or better results?

To answer these questions, we first identify important limitations in how GNN-based

link prediction methods handle the intrinsic class imbalance of the problem—due to

5
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the graph sparsity—in their training and evaluation. We then propose Gelato, a novel

topology-centric framework that applies a topological heuristic to a graph enhanced

by attribute information via graph learning. Gelato is more robust to class imbalance

as it requires significantly fewer parameters than the GNN-based alternatives. Our

model is trained end-to-end with an N-pair loss on an unbiased training set to address

the class imbalance. Experiments show that Gelato is 84% more accurate, trains 3

times faster, and infers 10,000 times faster compared to state-of-the-art GNN for link

prediction.

▷ Feature-based Individual Fairness in k-Clustering [6] (Chapter 6): Ensuring fairness

in machine learning algorithms is a challenging and essential task. We consider the

problem of clustering a set of points while satisfying fairness constraints. While there

have been several attempts to capture group fairness in the k-clustering problem, fair-

ness at an individual level is relatively less explored. We introduce a new notion of

individual fairness in k-clustering based on features not necessarily used for clustering.

We show that this problem is NP-hard and does not admit any constant factor approx-

imation. Therefore, we design a randomized algorithm that guarantees approximation

both in terms of minimizing the clustering distance objective and individual fairness

under natural restrictions on the distance metric and fairness constraints. Finally, our

experimental results against six competing baselines validate that our algorithm pro-

duces individually fairer clusters than the fairest baseline by 12.5% on average while

also being less costly in terms of the clustering objective than the best baseline by

34.5% on average.

▷ Robustness of Human Decision Making under Risk [7] (Chapter 7): Prospect Theory

has been extensively studied in the field of decision-making, providing valuable insights

into individual risk preferences. However, the exploration of Group Prospect Theory,

which examines decision-making within a collective context, remains relatively scarce.

6
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This study highlights the need to investigate Group Prospect Theory and presents hu-

man experiments conducted to understand the dynamics of decision-making in group

settings. Our research includes a comprehensive analysis that specifically aims to mea-

sure the behavioral shifts observed as individuals transition from making decisions in

isolation to making decisions within a group setting. Additionally, the study explores

the robustness of groups, particularly in relation to potential attacks facilitated by

artificial intelligence (AI) with a design of a generative model of human behavior. By

addressing these research questions, this study aims to contribute to a deeper under-

standing of Group Prospect Theory and shed light on the vulnerabilities and potential

impacts of AI on group decision-making processes.

▷ AI Decision Systems with Feedback Loop Active Learner [8] (Chapter 8): Making pre-

cise decisions for high-stakes applications such as finance, health, and self-driving is

critical for increasing the economy of an entity or the quality of life. In most scenarios,

decision quickness is also as essential as accuracy. This is particularly true in the case

of event detection problems, where late detection can cause financial or physical dam-

age. While recent work focuses on combining fast unsupervised AI decision systems

and precise human decisions to solve this problem, the quality of this cooperation

remains questionable. A human can generate ground-truth labels for the AI decision

systems for future improvements. However, having noisy ground truth can worsen the

performance. To address this challenge, this paper proposes FLAL (Feedback Loop

Active Learner), a novel bridge system between the AI decision system and human/s,

designed to understand human expertise and interest using a recommender mecha-

nism and improve AI system performance using an active learning mechanism. FLAL

is able to identify human behavior and makes entity recommendations to users who

can generate better ground-truth labels for these entities. Our experiments show that

FLAL performs better than competing baselines and converges fast.

7



Chapter 2

Event Detection on Dynamic Graphs

2.1 Introduction

Event detection on dynamic graphs is a relevant task for effective decision-making in

many organizations [9, 10]. In graphs, entities and their interactions are represented as

(possibly attributed) nodes and edges, respectively. The graph dynamics, which changes

the interactions and attributes over time, can be represented as a sequence of snapshots.

Events, identified as snapshot labels, are associated with a short-lived deviation from

normal behavior in the graph.

As an example, consider the communication inside an organization, such as instant

messages and phone calls [11]. Can the evolution of communication patterns reveal the

rise of important events—e.g., a crisis, project deadline—within the organization? While

one would expect the content of these communications to be useful for event detection,

this data is highly sensitive and often private. Instead, can events be discovered based

only on structural information (i.e. message participants and their attributes)? For

example, Romero et al. [11] have shown that stock price shocks induce changes (e.g.,

higher clustering) in the structure of a hedge fund communication network. Shortly

8
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after the 2011 earthquake and tsunami, Japanese speakers expanded their network of

communication on Twitter [12].

Given the recent success of deep learning on graphs [13, 14, 15, 16] in node/graph

classification, link prediction, and other tasks, it is natural to ask whether the same

can also be useful for event detection. In particular, such an approach can combine

techniques for graph classification [17, 18] and dynamic representation learning on graphs

[19, 20, 21, 22]. However, a key design question in this setting is whether to detect

events based on the micro (node) or macro (graph) level dynamics. More specifically, the

micro dynamics is captured via the application of a pooling operator to dynamic node

embeddings [19, 21]. For the macro dynamics, static snapshot embeddings are computed

via pooling and their evolution is modeled via a recurrent architecture (e.g. an LSTM)

[20, 22]. Each of these approaches has implicit assumptions about the nature of events

in the data.

Figure 2.1 shows two event detection architectures, one based on micro and another

based on macro dynamics. While they both apply a generic architecture shown in Fig-

ure 2.1a, they differ in the way dynamic representations for each graph snapshot are

generated.

To illustrate the difference between micro and macro dynamics, let us revisit our

organization example. For simplicity, we will assume that the pooling operator is the

average. Dynamic node embeddings are learned (non-linear) functions of the evolution

of an employee’s attributed neighborhood. These local embeddings are expected to be

revealing of an employee’s communication over time. Thus, (pooled) micro embeddings

will capture average dynamic communication patterns within the organization. On the

other hand, by pooling static node embeddings, we learn macro representations for the

communication inside the organization at each timestamp. The recurrent architecture

will then capture dynamic communication patterns at the organization level. Pooling

9
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and the RNN thus act as (spatial/temporal) functions that can be composed in different

ways—e.g. f(g(x)) vs g(f(x))—each encoding specific inductive biases for event detection.

We will show that the choice between micro and macro models has significant implications

for event detection performance.

This paper investigates the event detection problem on dynamic graphs. We propose

DyGED (Dynamic Graph Event Detection), a graph neural network for event detection.

DyGED combines a macro model with structural and temporal self-attention to account

for application-specific node and time importances. To the best of our knowledge, our

work is the first to apply either macro dynamics or self-attention for the event detection

task. Despite its simplicity, differing from more recent approaches based on micro dy-

namics, DyGED outperforms state-of-the-art solutions in three representative datasets.

These findings also have implications for other graph-level analytics tasks on dynamic

graphs, such as anomaly detection, regression, and prediction.

One of the strengths of our study is its extensive experimental evaluation. While

the event detection problem has been studied by a recent paper [23]—based on mi-

cro dynamics—our work provides key insights into some of the challenges and possible

strategies for effective event detection. This is partly due to our representative list of

datasets covering mobility, communication, and user-generated content data. Moreover,

we present a few case studies illustrating the key features of our approach. Our main

contributions are as follows:

▷ We present the first study comparing micro and macro deep learning architectures

for event detection on dynamic graphs, showing the importance of this design choice

for event detection performance;

▷ We propose DyGED, a simple yet novel deep learning architecture for event de-

tection based on macro dynamics. DyGED applies both structural and temporal

10
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Gt-1 Gt Gt+1

node
embeddings

graph
embeddings

predictions

features
pooling

(a) Generic architecture for event detection

micro/node
dynamics

(b) Learning graph embeddings based on mi-
cro dynamics

macro/graph
dynamics

(c) Learning graph embeddings based on
macro dynamics

Figure 2.1: (a) Event detection on dynamic graphs based on a generic deep learning
architecture. (b) At the micro scale, the dynamics is captured at node level using a
temporal GNN architecture and then pooled for graph-level classification. (c) At the
macro scale, the dynamics is captured at the graph level using an RNN over pooled
(static) GNN node embeddings. Our work investigates how the dynamics at different
scales affects event detection performance.

self-attention to enable the effective learning of node and time dependent weights;

▷ We compare DyGED against several baselines—mostly based on a micro model—

using three datasets. Our results show that DyGED outperforms the baselines by

up to 8.5% while being scalable. We also provide case studies illustrating relevant

features of our model (e.g. how its embeddings can be used for diagnosis).
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2.2 Related Work

Event detection on graphs: There is a diverse body of work on event detection

using graphs and other types of structured data [24, 25, 26] in the literature. Moreover,

other popular tasks such as anomaly [27, 28], change point [29, 30], and intrusion [31]

detection are related to unsupervised event detection [32, 28, 33]. Here, we focus on

a supervised version of the problem where graph snapshots are labeled depending on

whether an event happened within the snapshot’s time window. We assume that events

are defined based on an external source of information, not being fully identifiable from—

but still being correlated with—the observed data [9, 23]. Some studies distinguish

the event detection from the event forecasting problem, as the second also allows for

predictions of events far into the future [25]. However, such a distinction is less relevant

when events are external to the data [23]. Recently in [34], the authors apply a dynamic

graph to identify events on time series. We focus on the detection of events with graphs

as inputs.

The classical approach for event detection, including in the case of graphs, is to

rely on features designed by experts [35, 36]. A framework for automatically combining

multiple social network metrics, such as modularity and clustering coefficient, as features

for terrorist activity detection using a neural network is introduced in [9]. However, these

metrics, which are based on expert knowledge, may not generalize to many applications,

and they are potentially non-exhaustive—i.e. other relevant metrics might be missing.

Graph kernels: In machine learning, kernel methods, such as Support Vector Ma-

chines, have motivated a long literature on graph kernels [37]. A kernel is a function

that computes the similarity between two objects in a particular application and thus

their design often requires expert-knowledge. In the case of graph kernels, graphs are

compared based on their substructures—e.g., node neighborhoods [38], graphlets [39],

12
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random walks [40]. However, recent studies have shown that such features are often

outperformed by those learned directly from data [17].

Temporal node embeddings: Modeling temporal evolution of nodes based on

their connections over time is a well-studied problem in the literature. The temporal

information can be encoded using temporal point process [41], random walks on temporal

edge orderings [42] or a joint optimization of temporal node embeddings [43]. While these

methods focus on micro embeddings, [44] proposes taking into account macro information

by incorporating the number of modified edges in the graph. However, we notice that [44]

does not apply to our setting since it does not find node embeddings for every timestamp.

Graph neural networks (GNNs) for dynamic graphs: Deep learning on graphs

is an effort to reproduce the success achieved by deep neural networks (e.g. CNNs, RNNs)

on graphs [45, 46]. A key advance was the introduction of Graph Convolutional Net-

works (GCNs) [13], which outperform traditional approaches for semi-supervised learn-

ing. Later, GraphSage [14] and Graph Attention Networks (GATs) [47] were proposed

to increase the scalability and exploit the attention mechanism in GNNs, respectively.

Following the work listed above, there has been an outburst of extensions of GNNs for

dynamic graphs [48]. One approach is to apply standard GNNs to a static graph where

multiple snapshots are represented as a single multi-layered graph [49, 50] with additional

temporal edges. More recently, several studies have combined recursive architectures,

such as LSTMs, with GNNs. This can be achieved via macro models, which stack graph-

level GNN representations as a sequential process [51, 20]. Another alternative are micro

models, which apply the sequential process at the node level to generate dynamic node

embeddings [52, 21, 50].

Dynamic GNNs have been applied mostly for local tasks (e.g. node classification). On

the other hand, the most popular graph-level task for GNNs is graph classification [53,

54, 55], which assumes the input to be static. Our paper is focused on event detection on

13
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dynamic graphs, a challenging graph-level task also studied in [23]—one of our baselines.

Different from their work, DyGED applies self-attention at node and time domains to

capture the macro dynamics correlated with events. Self-attention was also recently

applied in [56] and [52], which were focused on graph classification and link prediction,

respectively. We show that DyGED equipped with self-attention outperforms state-of-

the-art event detection methods.

2.3 Problem Definition

Supervised event detection on dynamic graphs consists of learning how to detect

events based on a few recent graph snapshots using training data (i.e. labeled events).

Definition 1. Dynamic Graph: A dynamic graph G is a sequence of T discrete

snapshots ⟨G1, G2, . . . , GT ⟩ where Gt denotes the graph at timestamp t. Gt is a tuple

(V,Et,Wt, Xt) where V is a fixed set of n vertices, Et is a set of mt undirected edges,

Wt : Et → R+ are edge weights, and Xt : V → Rd gives d features for each node.

In our earlier example regarding an organization, nodes in V represent members of

the organization. An edge is created in Et whenever their associated members exchange a

message during a time interval t and weightsWt might be numbers of messages exchanged.

Finally, features Xt might include an individual’s job position (static) and the total

number of messages received by them during the time interval t (dynamic).

Definition 2. Event Label Function: We define the function ℓ(Gt−k:t) ∈ {0, 1} to be

an event labelling function of order k, where Gt−k:t = ⟨Gt−k, Gt−k+1, . . . , Gt⟩, and such

that:
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ℓ(Gt−k:t) =


1, if an event occurs at time t

0, otherwise

Events might depend not only on the current graph snapshot Gt but also on the

k previous snapshots Gt−k, . . . , Gt−1. This allows the function ℓ to model events that

depend on how the graph changes. One can define a similar function ℓ∆ for the early

detection (or forecasting) of events ∆ snapshots into the future.

Definition 3. Event Detection Problem: Given a set of training instances D, com-

posed of pairs (Gt−k:t, ℓ(Gt−k:t)), learn a function ℓ̂ that approximates the true ℓ for unseen

snapshots.

We treat event detection as a classification problem with two classes. To evaluate

the quality of the learned function ℓ̂ we apply a traditional evaluation metric (AUC [57])

from supervised learning. In this paper, we propose ℓ̂ to be a neural network.

2.4 Proposed Model: DyGED

We describe DyGED (Dynamic Graph Event Detection), a simple yet novel deep

learning architecture for event detection on dynamic graphs. DyGED combines a Graph

Convolutional Network and a Recurrent Neural Network to learn the macro (i.e. graph-

level) dynamics correlated with labeled events. This backbone architecture is further

enhanced by self-attention mechanisms in the structural and temporal domains. First,

we introduce the main components of our architecture. Next, we describe DyGED and

some of its variations.

We introduce notations for a few basic operations to describe our architectures in

a compact form. A column-wise concatenation [M1, . . . ,Mt] : Rn×m1 × . . . × Rn×mt →
15
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Rn×(m1+...+mt) maps a sequence of matrices M1, . . . ,Mt to a new matrix M such that

(Mt)i,j =Mi,
∑t−1

r=1 mr+j. Similarly, we denote a row-wise concatenation as [M1; . . . ;Mt] =

[M⊺
1 , . . . ,M

⊺
t ]

⊺.

2.4.1 Main Components

We describe the main components of our neural network architecture for event detec-

tion on dynamic graphs (DyGED).

Graph Convolutional Network:

GCNs are neural network architectures that support the learning of h-dimensional

functions GCN(A,X) : Rn×n×Rn×d → Rn×h over vertices based on the graph adjacency

matrix A and features X. For instance, a 2-layer GCN can be defined as follows:

GCN(A,X) = σ
(
Â σ

(
ÂXW (0)

)
W (1)

)
where Â =D̃− 1

2 ÃD̃− 1
2 is the normalized adjacency matrix with D̃ as weighted degree

matrix and Ã=In+A with In being an n×n identity matrix. W (i) is a weight matrix for

the i-th layer to be learned during training, with W (1) ∈ Rd×h′
, W (2) ∈ Rh′×h, and h (h′)

being the embedding size in the output (hidden) layer. Moreover, σ(.) is a non-linear

activation function such as ReLU.

Pooling

The output of the GCN described in the previous section is an embedding matrix Zt

for each graph snapshot Gt. In order to produce an embedding zt for the entire snapshot,

we apply a pooling operator v-Att(Zt) : Rn×h → Rh. In particular, our model applies

the self-attention graph pooling operator proposed in [56]:
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zt = v-Att(Zt) = softmax(w.tanh(ΦZT
t ))Zt

where Φ ∈ Rh×h and w ∈ Rh are learned attention weights.

Intuitively, v-Att re-weights the node embeddings enabling some nodes to play a larger

role in the detection of events. In our experiments, we will show that these attention

weights can be used to identify the most important nodes for our task.

Recurrent Neural Network

We assume that events are correlated with the graph (i.e. macro) dynamics. Thus,

our model applies an RNN to learn dynamic graph representations. More specifically, we

give the pooled snapshot embeddings zt as input to a standard Long Short-Term Memory

LSTM(z′t−1, zt) : Rh × Rh → Rh to produce dynamic graph representations:

z′t = LSTM(z′t−1, zt)

Notice that z′t is based on a sequence of static embeddings, instead of each node’s

(micro) dynamics. In our experiments, we will compare these two approaches using a

diverse collection of datasets.

Temporal Self-Attention

The RNN component described in the previous section enables our architecture to

capture the graph dynamics via embeddings z′t. However, complex events might not be

correlated only with the current graph representation but a window Z ′
t = [z′t−k; . . . ; z

′
t].

For instance, in mobility-related events (e.g. sports games), changes in the mobility

dynamics will arise a few hours before the event takes place. Moreover, these correlations
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might vary within a dataset due to the characteristics of each type of event. Thus, we

propose a self-attention operator t-Att(Z ′
t) : R(k+1)×h → Rh for aggregating multiple

dynamic embeddings:

z′′t = t-Att(Z ′
t) = softmax(w′.tanh(Φ′Z

′T
t ))Z ′

t

where Φ′ ∈ Rh×h and w′ ∈ Rh are learned attention weights.

Similar to v-Att (Section 2.4.1), t-Att enables the adaptive aggregation of dynamic

embeddings. To the best of our knowledge, we are the first to apply a similar self-attention

mechanism—which might be of independent interest—in dynamic GNN architectures.

Classifier and Loss Function

The final component our model is a Multi-Layer Perceptron MLP (z′′t ) : Rh → R2

that returns (nonlinear) scores for each possible outcome (i.e., event/no event) Yt. Given

training data with event labels ℓ(Gt−k:t), the parameters of our model are learned (end-

to-end) by minimizing the cross-entropy of event predictions Y = {Yk+1, . . . , YT}. Note

that event detection is a highly imbalanced problem—i.e. events are rare. We address

this challenge by weighting our loss function terms with class ratios [58]. As a result,

false negatives are more penalized than false positives.

−
T∑

t=k+1

(1− x)ℓ(Gt−k:t) log (Yt,1) + x(1− ℓ(Gt−k:t)) log (Yt,2)

where ℓ is the event label from Definition 2. Moreover, x and 1 − x positive (i.e.,

events) and negative sample ratios in the training set, respectively.
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Algorithm 1 DyGED Forward Algorithm

Require: Sequence of snapshots Gt−k:t, previous dynamic state z′t−k−1

Ensure: Event probability
1: for τ ∈ {t− k, . . . , t} do
2: Zτ ← GCN(Gτ , Xτ )
3: zτ ← v-Att(Zτ )
4: z′τ ← LSTM(z′τ−1, zτ )
5: end for
6: z′′t ← t-Att([z′t−k; . . . ; z

′
t])

7: return MLP (z′′t ) =0

2.4.2 DyGED and its Variants

Algorithm 1 provides an overview of the forward steps of DyGED. It receives a

sequence of snapshots Gt−k:t and the previous dynamic (LSTM) state z′t−k−1 as inputs.

The output is the event probability for Gt. Notice that our assumption that macro

dynamics of the graph is correlated with events of interest leads to a simple and

modular model. Steps 3 and 5 correspond to the structural and temporal self-attention,

respectively. In order to evaluate some of the key decisions involved in the design of

DyGED, we also consider the following variations of our model:

▷ DyGED-CT (with contatenation): Replaces the LSTM (step 4) and t-Att (step 5)

operators by a concatenation, with z′′t = ([zt−k, . . . , zt]).

▷ DyGED-NL (no LSTM): Removes the LSTM operator (step 4) from Algorithm 1,

with z′′t = t-Att([zt−k; . . . ; zt]).

▷ DyGED-NA (no attention): Removes the temporal self-attention operator t-Att (step

5), with z′′t = z′t.
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Time Complexity

Table 2.1 shows the time complexities for different variations of DyGED discussed

in this section. Our methods are scalable as the time complexities are linear with the

number of vertices (n) and edges (m) in the input graph.

GCN + Pooling LSTM t-Att MLP

DyGED-CT O((mh+ nh2)l1) - - O(kh2 + h2l2)
DyGED-NL O((mh+ nh2)l1) - O(kh2) O(h2l2)
DyGED-NA O((mh+ nh2)l1) O(h2) - O(h2l2)
DyGED O((mh+ nh2)l1) O(h2) O(kh2) O(h2l2)

Table 2.1: Time complexities of our methods: m,n, h, l1, k, l2 denote numbers of edges,
nodes, embedding dimension, layers in GCN, past snapshots, layers in MLP. We as-
sume the initial node feature dimension for GCN, input, cell, and output dimension
for LSTM equal to embedding dimension h.

2.5 Experiments

We evaluate DyGED—which is our approach for event detection on dynamic graphs—

and its variations using a diverse set of datasets. We compare our solutions against

state-of-the-art baselines for event detection, graph classification, and dynamic GNNs in

terms of accuracy (Sec. 2.5.3) and efficiency (Sec. 2.5.7). We also provide a visualization

of prediction scores to give more insight into the results (Sec. 2.5.4. Furthermore, we

present more studies to have a more detailed picture of the effectiveness of DyGED across

representative application scenarios using event embeddings (Sec. 2.5.6), importance

via attention (Sec. 2.5.5), and ablation study including feature and pooling operator

variations (Sec. 2.5.8). The implementation of DyGED and datasets are available online:

https://www.github.com/mertkosan/DyGED.
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NYC Cab Hedge Fund TW TW-Large

#Nodes (avg) 263 330 300 1000
#Edges (avg) 3717 557 1142 10312
#static features 6 5 300 300

#dynamic features 3 3 3 3
#Snapshots 4464 690 2557 2557
Snap. Period hour day day day

#Events 162 55 287 287

Table 2.2: The statistics of the datasets. TW is Twitter Weather.

2.5.1 Datasets

Table 2.2 shows the main statistics of our datasets. The snapshot period is the

interval [timet, timet +∆p) covered by each snapshot Gt, where ∆p denotes the period.

These datasets are representatives of relevant event detection applications. NYC Cab is

an example of a mobility network with geo-tagged mass-gathering events (e.g., concerts,

protests). Hedge Fund is a communication network for decision making in high-risk

environments—as in other business settings and emergency response. Twitter Weather

relates user-generated content with extreme events (e.g., terrorist attacks, earthquakes).

NYC Cab: Dataset based on sports events and hourly numbers of passengers trans-

ported between cab zones in NYC.1 Nodes, edges, and their weights represent cab zones,

inter-zone trips, and numbers of passengers transferred, respectively. Static node features

are lat-long coordinates, boroughs, lengths, areas, and service zones. Dynamic features

are the node degree, betweenness centrality, and clustering coefficient within a snapshot

(i.e. one hour period). Baseball games involving the Yankees or the Mets in NYC are

the events of interest.

Hedge Fund [11]: Dynamic network of employees at a hedge fund and their com-

munications. Stock market shocks between January 2009 and September 2011 are the

events. Nodes, edges, and edge weights represent employees, communications, and the

1https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page
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total number of messages exchanged, respectively. Node features are employee’s personal

information such as company name, hiring time, gender, and position. We consider the

node degree, betweenness centrality, and clustering coefficient as dynamic features. Each

snapshot covers activities in a day, and events are price shocks—unexpected changes

[11]— in the S&P500.

Twitter Weather: Dataset integrating weather-related tweets and significant

weather events in the US from 2012 to 2018. Tweets were extracted from a large corpus

made available by the Internet Archive2. Nodes, edges, and edge weights represent En-

glish words, word co-occurrences, and the number of co-occurrences, respectively. Start-

ing from a small set of weather-related words, we employed an existing algorithm [59] to

expand the set to 300 words. Pre-trained word2vec3 [60] vectors were applied as static

node features, whereas dynamic features are the node degree, betweenness centrality, and

clustering coefficient during a one day interval. Weather events—with monetary damage

of at least $50M—were collected from the US National Climatic Data Center records.4

We also created a larger version of Twitter Weather with 1000 words.

2.5.2 Experimental Settings

Baselines:

We consider recent approaches that either focus on micro (node-level) dynamics [23,

21, 50] or are designed for graph classification [55]. If it is necessary, we apply our v-Att

module (see Section 2.4.1) to get graph embeddings from node embeddings.

▷ DynGCN [23]: State-of-the-art architecture for event detection that combines rep-

resentations from a GCN at each snapshot with a temporal encoder that carries in-

2https://archive.org/details/twitterstream
3https://code.google.com/archive/p/word2vec/
4https://www.ncdc.noaa.gov/stormevents/
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formation from the past.

▷ EvolveGCN [21]: Combines recurrent and graph convolutional neural networks to

generate dynamic node embeddings.

▷ ASTGCN [50]: Graph convolutional network originally proposed for traffic predic-

tion. It combines spatial and temporal-attention mechanisms. We adapt ASTGCN

to our problem setting by considering k previous time dependencies instead of daily,

weekly, and monthly ones.

▷ DiffPool [55]: Computes graph embeddings via a differentiable graph pooling

method. Because this model is designed for classification, it does not account for

the dynamics.

Other Settings

Train/Test Splits: We evaluate the methods using p-fold nested cross-validation

[61], where p was set based on event frequency. Each method runs 20 times per train/test

split (at least 100 repetitions/method), and we report average results. Train/test splits of

3720/744, 575/115, and 2192/365 snapshots are applied for the NYC Cab, Hedge Fund,

Twitter Weather datasets, respectively.

Ratio of positive and negative samples: Overall percentages of positive sam-

ples (events) are 3.62%, 7.97%, and 11.22% for the NYC Cab, Hedge Fund, and Twitter

Weather dataset, respectively. As we use nested cross-validation, train/test event ratios

vary (depending on the fold) from/to 3.46/4.18%-3.61/3.37%, 3.57/12.5%-8.37/7.14%

and 11.17/18.23%-13.53/4.14% for NYC Cab, Hedge Fund, and Twitter Weather respec-

tively.

Hyper-parameters: We tune the hyper-parameters of our methods and baselines

with a grid search. We find that training using Adam optimization with learning rate,

dropout rate, and the batch size set to 0.005, 0.2, and 100, respectively, works well for
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our methods. The number of GCN layers, MLP layers, the size of the embedding set to

2, 2, and 64, respectively, are good choices for model parameters.

Quality metric: We compare the quality of the predictions by the methods using

the Area under the ROC curve (AUC) [57].

Hardware: We run our experiments on a machine with NVIDIA GeForce RTX 2080

GPU (8GB of RAM) and 32 Intel Xeon CPUs (2.10GHz and 128GB of RAM).

Method NYC Cab Hedge Fund TW TW Large

Baselines:
Micro Dynamics

EvolveGCN 0.842∗∗ ± 0.008 0.718∗∗ ± 0.011 0.782∗∗ ± 0.012 0.731∗∗ ± 0.011
ASTGCN 0.903∗∗ ± 0.003 0.753∗ ± 0.022 0.747∗∗ ± 0.018 0.722∗∗ ± 0.014
DynGCN 0.901∗∗ ± 0.003 0.679∗∗ ± 0.030 0.713∗∗ ± 0.012 0.709∗∗ ± 0.007

Classification DiffPool 0.887∗∗ ± 0.003 0.690∗∗ ± 0.020 0.766∗∗ ± 0.014 0.728∗∗ ± 0.007

Proposed:
Macro Dynamics

DyGED-CT 0.910± 0.009 0.776± 0.012 0.775∗∗ ± 0.014 0.743∗∗ ± 0.014
DyGED-NL 0.912± 0.004 0.779∗ ± 0.012 0.791∗∗ ± 0.014 0.752∗ ± 0.020
DyGED-NA 0.896∗∗ ± 0.004 0.784∗ ± 0.014 0.800∗ ± 0.009 0.734∗∗ ± 0.012
DyGED 0.905∗ ± 0.004 0.787± 0.015 0.810± 0.012 0.760± 0.014

Table 2.3: AUC scores of event detection methods. The highest and second highest
values for each column are in bold and underlined, respectively. Our methods, ac-
counting for macro dynamics, achieve the best results, outperforming the best baseline
(ASTGCN) by 4.5% on average and up to 8.5% (on Twitter Weather). We performed
a paired t-test comparing the best model against the others (markers ** and * indicate
p-value < .01 and < .05, respectively).

2.5.3 Event Detection Accuracy

Table 2.3 shows the event detection accuracy results in terms of AUC. For the ap-

proaches that consider a sliding window, reported results are the best ones among window

sizes (k + 1) varying from one to five. The optimal window size for all these methods is

either four or five. We use only static node features in our main experiments, and the

effect of dynamic features will be shown in Section 2.5.8.

Results show that DyGED outperforms the competing approaches in all datasets.

In particular, DyGED outperforms ASTGCN—best baseline—by 0.2%, 4.5%, 8.5%, and
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5.2% for NYC Cab, Hedge Fund, Twitter Weather, and Twitter Weather Large, re-

spectively (4.5% on average). Notice that, different from most baselines, our approach

captures the macro-dynamics correlated with events. DyGED-NL and DyGED, which

adopt temporal self-attention, achieve the best results indicating that it enables the

learning of adaptive weights for different snapshots/times. Moreover, DyGED-NA and

DyGED—using recurrent neural network to capture the macro dynamics—achieve better

performance for the Hedge Fund and Twitter Weather datasets.
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Figure 2.2: Scaled prediction scores ([0, 1]) given by some of the event detection
methods for Hedge Fund. Events are marked as vertical (red) lines. The first (grey)
half covers some of the training events, while the remaining (white) is in the test set.
Some events are annotated for illustration. Hedge Fund annotations are headlines
from CNBC on the day of the event. Our method DyGED can identify several of the
events while keeping the false positive rate lower.
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2.5.4 Visualization of Event Scores

Besides evaluating event detection approaches in terms of accuracy, it is also impor-

tant to analyze how event scores are related to true events in the data. This is particularly

relevant when events are determined based on a threshold.

Figure 2.2 shows the prediction scores for a set of events from the Hedge Fund dataset.

It illustrates how events are distributed over time and also how specific events are pre-

dicted by the methods. Events are marked as vertical (red) lines. Moreover, scores are

(min-max) scaled versions of the event (yes) class score (i.e. Yt,1, as defined in Section

2.4.1).

We show events and scores for part of the training window (in gray) and also the

complete test window (in white) of a particular fold. We also show the value of the

S&P500 index and some headlines of the day from the business section of the CNBC

News website.5 These visualizations provide important insights regarding the nature of

events in these datasets and also about the performance of event detection schemes.

Notice that prediction scores are correlated with events across methods, particularly

the top-performing ones. However, most methods tend to suffer from false positive errors.

This shows that the relationship between the graph dynamics and events is often weak

(or noisy), which is a challenge for event detection methods.

Prediction scores also give us a better understanding of the differences between our

method (DyGED) and baselines EvolveGCN and ASTGCN. Different from DyGED,

these baselines capture the micro (or node-level) dynamics of the graph. On the other

hand, our approach focuses on the macro (or graph-level) dynamics. First, DyGED is

effective at fitting the training data. Moreover, DyGED also achieves better performance

during testing, producing significantly fewer false positives. These results are consistent

5https://www.cnbc.com
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with the quantitative analysis provided in Section 2.5.3.

(a) DyGED Attentions (b) Betweenness (c) Clustering

Baseball Stadium

(d) Degree

Figure 2.3: Top 10 taxi zones (in red) based on various metrics for NYC Cab dataset.
Attention mechanism finds closer taxi zones to the stadiums compared to some node
statistics such as betweenness centrality, clustering coefficient, and node degree. In
other words, DyGED detects more crucial nodes for Baseball game detection.

2.5.5 Importance via Attention

DyGED applies node and time self-attention weights for event detection. Here, we

analyze these attention weights as a proxy to infer importance node and time importance.

We notice that the use of attention weights for interpretability is a contentious topic in

the literature [62, 63, 64]. Still, we find that these learned weights to be meaningful

for our datasets. They also provide interesting insights regarding the role played by

self-attention in our model.

Node Attention

A critical task in event detection on graphs is to measure the importance of nodes and

subgraphs [65] based on the events of interest. As a step towards answering this question,

we analyze attention weights learned the v-Att(.) operator—normalized by the softmax

function. For each node, we compute the average weight learned. For a comparison, we

also consider the following classical node importance measures from the network science
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Figure 2.4: Illustration of the attention weights (normalized) of current and previous
three snapshots for all datasets. While in NYC Cab, the current snapshot has more
attention weights than the previous ones, attention weights in the Hedge Fund and
Twitter datasets reveal more about the importance of temporal information. Results
show that history plays a role in predicting the event. 0th refers to the current snap-
shot.

literature: degree, betweenness centrality, and clustering coefficient.

Figure 2.3 shows the top 10 most important taxi zones based on each importance

measure for the NYC Cab dataset. Our attention weights find taxi zones near the

baseball stadiums, whereas topology-based baseline measures select stations in downtown

Manhattan and the airports. In Twitter Weather, where nodes are words, our solution

set contains “fire”, “warm”, “tree”, and “snow” as the top words while the topology-

based baselines have “weather”, “update”, “fire”, and “barometer”. The results show

that words found using our measure are more strongly associated with events of interest.

Time (Snapshot) Attention

We also propose a time importance module that uses temporal self-attention weights

via the function t-Att(.), to measure how the past snapshots (time) affect event detection.

Similar to the node attention weights, the attention values here also signify the value

of the information from the snapshots. We use three previous (i.e., k = 4) and the
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current snapshot in our experiments. Figure 2.4 shows the attention weights (output of

softmax) for snapshots (with mean and standard deviation). For NYC Cab, the current

snapshot has significantly higher weights. However, the remaining datasets reveal more

interesting attention patterns. For instance, in Hedge Fund, the importance of earlier

weights can be associated with the definition of an event—a stock market shock. For

Twitter Weather, events often last several days, and thus weights are expected to be

more uniformly distributed.

None
Yankees
Mets

(a) NYC Cab

None
Up
Down

(b) Hedge Fund

None
Blizzard
Hurricane
Flood
Wildfire
Tornado
Storm
Extreme

(c) Twitter Weather

Figure 2.5: An illustration of how DyGED graph embeddings support event diagnosis
for three datasets. For each snapshot window Gt−k:t, we assign an event case (e.g.
game at Yankees or Mets stadium for NYC Cab) or None. Results show that event
causes tend to form clusters in the embedding for all datasets. Thus, events can be
automatically diagnosed based on a few manually diagnosed ones in their embedding
neighborhood. Better seen in color.

2.5.6 Event Embeddings and Diagnosis

Figure 2.5 shows graph embeddings produced by DyGED for our three datasets. Each

point corresponds to a sequence of snapshots Gt−k:t. These are the same embeddings

given as input to the MLP in our architecture. We set the number of dimensions h

of the embeddings originally to 64 and then project them to 2-D using tSNE [66]. We

also annotate each embedding with the type/cause of the event. For NYC Cab, we

consider the stadium (Yankees or Mets) where the game takes place. For Hedge Fund, we

distinguish between up and down shocks. For Twitter Weather, we use the classification
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from the US National Weather Service (blizzard, hurricane, flood, wildfire, tornado, storm

and extreme).6 Notice that this additional information is not used for event detection.

As desired, events often form clusters in the embedding space for all datasets. That

illustrates the ability of DyGED to produce discriminative representations that enable

the classifier to identify events. However, notice that events and non-events are not

completely separated in 2-D embeddings produced by DyGED which outperform all the

baselines. This suggests that the event detection problem on dynamic graphs might be

non-trivial.

It is also interesting to analyze whether DyGED embeddings can be useful for event

diagnosis, which consists of providing users with information that enables the identifi-

cation of causes for the events [67, 68]. More specifically, embeddings might capture

not only whether an event occurs or not but also the nature of the event—i.e. events

with the same cause are embedded near each other. Our results show that events of the

same type/cause tend to cluster in the embedding space. In particular, in the Twitter

Weather dataset, events of type ‘Extreme’ and ‘Storm’ could be potentially diagnosed

using a simpler nearest neighbors scheme.

2.5.7 Event Detection Efficiency

Table 2.4 shows testing times (in secs.) for a batch size of 100 data points for NYC

Cab, Hedge Fund, Twitter Weather, and Twitter Weather Large, respectively. The

window size is set to 4. Results show that DyGED is scalable—up to 206 and 29 times

faster than the top 2 baselines (ASTGCN and EvolveGCN, respectively).

6https://www.ncdc.noaa.gov/stormevents/pd01016005curr.pdf
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NYC Cab Hedge Fund TW TW-Large

EvolveGCN 1.912 0.303 0.949 4.65
ASTGCN 13.57 2.131 6.916 24.41
DynGCN 0.064 0.019 0.080 0.622
DiffPool 0.057 0.016 0.045 0.482
DyGED 0.066 0.017 0.048 0.479

Table 2.4: Testing times (in secs.) for all the methods with windows length k+1 set
to 4. DyGED is scalable and up to 206 times faster than the best baseline, ASTGCN.

2.5.8 Ablation Study

Feature Variation

We also calculate three graph statistics as dynamic node features: node degree, be-

tweenness centrality, and clustering coefficient. Table 2.5 shows results for static-only,

dynamic-only, and static+dynamic node features for DyGED and the best baseline (AST-

GCN) using all datasets. Results show that static features are often more relevant than

dynamic ones—NYC Cab is the exception. Moreover, combining static and dynamic

features often improves performance. We notice that for Twitter Weather (TW), static

features (word embeddings) are quite expressive.

Method NYC Cab Hedge Fund Twitter Weather

ASTGCN-S 0.903 0.753 0.774
DyGED-S 0.905 0.787 0.810
ASTGCN-D 0.894 0.741 0.747
DyGED-D 0.911 0.786 0.765

ASTGCN-SD 0.905 0.763 0.751
DyGED-SD 0.925 0.798 0.815

Table 2.5: AUC scores of DyGED and the best baseline method ASTGCN with
different sets of node features. -S, -D, -SD suffixes are for static-only, dynamic-only,
static+dynamic node features, respectively. TW is the Twitter Weather dataset.
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Pooling Operator Variation

Mean and max operators are two of the most common pooling operators in convolu-

tional networks [69]. They have been used for down-sampling the data and their useful-

ness depends on the application and the dataset [70]. We compare these operators against

self-attention graph pooling (Section 2.4.1). Table 2.6 shows that the self-attention oper-

ator (DyGED) outperforms the other operators for all datasets. These results highlight

the importance of adaptive node weighting when capturing the macro dynamics for event

detection, one of the essentials of our approach.

Method NYC Cab Hedge Fund Twitter Weather

DyGED-Mean 0.879 0.704 0.773
DyGED-Max 0.880 0.729 0.729

DyGED 0.905 0.787 0.810

Table 2.6: AUC scores of our event detection method DyGED equipped with differ-
ent pooling operators. Attention pooling outperforms mean and max pooling for all
datasets using our method DyGED. TW is the Twitter Weather data.

2.6 Conclusions

This paper is focused on event detection on dynamic graphs. We have proposed a

deep learning based method, DyGED, which learns correlations between the graph macro

dynamics—i.e. a sequence of temporal graph representations—and events. We compared

DyGED against multiple baselines using a representative set of datasets. Our approach

outperformed the baselines in accuracy while being more scalable than the most effective

one. We also showed how our method could be applied for event diagnosis as well as

to provide interpretability via self-attention on nodes and snapshots. In future work,

we want to develop hierarchical event detection architectures that are able to combine

macro and micro dynamics. We are also interested in designing even more interpretable
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models for event detection on graphs so that the discovered events can be associated with

subgraphs and their dynamics.

2.7 Future Works - Multi-scale Anomalies [1]

Detecting suspicious patterns in attributed networks, such as transaction networks, is

crucial for addressing vulnerabilities, yet challenging due to limited knowledge of anomaly

characteristics. We focus on identifying cohesive anomalous communities operating at

different scales based on size and deviation from normal node behavior. To address

this, we propose an unsupervised framework using graph autoencoders to reconstruct

the graph at multiple scales, flagging anomalous nodes based on unstable embeddings

and poor reconstructions.

In their work, Tang et al. [71] analyze anomalous graphs by evaluating the spectral

energy distribution. To further explore this analysis, we conduct spectral analysis to de-

termine if multi-scale anomalies exhibit distinct spectral behavior. Figure 2.6 illustrates

that anomalous graphs at different scales exhibit dominant frequency bands on Cora

dataset [72], supporting the hypothesis that anomaly scale influences the spectral charac-

teristics. While Tang et al. assume high spectral energy around λ = 1, our experimental

results demonstrate that anomalies of varying scales exhibit unique spectral behavior.

For instance, anomalies with scale 1 (anomalous clusters of size 10) dominate at λ = 1.2,

scale 2 (anomalous clusters of size 50) at λ = [0.8, 0.1], scale 3 (anomalous clusters of

size 150) at λ = 0.6, and single-node anomalies dominate the higher frequency band

at λ = 1.4. Therefore, our proposed method should account for distinguishing between

anomalies of different scales by leveraging their distinctive spectral characteristics.

In order to focus on unsupervised learning, our proposed approach utilizes graph

autoencoders to reconstruct the graph structure, training the encoder using the recon-

33



Event Detection on Dynamic Graphs Chapter 2

Figure 2.6: Spectral energy distributions of normal nodes, node-level anomalies, and
three subgraph-level anomalies at different scales for Cora with injected anomalies.
The spectral energy distributions of anomalous nodes concentrate more on the high
frequency regions.

struction error. The decoder simply employs the inner product of node embeddings.

The difference between the actual graph and the reconstructed graph yields the recon-

struction error, calculated for each element (edge) individually. To compute node-level

reconstruction, we consider the edges connected to each specific node.

To capture distinctive spectral patterns of multi-scale anomalies, we introduce the

use of Beta Wavelet Graph Neural Networks (GNNs) [71] for learning node embeddings

in our encoders. The Beta wavelet kernel, characterized by hyperparameters p and q, is

defined as Wp,q = βp,q(L) =
(L/2)p(I−L/2)q

2B(p+1,q+1)
, where B(p+ 1, q + 1) = p!q!

(p+q+1)!
is a constant.

Beta kernels can effectively capture anomalies at different scales compared to the more

commonly used heat kernels in GNNs. Figure 2.7 provides a visual comparison of the

spectral properties between heat kernels and Beta kernels with varying hyperparameters.

We employ τ Beta wavelets, where p and q are integers satisfying p, q ∈ Z+ and

p + q ⩽ τ , to generate embeddings Z0,τ , Z1,τ−1, · · · , Zτ,0. In Eq. 2.1, a scale-specific
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Figure 2.7: Spectral properties of heat kernels and Beta kernels are compared, with
the latter incorporating diverse band-pass filters to enable the detection of anomalies
at multiple scales.

wavelet, parameterized by unique values of p and q, is applied to the transformed input

features. In contrast, we utilize these scale-specific embeddings for scale-specific graph

reconstruction. The final embedding is obtained as a weighted sum of the multi-scale

filter outputs in Eq. 2.2 using a learned weight vector α. For each embedding Zp,q, we

generate a scale-specific graph reconstruction.

Z(s)
p,q = Wp,qMLPs(X) (2.1)

Z(s) =

τ,0∑
p=0,q=τ

α(s)
p,qZ

(s)
p,q (2.2)

In our subsequent steps, we will compare our method with competing baselines in

terms of detecting node or subgraph-level anomalies. If the competing methods are

designed for supervised learning, we will adapt their loss functions to unsupervised ones

to ensure a fair comparison. As datasets may vary, we also aim to investigate which filters

are responsible for detecting anomalies at specific scales by analyzing the α parameters.
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Global Counterfactual Explainer for

Graph Neural Networks

3.1 Introduction

Graph Neural Networks (GNNs) [13, 14, 73, 74, 75, 76] are being used in many

domains such as drug discovery [77], chip design [78], combinatorial optimization [79],

physical simulations [80, 81] and event prediction [82, 83, 84]. Taking the graph(s) as

input, GNNs are trained to perform various downstream tasks that form the core of

many real-world applications. For example, graph classification has been applied to

predict whether a drug would exhibit the desired chemical activity [77]. Similarly, node

prediction is used to predict the functionality of proteins in protein-protein interaction

networks [85] and categorize users into roles on social networks [86].

Despite the impressive success of GNNs on predictive tasks, GNNs are black-box

machine learning models. It is non-trivial to explain or reason why a particular

prediction is made by a GNN. Explainability of a prediction model is important to

understand its shortcomings and identify areas for improvement. In addition, the ability
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to explain a model is critical towards making it trustworthy. Owing to this limitation of

GNNs, there has been significant efforts in recent times towards explanation approaches.

Existing work on explaining GNN predictions can be categorized mainly in two

directions: 1) factual reasoning [65, 87, 88, 89], and 2) counterfactual reasoning

[90, 91, 92, 93]. Generally speaking, the methods in the first category aim to find

an important subgraph that correlates most with the underlying GNN prediction. In

contrast, the methods with counterfactual reasoning attempt to identify the smallest

amount of perturbation on the input graph that changes the GNN’s prediction, for

example, removal/addition of edges or nodes.

CH

O

H
(a) Formaldehyde

CH

O

O H
(b) Formic acid

Figure 3.1: Formaldehyde (a) is classified by a GNN to be an undesired mutagenic
molecule with its important subgraph found by factual reasoning highlighted in red.
Formic acid (b) is its non-mutagenic counterfactual example obtained by removing
one edge and adding one node and two edges.

Compared to factual reasoning, counterfactual explainers have the additional

advantage of providing the means for recourse [94]. For example, in the applications of

drug discovery [77, 95], mutagenicity is an adverse property of a molecule that hampers

its potential to become a marketable drug [96]. In Figure 3.1, formaldehyde is classified

by a GNN to be mutagenic. Factual explainers can attribute the subgraph containing

the carbon-hydrogen bond to the cause of mutagenicity, while counterfactual explainers

provide an effective way (i.e., a recourse) to turn formaldehyde into formic acid, which

is non-mutagenic, by replacing a hydrogen atom with a hydroxyl.

In this work, we focus on counterfactual explanations. Our work is based on the

observation that existing counterfactual explainers [65, 87, 88, 89] for graphs take a local
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perspective, generating counterfactual examples for individual input graphs. However,

this approach has two key limitations:

▷ Lack of global insights: It is desirable to offer insights that generalize across a

multitude of data graphs. For example, instead of providing formic acid as a coun-

terfactual example to formaldehyde, we can summarize global recourse rules such as

“Given any molecule with a carbonyl group (carbon-oxygen double bond), it needs a hy-

droxy to be non-mutagenic”. This focus on global counterfactual explanation promises

to provide higher-level insights that are complementary to those obtained from local

counterfactual explanations.

▷ Information overload: The primary motivation behind counterfactual analysis is

to provide human-intelligible explanations. With this objective, consider real-world

graph datasets that routinely contain thousands to millions of graphs. Owing to

instance-specific counterfactual explanations, the number of counterfactual graphs

grows linearly with the graph dataset size. Consequently, the sheer volume of

counterfactual graphs overloads human cognitive ability to process this information.

Hence, the initial motivation of providing human-intelligible insights is lost if one

does not obtain a holistic view of the counterfactual graphs.

Contributions: In this paper, we study the problem of model-agnostic, global counter-

factual explanations of GNNs for graph classification. More specifically, given a graph

dataset, our goal is to counterfactually explain the largest number of input graphs with

a small number of counterfactuals. As we will demonstrate later in our experiments, this

formulation naturally forces us to remove redundancy from instance-specific counterfac-

tual explanations and hence has higher information density. Algorithmically, the pro-

posed problem introduces new challenges. We theoretically establish that the proposed

problem is NP-hard. Furthermore, the space of all possible counterfactual graphs itself is
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exponential. Our work overcomes these challenges and makes the following contributions:

▷ Novel formulation: We formulate the novel problem of global counterfactual rea-

soning/explanation of GNNs for graph classification. In contrast to existing works on

counterfactual reasoning that only generate instance-specific examples, we provide an

explanation on the global behavior of the model.

▷ Algorithm design: While the problem is NP-hard, we propose GCFExplainer,

which organizes the exponential search space as an edit map. We then perform vertex-

reinforced random walks on it to generate diverse, representative counterfactual can-

didates, which are greedily summarized as the global explanation.

▷ Experiments: We conduct extensive experiments on real-world datasets to validate

the effectiveness of the proposed method. Results show that GCFExplainer not

only provides important high-level insights on the model behavior but also outper-

forms state-of-the-art baselines related to counterfactual reasoning in various recourse

quality metrics.

3.2 Global Counterfactual Explanations

This section introduces the global counterfactual explanation (GCE) problem for

graph classification. We start with the background on local counterfactual reasoning.

Then, we propose a representation of the global recourse rule that provides a high-level

counterfactual understanding of the classifier behavior. Finally, we introduce quality

measures for recourse rules and formally define the GCE problem.

3.2.1 Local Counterfactual

Consider a graph G = (V,E), where V and E are the sets of (labelled) nodes and

edges respectively. A (binary) graph classifier (e.g., a GNN) ϕ classifies G into either the
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undesired class (ϕ(G) = 0) or the desired one (ϕ(G) = 1). An explanation of ϕ seeks

to answer how these predictions are made. Those based on factual reasoning analyze

what properties G possesses to be classified in the current class while those based on

counterfactual reasoning find what properties G needs to be assigned to the opposite

class.

Existing counterfactual explanation methods take a local perspective. Specifically,

for each input graph G, they find a counterfactual (graph) C that is somewhat similar

to G but is assigned to a different class. Without loss of generality, let G belong to

the undesired class, i.e., ϕ(G) = 0, then the counterfactual C satisfies ϕ(C) = 1. The

similarity between C and G is quantified by a predefined distance metric d, for example,

the number of added/removed edges [90, 91].

In our work, we consider the graph edit distance (GED) [97], a more general distance

measure, as the distance function to account for other types of changes. Specifically,

(G1, G2) counts the minimum number of “edits” to convert G1 to G2. An “edit” can be

the addition or removal of edges and nodes, or change of node labels (see Figure 3.2).

Moreover, to account for graphs of different sizes, we normalize the GED by the sizes of

graphs: (̂G1, G2) = (G1, G2)/(|V1|+ |V2|+ |E1|+ |E2|). Nonetheless, our method can be

applied with other graph distance metrics, such as those based on graph kernels (e.g.,

RW [98], NSPDG [99], WL [100]).

The distance function measures the quality of the counterfactual found by the ex-

planation model. Ideally, the counterfactual C should be very close to the input graph

G while belonging to a different class. Formally, we define the counterfactuals that are

within a certain distance θ from the input graph as close counterfactuals.

Definition 1 (Close Counterfactual). Given the GNN classifier ϕ, distance parameter

θ, and an input graph G with undesired outcome, i.e., ϕ(G) = 0; a counterfactual graph,
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Node/edge addition

Node/edge 
removal Node label change

Figure 3.2: Edits between graphs.

C, is a close counterfactual of G when ϕ(C) = 1 and d(G,C) ⩽ θ.

While the (close) counterfactual C found by existing methods explains the classifier

behavior for the corresponding input graph G, it is hard to generalize to understand the

global pattern. Next, we introduce the global recourse rule that provides a high-level

summary of the classifier behavior across different input graphs.

3.2.2 Global Recourse Representation

The global counterfactual explanation requires a global recourse rule r. Specifically,

for any (undesired) input graph G with ϕ(G) = 0, r provides a (close) counterfactual (i.e.,

a recourse) for G: ϕ(r(G)) = 1. While both a recourse rule and a local counterfactual

explainer find a counterfactual given an input graph, their goals are different. The goal

of the local counterfactual explainer is to find the best (closest) counterfactual possible

for each input graph, and therefore, r can be very complicated, e.g., in the form of an

optimization algorithm [91, 93]. On the other hand, a recourse rule aims to provide

an explanation of the classifier’s global behavior, which requires a simpler form that is

understandable for domain experts without prior knowledge of deep learning on graphs.

Existing global recourse rules for classifiers with feature vectors as input take the

41



Global Counterfactual Explainer for Graph Neural Networks Chapter 3

form of short decision trees [101]. However, this is hard to be generalized to graph

data with rich structure information. Instead, we propose the representation of a global

recourse rule for a graph classifier to be a collection of counterfactual graphs C in the

desired class that are diverse and representative enough to capture its global behavior.

This representation does not require any additional knowledge for domain experts to

understand and draw insights from, similar to the local counterfactual examples. It

is also easy to find the local counterfactual for a given input graph G based on C by

nominating the closest graph in C: r(G) = argminC∈C d(G,C).

3.2.3 Quantifying Recourse Quality

Given a graph classifier ϕ and a set of n input graphs G in the undesired class, we

want to compare the quality of different recourse representations C. Similar to the quality

metrics introduced for vector data [101], we aim to account for the following factors:

1. Coverage: Like local counterfactual explainers, we want to ensure that counterfac-

tuals found for individual input graphs are of high quality. Specifically, we introduce

recourse coverage—the proportion of input graphs that have close counterfactuals

from C under a given distance threshold θ:

(C) = |{G ∈ G | min
C∈C
{d(G,C)} ⩽ θ}|/|G|

2. Cost: Another quality metric based on local counterfactual quality is the recourse

cost (i.e., the distance between the input graph and its counterfactual) across the

input graphs:

(C) =G∈G {min
C∈C
{d(G,C)}}

where is an aggregation function, e.g., mean or median.
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3. Interpretability: Finally, the recourse rule should be easy (small) enough for

human cognition. We quantify the interpretability as the size of recourse represen-

tation:

(C) = |C|

3.2.4 Problem Formulation and Characterization

An ideal recourse representation should maximize the coverage while minimizing the

cost and the size. Formally, we define the global counterfactual explanation problem as

follows:

Problem 1 (Global Counterfactual Explanation for Graph Classification (GCE)). Given

a GNN graph classifier ϕ that classifies n input graphs G to the undesired class 0 and a

budget k ≪ n, our goal is to find the best recourse representation C that maximizes the

recourse coverage with size k:

max
C

(C) s.t. (C) = k

We note that in our problem formulation only coverage and size are explicitly

accounted for, whereas cost is absent. We make this design choice since cost and

coverage are intrinsically opposing forces. Specifically, if we are willing to allow a high

cost, coverage increases since we allow for higher individual distances between an input

graph and its counterfactual. Therefore, we take the approach of binding the cost to

the distance threshold θ in the coverage definition. Nonetheless, an explicit analysis

of all these metrics including cost is performed to quantify recourse quality during our

empirical evaluation in Section 3.4. Below we discuss the hardness of GCE.

Theorem 1 (NP-hardness). The GCE problem is NP-hard.
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Proof:

To establish NP-hardness of the proposed problem we reduce it from the classical

Maximum Coverage problem.

Definition 2 (Maximum Coverage). Given a budget k and a collection of subsets S =

{S1, · · · , Sm} from a universe of items U = {u1, · · · , un}, find a subset S ′ ⊆ S of sets

such that |S ′| ⩽ k and the number of covered elements |
⋃

∀Si∈S′ Si| is maximized.

We show that given any instance of a maximum coverage problem ⟨S, U⟩, it can be

mapped to a GCE problem. For ui, we construct a star graph with a center node with

an empty label and n leaf nodes with n − 1 empty labels and one label ui. For Si, we

construct a similar star graph with a center node with a special label γ and n leaf nodes

with |Si| labeled with the elements in Si and n− |Si| with empty labels. The classifier ϕ

classifies a graph as a desired one if and only if it is a star graph with a γ-labeled central

node and n leaf nodes with a set of labels among S = {S1, · · · , Sm}. The allowed edit

operations are either adding or deleting a set of labels (as a single edit), but not both

together. So, each Si corresponds to a counterfactual candidate Ci and d(Gj, Ci) ⩽ θ = 1

if and only if uj ∈ Si. With this construction, it is easy to see that an optimal solution

for this instance of GCE is the optimal solution for the corresponding instance of the

maximum coverage problem.

Owing to NP-hardness, it is not feasible to identify the optimal solution for the

GCE problem in polynomial time unless NP = P. In the next section, we will introduce

GCFExplainer, an effective and efficient heuristic that solves the GCE problem.

3.3 Proposed Method: GCFExplainer

In this section, we propose GCFExplainer, the first global counterfactual explainer

for graph classification. The GCE problem requires us to find a collection of k counter-
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factual graphs that maximize the coverage of the input graphs. Intuitively, we want each

individual counterfactual graph to be a close counterfactual to (i.e., “cover”) as many

input graphs as possible. Additionally, different counterfactual graphs should cover dif-

ferent sets of input graphs to maximize the overall coverage. These intuitions motivate

the design of our algorithm GCFExplainer, which has three major components:

1. Structuring the search space: The search space of counterfactual graphs con-

sists of all graphs that are in the same domain as the input graphs and within a

distance of θ. In other words, any graph within a distance of θ from an input graph

may be a potential counterfactual candidate and therefore needs to be analyzed.

The number of potential graphs within θ increases exponentially with θ since the

space of graph edits is combinatorial [102, 103]. GCFExplainer uses an edit map

to organize these graphs as a meta-graph G, where individual nodes are graphs that

are created via a different number of edits from the input graphs and each edge

represents a single edit.

2. Vertex-reinforced random walk: To search for good counterfactual candidates,

GCFExplainer leverages vertex-reinforced random walks (VRRW) [104] on the

edit map G. VRRW has the nice property of converging to a set of nodes that are

both important (i.e., cover many input graphs) and diverse (i.e., non-overlapping

coverage), which will form a small set of counterfactual candidates for further pro-

cessing.

3. Iterative computation of the summary: After obtaining good counterfactual

candidates from VRRW,GCFExplainer creates the final set of the counterfactual

graphs (i.e., the summary) as the recourse representation by iteratively adding the

best candidate based on the maximal gain of the coverage given the already added

candidates.
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3.3.1 Structuring the Search Space

The search space for counterfactual graphs in GCFExplainer is organized via an

edit map G. The edit map is a meta-graph whose nodes are graphs in the same domain

as the input graphs and edges connect graphs that differ by a single graph edit. As an

example, each graph in Figure 3.2 represents a node in the edit map, and the arrows

denote edges between graphs (nodes) that are one edit away. In the edit map, we only

include connected graphs since real graphs of interest are often connected (e.g., molecules,

proteins, etc.).

While all potential counterfactual candidates are included as its nodes, the edit map

has an exponential size and it is computationally prohibitive to fully explore it. However,

a key observation is that a counterfactual candidate can only be a few hops away from

some input graph. Otherwise, the graph distance between the counterfactual and the

input graph would be too large for the counterfactual to cover it. This observation moti-

vates our exploration of the edit map to be focused on the union of close neighborhoods

of the input graphs (see Section 3.3.2). Additionally, while we cannot compute the entire

edit map, it is easy to chart the close neighborhoods by iteratively performing all possible

edits from the input graphs. Next, we introduce the vertex-reinforced random walk to

efficiently explore the edit map to find counterfactual candidates.

3.3.2 Vertex-Reinforced Random Walk

Vertex-reinforced random walk (VRRW) [104] is a time-variant random walk. Differ-

ent from other more widely applied random walk processes such as the simple random

walk and the PageRank [105, 106, 107, 108], the transition probability p(u, v) of VRRW

from node u to node v depends not only on the edge weight w(u, v) but also the number of
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previous visits in the walk to the target node v, which we denote using N(v). Specifically,

p(u, v) ∝ w(u, v)N(v) (3.1)

GCFExplainer applies VRRW on the edit map and produces n most frequently

visited nodes in the walk as the set of counterfactual candidates S. Next, we formalize

VRRW in our setting and explain how it surfaces good counterfactual candidates for

GCE.

Vertex-reinforcement

Our main motivation for using VRRW to explore the edit map instead of other random

walk processes is that VRRW converges to a diverse and representative set of nodes

[109, 110] in different regions of the edit map. In this way, the frequently visited nodes

in instances of VRRW have the potential to be good counterfactual candidates as they

would cover a diverse set of input graphs in the edit map. The reason behind the diversity

of the highly visited nodes is the previous visit count N(v) in the transition probability.

Specifically, nodes with larger visit counts tend to be visited more often later (“richer

gets richer”), and thereby dominating all other nodes in their neighborhood. This leads

to a bunch of highly visited nodes to “represent” each region of the edit map. We refer

the readers to [109] for details on the mathematical basis and the theoretical correctness

of this property. Moreover, as our goal is to find counterfactual candidates, we only

reinforce (i.e., increase the visit counts of) graphs in the counterfactual class.

Importance function

While the vertex-reinforcement mechanism ensures diversity of the highly visited

nodes, we still need to guide the walker to visit graphs that are good counterfactual
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candidates. We achieve this by assigning large edge weight w(u, v) to good counterfactual

candidates via an importance function I(v):

w(u, v) = I(v) (3.2)

The importance function I(v) should capture the quality of a graph v as a counterfactual

candidate. It has the following components:

1. Counterfactual probability pϕ(v). The graph classifier ϕ predicts a probability for v

to be in the counterfactual class (ϕ(v) = 1). By using it as part of the importance

function, the walker is encouraged to visit regions with rich counterfactual graphs.

2. Individual coverage ({v}). The individual coverage of a graph v computes the

proportion of input graphs that are close to v. This encourages the walker to visit

graphs that cover a large number of input graphs.

3. Gain of coverage (v;S). Given a graph v and the current set of counterfactual

candidates S (i.e., the n most frequently visited nodes), we can compute the gain

between the current coverage and the coverage after adding v to S:

(v;S) = (S ∪ {v})− (S)

This guides the walker to find graphs that complement the current counterfactual

candidates to cover additional input graphs.

The importance function is a combination of these components:

I(v) = pϕ(v)(α({v}) + (1− α)(v;S)) (3.3)

where α is a hyperparameter between 0 and 1. With the above importance function, the
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VRRW in GCFExplainer converges to a set of diverse nodes that have high counter-

factual probability and collectively cover a large number of input graphs.

Dynamic teleportation

The last component of VRRW, teleportation, is to help us manage the exponential

search space of the edit map. Since our goal is to find close counterfactuals to the

input graphs, the walker only needs to explore the nearby regions of the input graphs.

Therefore, we start the walk from the input graphs, and also at each step, let the walker

teleport back (i.e. transit) to a random input graph with probability τ .

To decide which input graph to teleport to, we adopt a dynamic probability distribu-

tion based on the current counterfactual candidate set S. Specifically, let g(G) = |{v ∈

S | d(v,G) ⩽ θ and ϕ(v) = 1}| be the number of close counterfactuals in S covering an

input graph G. Then the probability to teleport to G is

pτ (G) =
exp(−g(G))∑

G′∈G exp(−g(G′))
(3.4)

This dynamic teleportation favors input graphs that are not well covered by the

current solution set and encourages the walker to explore nearby counterfactuals to cover

them after teleportation.

3.3.3 Iterative Computation of the Summary

We have applied VRRW to generate a good set of n counterfactual candidates S. In

the last step of GCFExplainer, we aim to further refine the candidate set and create

the final recourse representation (i.e., the summary) with k counterfactual graphs. This

summarization problem is also NP-hard and we propose to build C in an iterative and

greedy manner from S.
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Specifically, we start with an empty solution set C0. Then, for each iteration t, we

add the graph v to Ct with the maximal gain of coverage (v;Ct). This is repeated k

times to get the final recourse representation C with k graphs. It is easy to show that

the summarization problem is submodular and therefore, our greedy algorithm provides

(1− 1/e)-approximation.

Notice that the greedy algorithm can also be applied to the local counterfactuals found

by existing methods to generate a GCE solution. Here, we highlight three advantages of

GCFExplainer:

1. Existing local counterfactual explainers [90, 91, 92, 93] are only able to generate

counterfactuals based on one type of graph edits—edge removal, while GCFEx-

plainer incorporates all types of edits to include a richer set of counterfactual

candidates.

2. The set of counterfactual candidates from GCFExplainer is generated with the

GCE objective in mind, while the local counterfactuals from existing methods are

optimized for individual input graphs. Therefore, they may not be good candidates

to capture the global behavior of the classifier.

3. It is easy to incorporate domain constraints (e.g., the valence of chemical bonds)

into GCFExplainer by pruning the neighborhood of the edit map, while existing

methods based on optimization require non-trivial efforts to customize.

We will empirically demonstrate the superiority of GCFExplainer to this two-stage ap-

proach with state-of-the-art local counterfactual explanation methods in our experiments

in Section 3.4.2.

Pseudocode and complexity: The pseudocode of GCFExplainer is presented in 2.

Line 1-16 summarizes the VRRW component of GCFExplainer. Specifically, Line 3-10
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Algorithm 2 GCFExplainer(ϕ, G)

1: G← random input graph from G, N(G)← 1, S = {G}
2: for i ∈ 1 : M do
3: Let ε ∼ Bernoulli(τ)
4: if ε = 0 then
5: for v ∈ Neighbors(G) do
6: Compute I(v) based on Equation 3.3
7: Compute p(G, v) based on Equation 3.1
8: end for
9: v ← random neighbor of G based on p(G, v)
10: else
11: v ← random input graph from G based on Equation 3.4
12: end if
13: if ϕ(v) = 1 then
14: if v ∈ S then
15: N(v)← N(v) + 1
16: else
17: S← S+ {v}, N(v)← 1
18: end if
19: end if
20: G← v
21: end for
22: S← top n frequently visited counterfactuals in S
23: C← ∅
24: for t ∈ 1 : k do
25: v ← argmaxv∈S(v;C)
26: C← C+ {v}
27: end for
28: return C =0

determines the next graph to visit based on VRRW transition probabilities and dynamic

teleportation, and Line 11-16 update the visit counts and the set of counterfactual can-

didates. The iterative computation of the counterfactual summary is described in Line

17-21. The overall complexity of GCFExplainer is O(Mhn + kn), where M is the

number of iterations for the VRRW, h is the average node degree in the meta-graph, n is

the number of input graphs, and k is the size of the global counterfactual representation.

In practice, we store the computed transition probabilities with a space-saving algorithm

[111] to improve the running time of GCFExplainer.
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3.4 Experiments

We provide empirical results for the proposed GCFExplanier along with baselines

on commonly used graph classification datasets. Our code is available at https://

github.com/mertkosan/GCFExplainer.

NCI1 Mutagenicity AIDS Proteins

#Graphs 3978 4308 1837 1113
#Nodes 118714 130719 28905 43471
#Edges 128663 132707 29985 81044

#Node Labels 10 10 9 3

Table 3.1: The statistics of the datasets.

3.4.1 Experimental Settings

Datasets

We use four different real-world datasets for graph classification benchmark with their

statistics in Table 3.1. Specifically, NCI1 [112], Mutagenicity [113, 96], and AIDS [113] are

collections of molecules with nodes representing different atoms and edges representing

chemical bonds between them. The molecules are classified by whether they are anti-

cancer, mutagenic, and active against HIV, respectively. Proteins [85, 114] is a collection

of proteins classified into enzymes and non-enzymes, with nodes representing secondary

structure elements and edges representing structural proximity. For all datasets, we filter

out graphs containing rare nodes with label frequencies smaller than 50.

Graph classifier

We follow [88] and train a GNN with 3 convolution layers [13] of embedding

dimension 20, a max pooling layer, and a fully connected layer for classification. The
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model is trained with the Adam optimizer [115] and a learning rate of 0.001 for 1000

epochs. The datasets are split into 80%/10%/10% for training/validation/testing with

the model accuracy shown in Table 3.2.

NCI1 Mutagenicity AIDS Proteins

Training 0.8439 0.8825 0.9980 0.7800
Validation 0.8161 0.8302 0.9727 0.8198
Testing 0.7809 0.8000 0.9781 0.7297

Table 3.2: Accuracy of the GNN graph classifier.

Baselines

To the best of our knowledge, GCFExplainer is the first global counterfactual

explainer. To validate its effectiveness, we compare it against state-of-the-art local coun-

terfactual explainers combined with the greedy summarization algorithm described in

Section 3.3.3. The following local counterfactual generation methods are included in our

experiments.

▷ Ground-Truth: Using graphs belonging to the desired class from the original

dataset as local counterfactuals.

▷ RCExplainer [91]: Local counterfactual explainer based on the modeling of implicit

decision regions of GNNs.

▷ CFF [93]: Local counterfactual explainer based on joint modeling of factual and

counterfactual reasoning.

Explainer settings

We use a distance threshold θ of 0.05 for training all explainers. Since computing the

exact graph edit distance is NP-hard, we apply a state-of-the-art neural approximation

algorithm [103]. For GCFExplainer, we set the teleportation probability τ = 0.1 and

53



Global Counterfactual Explainer for Graph Neural Networks Chapter 3

tune α, the weight between individual coverage and gain of coverage, from {0, 0.5, 1}.

A sensitivity analysis is presented in Section 3.4.6. The number of VRRW iterations

M is set to 50000, which is enough for convergence as shown in Section 3.4.5. For

baselines, we tune their hyperparameters to achieve the best local counterfactual rates

while maintaining an average distance to input graphs that is smaller than the distance

threshold θ.

NCI1 Mutagenicity AIDS Proteins
Coverage Cost Coverage Cost Coverage Cost Coverage Cost

Ground-Truth 16.54% 0.1326 28.96% 0.1275 0.41% 0.2012 8.47% 0.2155
RCExplainer 15.22% 0.1370 31.99% 0.1290 8.96% 0.1531 8.74% 0.2283

CFF 17.61% 0.1331 30.43% 0.1327 3.39% 0.1669 3.83% 0.2557
GCFExplainer 27.85% 0.1281 37.08% 0.1135 14.66% 0.1516 10.93% 0.1856

Table 3.3: Recourse coverage (θ = 0.1) and median recourse cost comparison between
GCFExplainer and baselines for a 10-graph global explanation. GCFExplainer
consistently and significantly outperforms all baselines across different datasets.

3.4.2 Recourse Quality

We start by comparing the recourse quality between GCFExplainer and baselines.

Table 3.3 shows the recourse coverage with θ = 0.1 and median recourse cost of the

top 10 counterfactual graphs (i.e., k = 10). We first notice that the two state-of-the-art

local counterfactual explainers have similar performance as Ground-Truth, consis-

tent with our claim that local counterfactual examples from existing methods are not

good candidates for a global explanation. The proposed GCFExplainer, on the other

hand, achieves significantly better performance for global recourse quality. Compared to

the best baseline, RCExplainer, GCFExplainer realizes a 46.9% gain in recourse

coverage and a 9.5% reduction in recourse cost.

Next, we show the recourse coverage and cost for different sizes of counterfactual

summary in Figure 3.3. As expected, adding more graphs to the recourse representation
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Figure 3.3: Coverage and cost performance comparison between GCFExplainer and
baselines based on different counterfactual summary sizes. GCFExplainer consis-
tently outperforms the baselines across different sizes.

increases recourse coverage while decreasing recourse cost, at the cost of interpretability.

And GCFExplainer maintains a constant edge over the baselines.

We also compare the recourse coverage based on different distance thresholds θ, with

results shown in Figure 3.4. While coverage increases for all methods as the thresh-

old increases, GCFExplainer consistently outperforms the baselines across different

thresholds.
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Figure 3.4: Recourse coverage comparison between GCFExplainer and baselines
based on different distance threshold values (θ). GCFExplainer consistently out-
performs the baselines across different θ.
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3.4.3 Global Counterfactual Insight

We have demonstrated the superiority of GCFExplainer based on various quality

metrics for global recourse. Here, we show how GCFExplainer provides global in-

sights compared to local counterfactual examples. Figure 3.5 illustrates (a) four input

undesired graphs with a similar structure from the AIDS dataset, (b) corresponding local

counterfactual examples (based on RCExplainer and CFF), and (c) the representative

global counterfactual graph from GCFExplainer covering the input graphs. Our goal

is to understand why the input graphs are inactive against AIDS (undesired) and how

to obtain the desired property with minimal changes.

The local counterfactuals in (b) attribute the classification results to different edges

in individual graphs (shown as red dotted lines) and recommend their removal to make

input graphs active against HIV. Note that while only two edits are proposed for each

individual graph, they appear at different locations, which are hard to generalize for a

global view of the model behavior. In contrast, the global counterfactual graph from

GCFExplainer presents a high-level recourse rule. Specifically, the carbon atom with

the carbon-oxygen bond is connected to two other carbon atoms in the input graphs,

making them ketones (with a C=O bond) or ethers (with a C-O bond). On the other

hand, the global counterfactual graph highlights a different functional group, aldehyde

(shown in blue), to be the key for combating AIDS. In aldehydes, the carbon atom with

a carbon-oxygen bond is only connected to one other carbon atom, leading to different

chemical properties compared to ketones and ethers. Indeed, aldehydes have been shown

to be effective HIV protease inhibitors [116].

Finally, this case study also demonstrates that counterfactual candidates found by

GCFExplainer are better for global explanation than local counterfactuals. We note

that while the graph edit distance between the local counterfactuals and their correspond-
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ing input graphs is only 2, they do not cover other similarly structured input graphs (with

distance > 5). Meanwhile, our global counterfactual graph covers all input graphs (with

distance ⩽ 4).
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Figure 3.5: Illustration of global and local counterfactual explanations for the
AIDS dataset. The global counterfactual graph (c) presents a high-level recourse
rule—changing ketones and ethers into aldehydes (shown in blue)—to combat HIV,
while the edge removals (shown in red) recommended by local counterfactual examples
(b) are hard to generalize.

3.4.4 Ablation Study

We then conduct an ablation study to investigate the effectiveness of GCFEx-

plainer components. We consider three alternatives:

▷ GCFExplainer-NVR: no vertex-reinforcement (N(v) = 1)

▷ GCFExplainer-NIF: no importance function (I(v) = 1)
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▷ GCFExplainer-NDT: no dynamic teleportation (pτ (G) = 1/|G|)

The coverage results are shown in Table 3.4. We observe decreased performance when

any of GCFExplainer components is absent.

NCI1 Mutagenicity AIDS Proteins

GCFExplainer-NVR 24.56% 35.44% 11.33% 8.56%
GCFExplainer-NIF 13.29% 29.16% 4.54% 6.83%
GCFExplainer-NDT 27.34% 36.35% 14.05% 9.28%

GCFExplainer 27.85% 37.08% 14.66% 10.93%

Table 3.4: Ablation study results based on recourse coverage.

3.4.5 Convergence Analysis

In this subsection, we show the empirical convergence of VRRW based on the Mu-

tagenicity dataset in Figure 3.6. We observe that the coverage performance for different

summary sizes starts to converge after 15000 iterations and fully converges after 50000

iterations, which is the number we applied in our experiments.
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Figure 3.6: Convergence of VRRW for the Mutagenicity dataset based on recourse
coverage with different summary sizes. VRRW fully converges after M = 50000
iterations.
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NCI1 Mutagenicity AIDS Proteins

α = 0.0 27.85% 36.87% 12.83% 10.11%
α = 0.5 27.50% 36.59% 14.66% 10.38%
α = 1.0 22.27% 37.08% 13.99% 10.93%

Table 3.5: Sensitivity analysis on α, the weight between individual coverage and gain
of coverage in the importance function.

3.4.6 Sensitivity Analysis

The only hyperparameter of GCFExplainer we tune is α in Equation 3.3 that

weights the individual coverage and gain of coverage for the importance function. Ta-

ble 3.5 shows the results based on different α. While GCFExplainer outperforms

baselines with all different α, we observe that individual coverage works better for NCI1

and gain of cumulative coverage works better for other datasets.

NCI1 Mutagenicity AIDS Proteins

RCExplainer 30454 52549 29047 8444
CFF 22794 31749 21296 6412

GCFExplainer 19817 24006 2615 19246
GCFExplainer-S 19365 18798 2539 7429

Table 3.6: Counterfactual candidates generation time comparison. GCFExplainer
(-S) has competitive running time albeit exploring more counterfactual graphs.

3.4.7 Running Time

Table 3.6 summarizes the running times of generating counterfactual candidates

based on different methods. GCFExplainer has a competitive running time albeit

exploring more counterfactual graphs in the process. We also include results for

GCFExplainer-S which samples a maximum of 10000 neighbors for computing the

importance at each step. It achieves better running time at a negligible cost of 3.3%

performance loss on average. Finally, summarizing the counterfactual candidates takes
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less than a second for all methods.

3.5 Related Work

Explanations for Graph Neural Networks. There is much research

[65, 87, 88, 89] on explaining graph neural networks (GNNs). The first proposed

method, GNNExplainer [65], finds the explanatory subgraph and sub-features by

maximizing the mutual information between the original prediction and the prediction

based on the subgraph and sub-features. Later, PGExplainer [87] provides an inductive

framework that extracts GNN node embeddings and learns to map embedding pairs to

the probability of edge existence in the explanatory weighted subgraph. PGMExplainer

[88] builds a probabilistic explanation model that learns new predictions from perturbed

node features, performs variable selection using Markov blanket of variables, and then

produces a Bayesian network via structure learning. In XGNN [89], the authors find

model-level explanations by a graph generation module that outputs a sequence of edges

using reinforcement learning. These explanation methods focus on factual reasoning

while the goal of our work is to provide a global counterfactual explanation for GNNs.

Counterfactual Explanations. Recently, there are several attempts to have expla-

nations of graph neural networks (GNNs) via counterfactual reasoning [90, 91, 92, 93].

One of the earlier methods, CF-GNNExplainer [90], provides counterfactual explana-

tions in terms of a learnable perturbed adjacency matrix that leads to the flipping of

classifier prediction for a node. On the other hand, RCExplainer [91] aims to find a

robust subset of edges whose removal changes the prediction of the remaining graph by

modeling the implicit decision regions based on GNN graph embeddings. In [92], the

authors investigate counterfactual explanations for a more specific class of graphs—the

brain networks—that share the same set of nodes by greedily adding or removing edges
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using a heuristic. More recently, the authors of CFF [93] argue that a good explanation

for GNNs should consider both factual and counterfactual reasoning and they explicitly

incorporate those objective functions when searching for the best explanatory subgraphs

and sub-features. Counterfactual reasoning has also been applied for link prediction

[117]. All the above methods produce local counterfactual examples while our work aims

to provide a global explanation in terms of a summary of representative counterfactual

graphs.

3.6 Conclusions

We have proposed GCFExplainer, the first global counterfactual explainer for

graph classification. Compared to local explainers, GCFExplainer provides a high-

level picture of the model behavior and effective global recourse rules. We hope that our

work will not only deepen our understanding of graph neural networks but also build a

bridge for experts from other domains to leverage deep learning models for high-stakes

decision-making.

Future Works: We have identified two weaknesses in our framework. Firstly, GCFEx-

plainer occasionally generates invalid molecules in the summary (in terms of valence),

rendering the summary graphs inapplicable in certain domains. To address this issue,

we propose incorporating fragment-based editing during the random walk process. This

approach aims to enhance the generation of valid molecules in the summaries, ensuring

their relevance and applicability.

Secondly, our algorithm is currently transductive, meaning that when a new graph

emerges, the entire algorithm needs to be rerun. To mitigate this limitation, we plan

to leverage molecule generation models from existing literature. By incorporating such

models, we anticipate the ability to generate new valid graphs on the fly, eliminating the
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need for rerunning the entire algorithm when faced with new data.

To address the issue of molecular validity in our framework, we propose two ap-

proaches. The first approach, referred to as Post-checking, involves checking the valid-

ity of each generated molecule after the summary generation process. However, it should

be noted that this method may result in a decrease in the number of counterfactual

graphs present in the summary set.

Alternatively, we can modify the importance function used during the random walk to

ensure that only valid graphs are traversed. The updated importance function, referred

to as In-checking, is defined as follows:

I(v) =


p(ϕ(v))(α coverage(v) + (1− α) gain(v)) f(v) = 1

0 f(v) = 0

(3.5)

Here, f(v) represents the validity of the molecule, where f(v) = 1 indicates that v is a

legal molecule. By incorporating the validity function within the importance function, the

random walk will prioritize valid graphs, ensuring that only valid molecules are included

in the summary.

During our experiments, we observed that only a limited number of editing operations

resulted in new valid molecules, while most operations led to valence violations. To

enhance search efficiency, we propose transitioning from atom-based editing to fragment-

based editing, which focuses exclusively on adding or deleting legal fragments.

To construct a fragment vocabulary, we follow the approach outlined in [118], which

involves breaking every single bond in the molecules within the dataset and considering

the resulting smaller arms as separate fragments. During the random walk, we implement

fragment addition and removal for the current node. Additionally, we enumerate node

62



Global Counterfactual Explainer for Graph Neural Networks Chapter 3

positions to insert the fragment and test all fragments present in the vocabulary. For

removal, we break single bonds and delete the smaller fragment.

By incorporating fragment-based editing, we strive to enhance the search efficiency

of our framework while prioritizing the generation of valid molecules and avoiding va-

lence violations. Table 3.7 presents the results obtained from the Post-checking, In-

checking, and Fragment-based methods on the Mutagenicity dataset. Comparing

these methods to the original GCFExplainer, we observe a degradation in coverage and

cost performance, while the validity of generated molecules improves. Notably, the Mu-

tagenicity dataset exhibits a small fragment vocabulary size, indicating a prevalence of

shared patterns among the graphs. Consequently, fragments extracted from one graph

are likely to be valuable for generating valid molecules in another graph. As a result, the

fragment-based method proves to be more efficient compared to the other two checking

methods.

Mutagenicity (vocab=408)

Coverage ↑ Cost ↓ #Valid / #Total Time (’)

GCFExplainer 38.52% 11.37 / /

Post-checking 32.36% 12.84 883/2438 258
In-checking 34.95% 12.23 2438/2438 242
Fragment-based 35.32% 12.15 2438/2438 229

Table 3.7: Fragment-based editing enhances the search efficiency and promotes valid
molecule generation. Despite slightly lower coverage and cost, the validity of molecules
improves due to shared patterns and the efficiency of fragment utilization. Time is
calculated based on minutes.

To address the limitation of the fragment-based method in generating a summary set

for unseen graphs, we aim to make our framework more inductive. One approach is to

explore molecule generation methods, such as the one proposed by Kong et al. [119], and

optimize them using our objective function, specifically the importance function. As our

objective function is non-differentiable, we are investigating solutions from reinforcement
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learning to optimize our framework.

Our proposed approach involves developing an end-to-end framework that initially

generates molecules for input graphs. These generated molecules will then be optimized

using the same importance function, which considers factors such as being counterfactual

to the input graphs, high coverage, and/or low cost. By integrating reinforcement learn-

ing techniques, we aim to enhance the overall performance of our framework, enabling it

to generate optimized molecules that align with our defined objectives.

Furthermore, we aim to incorporate a human-in-the-loop mechanism to leverage ex-

pert feedback in order to enhance the quality of the generated explanations. This is

crucial because the effectiveness of the explanations heavily relies on the accuracy of the

underlying graph classifier, which may not always be optimal. By obtaining additional

feedback from domain experts, we can iteratively improve the quality and relevance of

the explanations, thereby enhancing the overall performance of our framework.
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Chapter 4

Robust Ante-hoc Graph Explainer

using Bilevel Optimization

4.1 Introduction

(a) Planted Clique (b) Sunglasses - EASY (c) Sunglasses - HARD

Figure 4.1: Explanations generated by our approach (RAGE) in two case studies:
Planted Clique (graphs with and without cliques) and Sunglasses (headshots
with and without sunglasses). RAGE explanations identify edges in the clique and
in the region around the sunglasses for both difficulties. For Planted Clique (a),
the heatmap and sizes show node and edge influences, and the nodes with a thick
border are members of the planted clique. For Sunglasses (b-c), the red dots show
the influential pixel connections to the detection.
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A critical problem in machine learning on graphs is understanding predictions made

by graph-based models in high-stakes applications. This has motivated the study of

graph explainers, which aim to identify subgraphs that are both compact and corre-

lated with model decisions. However, there is no consensus on what constitutes a good

explanation—i.e. correlation metric. Recent papers [65, 87, 91] have proposed different

alternative notions of explainability that do not take the user into consideration and

instead are validated using examples. On the other hand, other approaches have applied

labeled explanations to learn an explainer directly from data [120]. However, such labeled

explanations are hardly available.

Explainers can be divided into post-hoc and ante-hoc (or intrinsic) [121]. Post-hoc

explainers treat the prediction model as a black box and learn explanations by modifying

the input of a pre-trained model [122]. On the other hand, ante-hoc explainers learn

explanations as part of the model. The key advantage of post-hoc explainers is flexibility

since they make no assumption about the prediction model to be explained or the training

algorithm applied to learn the model. However, these explanations have two major

limitations: (1) they are not sufficiently informative to enable the user to reproduce the

behavior of the model, and (2) they are often based on a model that was trained without

taking explainability into account.

The first limitation is based on the intuitive assumption that a good explanation

should enable the user to approximately reproduce the decisions of the model for new

input. That is simply because the predictions will often depend on parts of the input

that are not part of the explanation. The second limitation is based on the fact that

for models with a large number of parameters, such as neural networks, there are likely

multiple parameter settings that achieve similar values of the loss function. However,

only some of such models might be explainable [123, 124]. While these limitations do

not necessarily depend on a specific model, this paper addresses them in the context of
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Graph Neural Networks for graph-level tasks (classification and regression).

We propose RAGE—a novel ante-hoc explainer for graphs—that aims to find compact

explanations while maximizing the graph classification/regression accuracy using bilevel

optimization. Figure 4.2 compares the post-hoc and ante-hoc approaches in the context

of graph classification. RAGE explanations are given as input to the GNN, which guar-

antees that no information outside of the explanation is used for prediction. This enables

the user to select an appropriate trade-off between the compactness of the explanations

and their discrimination power. We show that RAGE explanations are more robust to

noise in the input graph than existing (post-hoc and ante-hoc) alternatives. Moreover,

our explanations are learned jointly with the GNN, which enables RAGE to learn GNNs

that are accurate and explainable. In fact, we show that RAGE’s explainability objec-

tive produces an inductive bias that often improves the accuracy of the learned GNN

compared to the base model. We emphasize that while RAGE is an ante-hoc model, it

is general enough to be applied to a broad class of GNNs.

Figure 4.1 shows examples of RAGE explanations in two case studies. In 4.1a, we

show an explanation from a synthetic dataset (Planted Clique), where the goal is to

classify whether the graph has a planted clique or not based on examples. As expected,

the edge influences learned by RAGE match with the planted clique. In 4.1b, we show

an explanation for a real dataset (Sunglasses) with graphs representing headshots

(images), where the goal is to classify whether the person in the corresponding headshot is

wearing sunglasses. We notice that edge influences highlight pixels around the sunglasses.

We will evaluate our approach quantitatively in terms of accuracy, reproducibility, and

robustness. Our results show that RAGE often outperforms several baselines. Our main

contributions can be summarized as follows:

▷ We highlight and empirically demonstrate two important limitations of post-hoc graph

explainers. They do not provide enough information to enable reproducing the be-
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GNN 
Classifier

Post-hoc 
Explainer

Class 1

 

(a) Post-hoc Models

GNN 
ClassifierExplainer

p = 0.9

Class 1

(b) Ante-hoc Models

Figure 4.2: (a) Post-hoc models generate explanations for a pre-trained GNN clas-
sifier using its predictions. (b) Ante-hoc models, as our approach, learn GNNs and
explanations jointly. This enables ante-hoc models to identify GNNs that are both
explainable and accurate.

havior of the predictor and are based on fixed models that might be accurate but not

explainable.

▷ We propose RAGE, a novel GNN and flexible explainer for graph classification and

regression tasks. RAGE applies bilevel optimization, learning GNNs in the inner

problem and an edge influence function in the outer loop. Our approach is flexible

enough to be applied to a broad class of GNNs.

▷ We will compare RAGE against state-of-the-art graph classification and GNN ex-

plainer baselines using six datasets—including five real-world ones. Our initial pre-

liminary results show that RAGE generates explanations that are robust, and enable

reproducing the behavior of the predictor. We also provide case studies showing that

our method improves interpretability by highlighting essential parts of the input data.

4.2 Related Work

Graph classification with GNNs: Graph Neural Networks (GNNs) have gained

prominence in graph classification due to their ability to learn features directly from data

[13, 47, 125, 126]. GNN-based graph classifiers aggregate node-level representations via

pooling operators to represent the entire graph. The design of effective graph pooling

operators is key for effective graph classification [55, 17, 56, 127]. However, simple pool-
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ing operators that disregard the graph structure, such as mean and max, remain popular

and have been shown to have comparable performance to more sophisticated alternatives

[128]. Recently, [129] proposed a multi-head attention pooling layer to capture struc-

tural dependencies between nodes. In this paper, we focus on graph classification and

regression tasks.

Explainability of GNNs: Explainability has become a key requirement for the

application of machine learning in many settings (e.g., healthcare, court decisions) [130].

Several post-hoc explainers have been proposed for explaining Graph Neural Networks’

predictions using subgraphs [65, 87, 131, 91, 93, 132]. GNNExplainer [65] applies a mean-

field approximation to identify subgraphs that maximize the mutual information with

GNN predictions. PGExplainer [87] applies a similar objective, but samples subgraphs

using the reparametrization trick. RCExplainer [91] identifies decision regions based on

graph embeddings that generate a subgraph explanation such that removing it changes

the prediction of the remaining graph (i.e., counterfactual). While post-hoc explainers

treat a trained GNN as a black box —i.e., it only relies on predictions made by the GNN—

ante-hoc explainers are model-dependent. GIB [133] applies the bottleneck principle and

bilevel optimization to learn subgraphs relevant for classification but different from the

corresponding input graph. ProtGNN [124] learns prototypes (interpretable subgraphs)

for each class and makes predictions by matching input graphs and class prototypes.

Bilevel optimization and prototypes help in the generalizability of explanations. Our

preliminary results show that RAGE explanations are more meaningful and robust than

alternatives and can reproduce the model behavior better than existing post-hoc and

ante-hoc explainers.

Bilevel optimization: Bilevel optimization is a class of optimization problems where

two objective functions are nested within each other [134]. Although the problem is

known to be NP-hard, recent algorithms have enabled the solution of large-scale problems
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in machine learning, such as automatic hyperparameter optimization and meta-learning

[135]. Bilevel optimization has recently also been applied to graph problems, includ-

ing graph meta-learning [136] and transductive graph sparsification scheme [137]. Like

RAGE, GIB [133] also applies bilevel optimization to identify discriminative subgraphs

inductively. However, we show that our approach consistently outperforms GIB in terms

of discriminative power, reproducibility, and robustness.

Graph structure learning: Graph structure learning (GSL) aims to enhance (e.g.,

complete, de-noise) graph information to improve the performance of downstream tasks

[138]. LDS-GNN [139] applies bilevel optimization to learn the graph structure that

optimizes node classification. VIB-GSL [140] advances GIB [133] by applying a varia-

tional information bottleneck on the entire graph instead of only edges. We notice that

GSL mainly focuses on learning the entire graph, whereas we only sparsify the graph,

which reduces the search space and is more interpretable than possibly adding new edges.

Furthermore, learning the entire graph is not scalable in large graph settings.

4.3 Methodology

4.3.1 Problem Formulation

We formulate our problem as a supervised graph classification (or regression). Given

a graph set G = {G1, G2, . . . , Gn} and continuous or discrete labels Y = {y1, y2, . . . , yn}

for each graph respectively, our goal is to learn a function f̂ : G → Y that approximates

the labels of unseen graphs.
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Figure 4.3: Illustration of an edge-based ante-hoc explainer that uses bilevel optimiza-
tion. Explainer generates an explanation graph from the input graph by assigning an
influence value to each edge. Edge influences are incorporated to edge weights on the
explanation graph, the input of GNN Classifier. The inner problem optimizes GNN
Classifier with T iterations, while the outer problem updates Explainer using gradi-
ents from inner iterations. The dotted edges in the explanation graph show that they
do not influence the classification, while others have different degrees of influence.

4.3.2 RAGE: Robust Ante-hoc Graph Explainer

We introduce RAGE, an ante-hoc explainer that generates robust explanations using

bilevel optimization. RAGE performs compact and discriminative subgraph learning as

part of the GNN training that optimizes the prediction of class labels in graph classifi-

cation or regression tasks.

RAGE is based on a general scheme for an edge-based approach for learning ante-hoc

explanations using bilevel optimization, as illustrated in Figure 4.3. The explainer will

assign an influence value to each edge, which will be incorporated into the original graph.

The GNN classifier is trained with this new graph over T inner iterations. Gradients

from inner iterations are kept to update the explainer in the outer loop. The outer

iterations minimize a loss function that induces explanations to be compact (sparse) and

discriminative (accurate). We will now describe our approach (RAGE) in more detail.
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Explainer - Subgraph Learning

RAGE is an edge-based subgraph learner. It learns edge representations from the

node representations/features. Surprisingly, most edge-based explainers for undirected

graphs are not permutation invariant when calculating edge representations. Shuffling

nodes could change their performance drastically since the edge representations would

differ. We calculate permutation invariant edge representations hij given two node rep-

resentations hi and hj as follows: hij = [max(hi, hj);min(hi, hj)], where max and min

are pairwise for each dimension and [·; ·] is the concatenation operator.

Edge influences are learned via an MLP with sigmoid activation based on edge rep-

resentations: zij = MLP (hij). This generates an edge influence matrix Z∈ [0, 1]nxn. We

denote our explainer function as gΦ with trainable parameters Φ.

Influence-weighted Graph Neural Networks

Any GNN architecture can be made sensitive to edge influences Z via a transformation

of the adjacency matrix of the input graphs. As our model does not rely on a specific

architecture, we will refer to it generically as GNN(A,X), where A and X are the

adjacency and attribute matrices, respectively. We rescale the adjacency matrix with

edge influences Z as follows: AZ = Z ⊙ A.

The GNN treats AZ in the same way as the original matrix: H = GNN(AZ , X)

We generate a graph representation h from the node representation matrix H via a

max pooling operator. The graph representation h is then given as input to a classifier

that will predict graph labels y. Here, we use an MLP as our classifier.
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Bilevel Optimization

In order to perform both GNN training and estimate the influence of edges jointly,

we formulate graph classification as a bilevel optimization problem. In the inner problem

(Equation 4.2), we learn the GNN parameters θ∗ ∈ Rh given edges influences Z∗ ∈

[0, 1]nxn based on a training loss ℓtr and training data (Dtr, ytr). We use the symbol

C to refer to any GNN architecture. In the outer problem (Equation 4.1), we learn

edge influences Z∗ by minimizing the loss ℓsup using support data (Dsup, ysup). The loss

functions for the inner and outer problem, fZ∗ and F , also apply regularization functions,

Θinner and Θouter, respectively.

Z∗ = argmin
Z

F (θ∗, Z) = ℓsup(C(θ∗, Z,Dsup), ysup) + Θouter (4.1)

θ∗ = argmin
θ

fZ∗(θ) = ℓtr(C(θ, Z∗, Dtr), ytr) + Θinner (4.2)

RAGE can be understood through the lens of meta-learning. The outer problem

performs meta-training and edge influences are learned by a meta-learner based on sup-

port data. The inner problem solves multiple tasks representing different training splits

sharing the same influence weights.

At this point, it is crucial to justify the use of bilevel optimization to compute edge

influences Z. A simpler alternative would be computing influences as edge attention

weights using standard gradient-based algorithms (i.e., single-level). However, we argue

that bilevel optimization is a more robust approach to our problem. More specifically, we

decouple the learning of edge influences from the GNN parameters and share the same

edge influences in multiple training splits. Consequently, these influences are more likely

to generalize to unseen data. We validate this hypothesis empirically using different

datasets in our experiments (Sec. 4.6.1).
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Loss Functions

RAGE loss functions have two main terms: a prediction loss and a regularization

term. As prediction losses, we apply cross-entropy or mean-square-error, depending on

whether the problem is classification or regression. The regularization for the inner

problem Θinner is a standard L2 penalty over the GNN weights θ. For the outer problem

Θouter, we also apply an L1 penalty to enforce the sparsity of Z. Finally, we also add an

L2 penalty on the weights of gΦ.

4.3.3 Bilevel Optimization Training

The main steps performed by our model (RAGE) are given in Algorithm 3. For

each outer iteration (lines 1-14), we split the training data into two sets—training and

support—(line 2). First, we use training data to calculate Ztr, which is used for GNN

training in the inner loop (lines 5-10). Then, we apply the gradients from the inner

problem to optimize the outer problem using support data (lines 11-13). Note that we

reinitialize GNN and MLP parameters (line 4) before starting inner iterations to remove

undesirable information [141] and improve data generalization [142]. We further discuss

the significance and the impact of this operation in Sec. 4.6.2. The main output of our

algorithm is the explainer gΦκ . Moreover, the last trained GNNθT can also be used for

the classification of unseen data, or a new GNN can be trained based on Z. In both cases,

the GNN will be trained with the same input graphs, which guarantees the behavior of

the model GNNθT can be reproduced using explanations from gΦκ .

For gradient calculation, we follow the gradient-based approach described in [143].

The critical challenge of training our model is how to compute gradients of our outer

objective with respect to edge influences Z. By the chain rule, such gradients depend

on the gradient of the classification/regression training loss with respect to Z. We will,
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again, use the connection between RAGE and meta-learning to describe the training

algorithm.

Training (Inner Loop)

At inner loop iterations, we keep gradients while optimizing model parameters θ.

θt+1 = inner-optt
(
θt,∇θtℓ

tr(θt, Zτ )
)

After T iterations, we compute θ∗, which is a function of θ1, . . . , θT and Zτ , where τ

is the number of iterations for meta-training. Here, inner-optt is the inner optimization

process that updates θt at step t. If we use SGD as an optimizer, inner-optt will be

written as follows with a learning rate η:

inner-optt
(
θt,∇θtℓ

tr(θt, Zτ )
)
:= θt − η · ∇θtℓ

tr(θt, Zτ )

Meta-training (Outer Loop)

After T inner iterations, the gradient trajectory saved to θ∗ will be used to optimize Φ.

We denote outer-optτ as outer optimization that updates Φτ at step τ . The meta-training

step is written as:

Φτ+1 = outer-optτ (Φτ ,∇Φτ ℓ
sup(θ∗))

= outer-optτ
(
Φτ ,∇Φτ ℓ

sup(inner-optT (θT ,∇θT ℓ
tr(θT , zτ )))

)
After each meta optimization step, we calculate edge influences Zτ+1 using gΦτ+1(.).

Notice that our training algorithm is more computationally-intensive than training a

simple GNN architecture. Therefore we set T and κ to small values. Thus, RAGE can
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Algorithm 3 RAGE

Require: Graphs A1:n, node attributes X1:n, labels y1:n, explainer gΦ0 , outer/inner loops
κ and T

Ensure: Trained gΦκ

1: for τ ∈ [0, κ− 1] do
2: Atr, Asup, X tr, Xsup, ytr, ysup ← split(A1:n, X1:n, y1:n)
3: Ztr ← gΦτ (A

tr, X tr)
4: (re)initialize GNNθ0 , MLPθ0

5: for t ∈ [0, T − 1] do
6: H tr ← GNNθt(Z

tr ⊙ Atr, X tr)
7: htr ← POOLmax(H

tr)
8: ptr ←MLPθt(h

tr)
9: GNNθt+1 ,MLPθt+1 ← inner-opt fZtr(ptr, ytr)
10: end for
11: Zsup ← gΦτ (A

sup, Xsup)
12: psup ←MLPθT (POOLmax(GNNθT (Z

sup ⊙ Asup, Xsup))
13: gΦτ+1 ← outer-opt FθT (p

sup, ysup)
14: end for
15: return gΦκ =0

also be efficiently applied at training and testing times.

4.4 Experiments

We evaluate RAGE on several datasets, outperforming both post-hoc and ante-hoc

explainers in terms of metrics, including discriminative power and robustness. A key

advantage of our approach is being able to efficiently search for a GNN that is both ex-

plainable and accurate. Our case studies show the effectiveness of explanations generated

by RAGE over the baselines. We also provide more results and analysis on RAGE. Our

implementation of RAGE is available at https://anonymous.4open.science/r/RAGE/.
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4.4.1 Experimental Settings

Datasets: We consider six graph classification (regression) datasets in our experi-

ments. Table 4.1 shows the main statistics of them. Mutagenicity [113, 96], Pro-

teins [85, 114], IMDB-B [144] are graph classification datasets. We assign one-hot

node degrees as features for IMDB-Binary, which originally does not have node fea-

tures. Sunglasses [145] is a dataset created from the CMU face dataset, where nodes

are pixels, edges connect nearby pixels, node attributes are pixel (gray-scale) colors, and

labels indicate whether the person in the picture wears sunglasses. Tree of Life [146]

is a collection of Protein-Protein Interaction (PPI) networks with amino-acid sequence

embeddings [147] as node features and (real) evolution scores as graph labels. Planted

Clique are Erdős–Rényi (ER) graphs (edge probability of 0.1) and add a planted clique

of size k (class 1) to half of them (others assigned to class 0). We select the value of

k to be larger than the size of the largest clique in the ER graphs. We also consider

a noisy version of Mutagenicity, which we call MutagenicityNoisyX, where the

noise X ∈ {1, 2, 4, 8, 16, 32} corresponds to the number of i.i.d. random edges added to

each graph.

Table 4.1: The statistics of the datasets.

#Graphs #Nodes #Edges #Features

Mutagenicity [113, 96] 4337 131488 133447 14
Proteins [85, 114] 1113 43471 81044 32
IMDB-B [144] 1000 19773 96531 136

Sunglasses [145] 624 2396160 9353760 1
Tree of Life [146] 1245 944888 5634922 64
Planted Clique 100 10000 49860 64

Baselines: We consider several classical baselines for graph classification and regres-

sion including GCN [13], GAT [47], GIN [126], and SortPool [17]). We also compare

RAGE against ExpertPool [56], which learns attention weights for node pooling, and
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against state-of-the-art GNN-based methods such as DropGNN [148], GMT [129], GIB

[133], ProtGNN [124], and those that apply graph structure learning including LDS-GNN

[139] and VIB-GSL [140]. For methods that use node classification, we add an additional

pooling layer to adapt to the graph classification setting. Finally, we consider inductive

GNN explainers: PGExplainer [87], RCExplainer [91].

Evaluation metrics: We compare the methods in terms of accuracy using AUC

for classification and also MSE for regression. Moreover, we compare explanations in

terms of stability [149], and reproducibility. Stability (or robustness) quantifies the cor-

relation between explanations generated for the original dataset and its noisy variants.

Reproducibility assesses the accuracy of a GNN trained solely using the explanations as

a dataset.

Machine Settings: We run and test our experiments on a machine with NVIDIA

GeForce RTX 2080 GPU (8GB of RAM) and 32 Intel Xeon CPUs (2.10GHz and 128GB

of RAM).

Hyperparameters: We tune the hyperparameters of our methods and baselines with

a grid search. Adam optimizer with a learning rate of 0.001 works well in practice for

our inner and outer optimization. T and κ (number of inner and outer epochs) are set to

20 and 100 with early stopping, respectively. We choose 0.001 for regularization weights

for inner and outer problem regularization. If the focus is only on graph classification

performance, sparsity regularization weight can be set to 0.

Model selection: We model g as a combination of a 3-layer GCN and a 1-layer

MLP with sigmoid activation function. For the inner GNN, we use a 3-layer influence-

weighted GCN (see Section 4.3.2) and a 1-layer MLP in our experiments. The size

of the embeddings is fixed at 20. For all graph classification and explainer baselines,

we usually set the GCN layers with the same settings as ours in order to have a fair

comparison (unless there are special circumstances of the baseline methods). We changed
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the baselines’ loss functions to mean squared error for Tree of Life datasets and removed

the sigmoid activation function MLP.

Dataset splits: We use 80% training, 10% validation, and 10% testing splits in our

experiments. For our method, we further split the training set into 50% training and

50% support sets. We run each method 20 times and report the average accuracy and

standard deviation.

4.5 Preliminary Results

Classification (AUC %) Regression (MSE)

Mutagenicity Proteins IMDB-B Sunglasses Planted Clique Tree of Life

GCN [13] 86.82± 0.39 82.71± 1.08 81.49± 1.16 79.66± 13.12 52.89± 15.87 0.222± 0.010
GAT [47] 86.05± 0.59 82.31± 1.70 80.66± 1.56 67.80± 15.37 51.78± 22.36 0.179± 0.018
GIN [126] 88.15± 0.37 82.65± 0.90 84.14± 1.20 55.25± 4.62 87.78± 12.36 0.751± 0.584

ExpertPool [56] 86.81± 0.47 81.33± 1.21 83.20± 0.48 93.68± 1.15 80.00± 19.12 0.100± 0.015
SortPool [17] 85.34± 0.64 82.76± 1.10 80.62± 1.43 93.26± 2.52 54.44± 26.97 0.098± 0.014

DropGNN [148] 84.86± 2.11 82.59± 4.13 84.73± 2.00 54.74± 2.30 69.66± 12.70 2.690± 1.298
GMT [129] 86.06± 1.17 82.19± 3.13 80.82± 1.38 52.32± 1.21 56.39± 26.64 0.087± 0.004
GIB [133] 85.53± 0.99 82.71± 0.95 82.21± 2.04 61.30± 7.26 53.33± 16.33 0.305± 0.046

ProtGNN [124] 86.72± 0.62 81.21± 2.07 82.53± 2.37 N/S 57.78± 13.33 N/A
LDS-GNN [139] 86.12± 1.50 81.73± 1.32 81.12± 1.30 OOM 54.12± 15.32 OOM
VIB-GSL [140] 84.19± 1.10 EG 81.11± 1.21 OOM 54.44± 12.96 OOM

RAGE 89.52± 0.36 85.20± 0.93 84.16± 0.32 99.36± 0.44 97.78± 4.44 0.073± 0.007

EG: Exploding Gradient OOM: Out Of Memory N/S: Not Scalable N/A: Not Applicable

Table 4.2: Test scores for graph classification/regression. Best and second-best values
are in bold and underlined for each dataset. RAGE achieves the best results on
average, outperforming the baselines.

4.5.1 Graph Classification and Regression

Table 4.2 shows the graph classification (regression) results in terms of AUC (MSE)

for RAGE and the baselines using five real-world and one synthetic dataset. RAGE

outperforms the competing approaches in five datasets and has comparable results for

IMDB-B.
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Each of its baselines has its own drawbacks and performs poorly on (at least) one

dataset with the exception of ExpertPool, which has consistent performance across

datasets. Still, RAGE outperforms ExpertPool for every dataset by 10.75% on aver-

age and by up to 27.2% on Tree of Life. Surprisingly, most baselines achieve poor

results for the Sunglasses and Planted Clique datasets, with the best baselines achieving

93.68% (ExpertPool) and 87.78% (GIN) AUC, respectively. This is evidence that exist-

ing approaches, including GIB, are not able to effectively identify compact discriminative

subgraphs. We also notice that, comparatively, RAGE achieves the best results for real

datasets with large graphs (Sunglasses and Tree of Life). Intuitively, these are datasets

for which identifying discriminative subgraphs has the highest impact on performance.

Additionally, baselines using graph structure learning have poor performance and are not

able to scale to large datasets.
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Figure 4.4: Reproducibility comparison between methods for different explanation
sizes (in percentage) using four datasets. RAGE outperforms or has comparable re-
sults to the baselines across different sizes and datasets.

4.5.2 Reproducibility

Reproducibility measures how well explanations alone can predict class labels. It is

a key property as it allows the user to correlate explanations and predictions without

neglecting potentially relevant information from the input. In our evaluation, we vary
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Figure 4.5: Pearson correlation (higher is better) between explanations for Muta-
genicity and MutagenicityNoisyX generated by RAGE and the baselines. RAGE is
significantly more stable than the baselines, with GIB as the best baseline.

the size of the explanations by thresholding edges based on their values. We then train a

GNN using only the explanations and labels. We compare RAGE against post-hoc and

ante-hoc explainers and the resulting accuracies are shown in Figure 4.4.

4.5.3 Robustness

Effective explanations should be robust to noise in the data. We evaluate the robust-

ness of RAGE and the baselines using MutagenicityNoisyX—i.e. noisy versions of

Mutagenicity with random edges. We discuss results in terms of stability.

Figure 4.5 presents a comparison of explanations obtained from Mutagenicity

dataset and its noisy variants, evaluated based on Pearson correlation. Our results

demonstrate that RAGE outperforms other graph explainers. Furthermore, GIB is

identified as a competitive baseline, which is consistent with the reproducibility met-

ric. These findings provide further evidence that RAGE’s approach to generalizability
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through bilevel optimization contributes to the robustness of explanations. Furthermore,

post-hoc explainers, PGExplainer and RCExplainer, are more sensitive to noise.

(a) Original Image (b) PGExplainer (c) GIB (d) RAGE

(e) Original Image (f) PGExplainer (g) GIB (h) RAGE

Figure 4.6: Two examples with different levels of difficulty due to poses from the
Sunglasses dataset. RAGE is able to detect the edges between the sunglasses and the
human faces, which are the most relevant for the prediction task (i.e., whether the
human is wearing sunglasses) for both examples.

4.5.4 Case Study

We now provide a case study illustrating the explanations generated by RAGE and

compare them against those generated by post-hoc and ante-hoc baselines. The Sun-

glasses contain ground truth explanations that are quite intuitive, are applied in our case

study. Figure 4.6 shows the results for the Sunglasses dataset. Notice that the examples

have different levels of difficulty due to the poses in the pictures. RAGE detects edges at

the border between the sunglasses and the faces of the humans in both pictures. These

are the edges most relevant for the prediction task—i.e. detecting whether the human
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is wearing sunglasses. Intuitively, the highlighted edges are the most influential ones for

the learned GNN to achieve the high accuracy results from Table 4.2. For the easier

pose (Figure 4.6b), PGExplainer identifies one of the glasses as an explanation together

with other dark pixels in the image. However, for Figure 4.6e, PGExplainer misses the

sunglasses completely. GIB explanations do not match the sunglasses in both examples,

which explains its poor performance in this dataset (see Table 4.2). We were not able to

apply RCExplainer to this dataset due to an out-of-memory error.

4.6 Ablation Study

4.6.1 Single-level Optimization

We create a single-level version of RAGE (RAGE-single) to test the effectiveness of

our bilevel optimization scheme. More specifically, RAGE-single optimizes the explainer

and GNN classifier parts in an end-to-end fashion with a single loss function. Table 4.3

shows that RAGE consistently outperforms RAGE-single. The performance gap is more

prominent for large (e.g., Tree of Life) datasets. This is expected since large and noisy

datasets are more prone to overfitting.

RAGE RAGE-single

Mutagenicity 89.52± 0.36 88.79± 0.82
Proteins 85.20± 0.93 84.05± 1.26
IMDB-B 84.16± 0.32 82.26± 1.42
Sunglasses 99.36± 0.44 95.23± 1.51

Planted Clique 97.78± 4.44 86.67± 12.96
Tree of Life (MSE) 0.0725± 0.0068 0.1002± 0.0101

Table 4.3: Test scores (AUC and MSE) of RAGE and its single-level variant RAGE-s-
ingle for all datasets. RAGE outperforms RAGE-single in all datasets. Nevertheless,
RAGE-single still has consistent performance across datasets.
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RAGE RAGE-keep

Mutagenicity 89.52± 0.36 85.76± 0.77
Proteins 85.20± 0.93 84.47± 0.68
IMDB-B 84.16± 0.32 83.46± 1.20
Sunglasses 99.36± 0.44 70.66± 6.88

Planted Clique 97.78± 4.44 97.78± 4.44
Tree of Life (MSE) 0.0725± 0.0068 0.0912± 0.0056

Table 4.4: Test scores (AUC and MSE) of RAGE and its without reinitialization
variant RAGE-keep for all datasets. RAGE outperforms RAGE-keep in all datasets
except Planted Clique which has the same performance. The usefulness of reini-
tialization is more obvious in larger datasets.

4.6.2 Keeping Base Model

RAGE incorporates reinitialization of the base GNN parameters before each inner

loop iteration to eliminate unnecessary training trajectory from previously found expla-

nations. This technique is known to reinforce effective features that may work under

different conditions, as suggested by Zhou et al. [141]. Since the objective of RAGE is to

combine sparsity and accuracy, there is no incentive to retain subgraphs that are unlikely

to be used by the GNNs learned during the inner loop for making predictions. Therefore,

restarting the entire GNN process after each iteration of RAGE is an effective approach

to obtain a good representation of the subgraphs that will be applied by any accurate

GNN trained using our method. Additionally, reinitializing neural network weights has

been found to improve generalization on data, as discussed by Alabdulmohsin et al. [142].

To demonstrate the effect of reinitialization, we created a version of RAGE (RAGE-

keep) without reinitializing the base GNN . The results of Table 4.4 indicate that reini-

tialization significantly improved the classifier quality. Notably, for larger datasets like

Sunglasses, the difference was more pronounced.
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Figure 4.7: Training and validation loss over iterations of bilevel optimization training
of Mutagenicity dataset. Even though our training process is not unstable, there is
still room for improvement.

4.7 Training Stability

We provide the change in training and validation loss over epochs. Antoniou et.al.

[150] discuss the drawback of bilevel optimization algorithms in terms of stability and

proposes a few modifications. Here, we provide the same analysis done in [150] for

bilevel optimization training. The results show that RAGE is not significantly affected

by the training instability of bilevel optimization. It could be because of the selection

of inner and outer-loop epochs. However, Figure 4.7 shows that there is still room for

improvement. The solutions provided in [150] to make the training process more stable

are also applicable to our method, RAGE.

4.8 Conclusions

We investigate the problem of generating explanations for GNN-based graph-level

tasks (classification and regression) and propose RAGE, a novel ante-hoc GNN explainer
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based on bilevel optimization. RAGE inductively learns compact and accurate explana-

tions by optimizing the GNN and explanations jointly. Moreover, different from several

baselines, RAGE explanations do not omit any information used by the model, thus en-

abling the model behavior to be reproduced based on the explanations. We will compare

RAGE against state-of-the-art graph classification methods and GNN explainers using

synthetic and real datasets. Our preliminary results demonstrate that RAGE consistently

outperforms the baseline models across various evaluation metrics, such as reproducibility

and robustness to noise. Moreover, our initial case studies (Figure 4.1) vividly illustrate

RAGE’s ability to accurately identify pertinent components within the graphs, leading

to compelling explanations and insights.

Future Work: Our work will be finalized by conducting more experiments such

as evaluating the robustness of our method by measuring various metrics, including the

quality of explanations across different runs or base models. To enhance our proposed ap-

proach, we plan to explore the potential of a sampling-based extension, which can enable

the discovery of multiple plausible yet independent explanations for predictions. Fur-

thermore, we intend to investigate the application of our method in the semi-supervised

setting, where a limited number of labeled explanations are available, and where human

evaluation can be incorporated in an interactive manner.

Limitations: RAGE still has room for improvement on its training stability (Sec.

4.7) and training running time due to the nature of bilevel optimization. We discuss

potential improvements for training stability. For running time, gradient estimations or

momentum-based optimization can be applied [151] for faster training.

Broader Impacts: We do not anticipate any direct negative societal impact. How-

ever, it is possible for third parties to use our method and declare that it generates good

explanations and accuracy without proper evaluation on the domain.
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Chapter 5

Link Prediction without Graph

Neural Networks

5.1 Introduction

Machine learning on graphs supports various structured-data applications including

social network analysis [152, 153, 154], recommender systems [155, 156, 157], natural

language processing [158, 159, 160], and physics modeling [161, 162, 163]. Among the

graph-related tasks, one could argue that link prediction [164, 165] is the most funda-

mental one. This is because link prediction not only has many concrete applications

[166, 167, 168] but can also be considered an (implicit or explicit) step of the graph-

based machine learning pipeline [169, 170, 171]—as the observed graph is usually noisy

and/or incomplete.

In recent years, Graph Neural Networks (GNNs) [13, 14, 73] have emerged as the

predominant paradigm for machine learning on graphs. Similar to their great success

in node classification [106, 172, 173] and graph classification [55, 17, 174], GNNs have

been shown to achieve state-of-the-art link prediction performance [175, 176, 177].
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(b) GNN:
topology → attributes
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(c) Gelato:
attributes → topology

Figure 5.1: GNN incorporates topology into attributes via message-passing, which
is effective for tasks on the topology. Link prediction, however, is a task for the
topology, which motivates the design of Gelato—a novel framework that leverages
graph learning to incorporate attributes into topology.

Compared to classical approaches that rely on expert-designed heuristics to extract

topological information (e.g., Common Neighbors [178], Adamic-Adar [179], Preferential

Attachment [180]), GNNs have the potential to discover new heuristics via supervised

learning and the natural advantage of incorporating node attributes.

However, there is little understanding of what factors contribute to the success

of GNNs in link prediction, and whether simpler alternatives can achieve comparable

performance—as recently found for node classification [181]. GNN-based methods ap-

proach link prediction as a binary classification problem. Yet different from other classi-

fication problems, link prediction deals with extremely class-imbalanced data due to the

sparsity of real-world graphs. We argue that class imbalance should be accounted for in

both training and evaluation of link prediction. In addition, GNNs combine topological

and attribute information by learning topology-smoothened attributes (embeddings) via

message-passing [182]. This attribute-centric mechanism has been proven effective for

tasks on the topology such as node classification [183], but link prediction is a task for

the topology, which naturally motivates topology-centric paradigms (see Figure 5.1).

The goal of this paper is to address the key issues raised above. We first show that

the evaluation of GNN-based link prediction pictures an overly optimistic view of model

performance compared to the (more realistic) imbalanced setting. Class imbalance also

prevents the generalization of these models due to bias in their training. Instead, we
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propose the use of the N-pair loss with an unbiased set of training edges to account for

class imbalance. Moreover, we present Gelato, a novel framework that combines topo-

logical and attribute information for link prediction. As a simpler alternative to GNNs,

our model applies topology-centric graph learning to incorporate node attributes directly

into the graph structure, which is given as input to a topological heuristic, Autocovari-

ance, for link prediction. Extensive experiments demonstrate that our model significantly

outperforms state-of-the-art GNN-based methods in both accuracy and scalability.

To summarize, our contributions are:

▷ We scrutinize the training and evaluation of supervised link prediction methods and

identify their limitations in handling class imbalance.

▷ We propose a simple, effective, and efficient framework to combine topological and

attribute information for link prediction without using GNNs.

▷ We introduce an N-pair link prediction loss combined with an unbiased set of training

edges that we show to be more effective at addressing class imbalance.

5.2 Limitations in supervised link prediction evalu-

ation and training

Supervised link prediction is often formulated as a binary classification problem,

where the positive (or negative) class includes node pairs connected (or not connected)

by a link. A key difference between link prediction and typical classification problems

(e.g., node classification) is that the two classes in link prediction are extremely imbal-

anced, since most real-world graphs of interest are sparse (see Table 5.1). However, we

find that class imbalance is not properly addressed in both evaluation and training of

existing supervised link prediction approaches, as discussed below.
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Link prediction evaluation. Area Under the Receiver Operating Characteristic Curve

(AUC) and Average Precision (AP) are the two most popular evaluation metrics for

supervised link prediction [184, 175, 185, 186, 187, 188, 189, 190, 177]. We first argue

that, as in other imbalanced classification problems [191, 192], AUC is not an effective

evaluation metric for link prediction as it is biased towards the majority class (non-

edges). On the other hand, AP and other rank-based metrics such as Hits@k—used

in Open Graph Benchmark (OGB) [193]—are effective for imbalanced classification if

evaluated on a test set that follows the original class distribution. Yet, existing link

prediction methods [184, 175, 187, 189, 177] compute AP on a test set that contains all

positive test pairs and only an equal number of random negative pairs. Similarly, OGB

computes Hits@k against a very small subset of random negative pairs. We term these

approaches biased testing as they highly overestimate the ratio of positive pairs in the

graph. Evaluation metrics based on these biased test sets provide an overly optimistic

measurement of the actual performance in unbiased testing, where every negative pair is

included in the test set. In fact, in real applications where test positive edges are not

known a priori, it is impossible to construct those biased test sets to begin with. Below,

we also present an illustrative example of the misleading performance evaluation based

on biased testing.

Example: Consider a graph with 10k nodes, 100k edges, and 99.9M disconnected (or

negative) pairs. A (bad) model that ranks 1M false positives higher than the true edges

achieves 0.99 AUC and 0.95 in AP under biased testing with equal negative samples.

(Detailed computation in Section 5.4.8.)

The above discussion motivates a more representative evaluation setting for su-

pervised link prediction. Specifically, we argue for the use of rank-based evaluation

metrics—AP, Precision@k [164], and Hits@k [194]—with unbiased testing, where positive

edges are ranked against all negative pairs. These metrics have been widely applied in
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related problems, such as unsupervised link prediction [164, 195, 196, 197], knowledge

graph completion [194, 198, 199], and information retrieval [200], where class imbalance

is also significant. In our experiments, we will illustrate how these evaluation metrics

combined with unbiased testing provide a drastically different and more informative

performance evaluation compared to existing approaches.

Link prediction training. Following the formulation of supervised link prediction as

binary classification, most existing models adopt the binary cross entropy loss to optimize

their parameters [184, 175, 185, 186, 188, 176, 189, 190]. To deal with class imbalance,

these approaches downsample the negative pairs to match the number of positive pairs

in the training set (biased training). We highlight two drawbacks of biased training : (1)

it induces the model to overestimate the probability of positive pairs, and (2) it discards

potentially useful evidence from most negative pairs. Notice that the first drawback is

often hidden by biased testing. Instead, this paper proposes the use of unbiased training,

where the ratio of negative pairs in the training set is the same as in the input graph.

To train our model in this highly imbalanced setting, we apply the N-pair loss for link

prediction instead of the cross entropy loss (Section 5.3.3).

5.3 Method

Notation and problem. Consider an attributed graph G = (V,E,X), where V is

the set of n nodes, E is the set of m edges (links), and X = (x1, ..., xn)
T ∈ Rn×r collects

r-dimensional node attributes. The topological (structural) information of the graph is

represented by its adjacency matrix A ∈ Rn×n, with Auv > 0 if an edge of weight Auv

connects nodes u and v and Auv = 0, otherwise. The (weighted) degree of node u is

given as du =
∑

v Auv and the corresponding degree vector (matrix) is denoted as d ∈ Rn

(D ∈ Rn×n). The volume of the graph is (G) =
∑

u du. Our goal is to infer missing links
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in G based on its topological and attribute information, A and X.
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Figure 5.2: Gelato applies graph learning to incorporate attribute information into
the topology via an MLP. The learned graph is given to a topological heuristic that
predicts edges between node pairs with high Autocovariance similarity. The param-
eters of the MLP are optimized end-to-end using the N-pair loss. Experiments show
that Gelato outperforms state-of-the-art GNN-based link prediction methods.

Model overview. Figure 5.2 provides an overview of our link prediction model. It

starts with a topology-centric graph learning phase that incorporates node attribute

information directly into the graph structure via a Multi-layer Perceptron (MLP). We

then apply a topological heuristic, Autocovariance (AC), to the attribute-enhanced graph

to obtain a pairwise score matrix. Node pairs with the highest scores are predicted as

(positive) links. The scores for training pairs are collected to compute an N-pair loss.

Finally, the loss is used to train the MLP parameters in an end-to-end manner. We

named our model Gelato (Graph enhancement for link prediction with autocovariance).

Gelato represents a paradigm shift in supervised link prediction by combining a graph

encoding of attributes with a topological heuristic instead of relying on increasingly

popular GNN-based embeddings.

5.3.1 Graph learning

The goal of graph learning is to generate an enhanced graph that incorporates

node attribute information into the topology. This can be considered as the “dual”
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operation of message-passing in GNNs, which incorporates topological information into

attributes (embeddings). We argue that graph learning is the more suitable scheme to

combine attributes and topology for link prediction, since link prediction is a task for

the topology itself (as opposed to other applications such as node classification).

Specifically, our first step of graph learning is to augment the original edges with

a set of node pairs based on their (untrained) attribute similarity (i.e., adding an ε-

neighborhood graph):

Ẽ = E + {(u, v) | s(xu, xv) > εη} (5.1)

where s(·) can be any similarity function (we use cosine in our experiments) and εη is a

threshold that determines the number of added pairs as a ratio η of the original number

of edges m.

A simple MLP then maps the pairwise node attributes into a trained edge weight for

every edge in Ẽ:

wuv = ([xu;xv]; θ) (5.2)

where [xu;xv] denotes the concatenation of xu and xv and θ contains the trainable pa-

rameters. For undirected graphs, we instead use the following permutation invariant

operator [201]:

wuv = ([xu + xv; |xu − xv|]; θ) (5.3)

The final edge weights of the enhanced graph are a weighted combination of the

topological weights, the untrained weights, and the trained weights:

Ãuv = αAuv + (1− α)(βwuv + (1− β)s(xu, xv)) (5.4)

where α and β are hyperparameters. The enhanced adjacency matrix Ã is then fed

into a topological heuristic for link prediction introduced in the next section. Note that
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the MLP is not trained directly to predict the links, but instead trained end-to-end to

enhance the input graph given to the topological heuristic. Also note that the MLP can

be easily replaced by a more powerful model such as a GNN, but the goal of this paper

is to demonstrate the general effectiveness of our framework and we will show that even

a simple MLP leads to significant improvement over the base heuristic.

5.3.2 Topological heuristic

Assuming that the learned adjacency matrix Ã incorporates structural and attribute

information, Gelato applies a topological heuristic to Ã. Specifically, we adopt Auto-

covariance, which has been shown to achieve state-of-the-art link prediction results for

non-attributed graphs [197].

Autocovariance is a random-walk based similarity metric. Intuitively, it measures the

difference between the co-visiting probabilities for a pair of nodes in a truncated walk and

in an infinitely long walk. Given the enhanced graph G̃, the Autocovariance similarity

matrix R ∈ Rn×n is given as

R =
D̃

(G̃)
(D̃−1Ã)t − d̃d̃T

2(G̃)
(5.5)

where t ∈ N0 is the scaling parameter of the truncated walk. Each entry Ruv represents

a similarity score for node pair (u, v) and top similarity pairs are predicted as links.

Note that Ruv only depends on the t-hop enclosing subgraph of (u, v) and can be easily

differentiated with respect to the edge weights in the subgraph. In fact, Gelato could be

applied with any differentiable topological heuristic or even a combination of them. In

our experiments (Section 5.4.2), we will show that Autocovariance alone enables state-

of-the-art link prediction performance.

Next, we introduce how to train our model parameters with supervised information.
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5.3.3 N-pair loss and unbiased training

As we have mentioned in Section 5.2, current supervised link prediction methods rely

on biased training and the cross entropy loss (CE) to optimize model parameters. Instead,

Gelato applies the N-pair loss [202] that is inspired by the metric learning and learning-

to-rank literature [203, 204, 205, 206] to train the parameters of our graph learning model

(see Section 5.3.1) from highly imbalanced unbiased training data.

The N-pair loss (NP) contrasts each positive training edge (u, v) against a set of

negative pairs N(u, v). It is computed as follows:

L(θ) = −
∑

(u,v)∈E

log
exp(Ruv)

exp(Ruv) +
∑

(p,q)∈N(u,v) exp(Rpq)
(5.6)

Intuitively, L(θ) is minimized when each positive edge (u, v) has a much higher sim-

ilarity than its contrasted negative pairs: Ruv ≫ Rpq,∀(p, q) ∈ N(u, v). Compared to

CE, NP is more sensitive to negative pairs that have comparable similarities to those

of positive pairs—they are more likely to be false positives. While NP achieves good

performance in our experiments, alternative losses from the learning-to-rank literature

[207, 208, 209] could also be applied.

Gelato generates negative samples N(u, v) using unbiased training. This means that

N(u, v) is a random subset of all disconnected pairs in the training graph, and |N(u, v)|

is proportional to the ratio of negative pairs over positive ones. In this way, we leverage

more information contained in negative pairs compared to biased training. Note that,

similar to unbiased training, (unsupervised) topological heuristics implicitly use infor-

mation from all edges and non-edges. Also, unbiased training can be combined with

adversarial negative sampling methods [210, 211] from the knowledge graph embedding

literature to increase the quality of contrasted negative pairs.
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Complexity analysis. The only trainable component in our model is the graph learning

MLP with O(rh + lh2) parameters—where r is the number of node features, l is the

number of hidden layers, and h is the number of neurons per layer. Notice that the number

of parameters is independent of the graph size. Constructing the ε-neighborhood graph

based on cosine similarity can be done efficiently using hashing and pruning [212, 213].

Computing the enhanced adjacency matrix with the MLP takes O((1 + η)mr) time per

epoch—where m = |E| and η is the ratio of edges added to E from the ε-neighborhood

graph. We apply sparse matrix multiplication to compute k entries of the t-step AC in

O(max(k, (1+η)mt)) time. Note that unlike recent GNN-based approaches [175, 214, 177]

that generate distinctive subgraphs for each link (e.g., via the labeling trick), enclosing

subgraphs for links in Gelato share the same information (i.e., learned edge weights),

which significantly reduces the computational cost. Our experiments will demonstrate

Gelato’s efficiency in training and inference.

5.4 Experiments

We provide empirical evidence for our claims regarding supervised link prediction and

demonstrate the accuracy and efficiency of Gelato. Our implementation is anonymously

available at https://anonymous.4open.science/r/Gelato/.

5.4.1 Experiment settings

Datasets. Our method is evaluated on five attributed graphs commonly used as link

prediction benchmark [185, 186, 188, 189, 190, 177]:

▷ Cora [72] and CiteSeer [215] are citation networks where nodes represent scientific

publications (classified into seven and six classes, respectively) and edges represent the

citations between them. Attributes of each node is a binary word vector indicating
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the absence/presence of the corresponding word from a dictionary.

▷ PubMed [216] is a citation network where nodes represent scientific publications (clas-

sified into three classes) and edges represent the citations between them. Attributes

of each node is a TF/IDF weighted word vector.

▷ Photo and Computers are subgraphs of the Amazon co-purchase graph [217] where

nodes represent products (classified into eight and ten classes, respectively) and edges

imply that two products are frequently bought together. Attributes of each node is a

bag-of-word vector encoding the product review.

We use the publicly available version of the datasets from the pytorch-geometric

library [218] (under the MIT licence) curated by [219] and [220]. Table 5.1 shows dataset

statistics. Table 5.1)

#Nodes #Edges #Attrs Avg. degree Density

Cora 2,708 5,278 1,433 3.90 0.14%
CiteSeer 3,327 4,552 3,703 2.74 0.08%
PubMed 19,717 44,324 500 4.50 0.02%
Photo 7,650 119,081 745 31.13 0.41%

Computers 13,752 245,861 767 35.76 0.26%

Table 5.1: A summary of dataset statistics.

Baselines. For GNN-based link prediction, we include six state-of-the-art methods

published in the past two years: LGCN [186], TLC-GNN [188], Neo-GNN [176], NBFNet

[189], BScNets [190], and WalkPool [177], as well as three pioneering works—GAE [184],

SEAL [175], and HGCN [185]. For topological link prediction heuristics, we consider

Common Neighbors (CN) [178], Adamic Adar (AA) [179], Resource Allocation (RA)

[221], and Autocovariance (AC) [197]—the base heuristic in our model. To demonstrate

the superiority of the proposed end-to-end model, we also include an MLP trained directly

for link prediction, the cosine similarity (Cos) between node attributes, and AC on top

of the respective weighted/augmented graphs (i.e., two-stage approaches where the MLP
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is trained separately for link prediction rather than trained end-to-end) as baselines.

We list link prediction baselines and their reference repositories we use in our experi-

ments in Table 5.2. Note that we had to implement the batched training and testing for

several baselines as their original implementations do not scale to unbiased training and

unbiased testing without downsampling.

Baseline Repository

GAE [13] https://github.com/zfjsail/gae-pytorch
SEAL [175] https://github.com/facebookresearch/SEAL OGB

HGCN [185] https://github.com/HazyResearch/hgcn
LGCN [186] https://github.com/ydzhang-stormstout/LGCN/

TLC-GNN [188] https://github.com/pkuyzy/TLC-GNN/
Neo-GNN [176] https://github.com/seongjunyun/Neo-GNNs
NBFNet [189] https://github.com/DeepGraphLearning/NBFNet
BScNets [190] https://github.com/BScNets/BScNets
WalkPool [177] https://github.com/DaDaCheng/WalkPooling

AC [197] https://github.com/zexihuang/random-walk-embedding

Table 5.2: Reference of baseline code repositories.

Hyperparameters. For Gelato, we tune the proportion of added edges η from {0.0,

0.25, 0.5, 0.75, 1.0}, the topological weight α from {0.0, 0.25, 0.5, 0.75}, and the trained

weight β from {0.25, 0.5, 0.75, 1.0}, with a sensitivity analysis included in Section 5.4.6.

All other settings are fixed across datasets: MLP with one hidden layer of 128 neurons,

AC scaling parameter t = 3, Adam optimizer [115] with a learning rate of 0.001, a

dropout rate of 0.5, and unbiased training without downsampling. For baselines, we use

the same hyperparameters as in their papers.

Data splits for unbiased training and unbiased testing. Following [184, 175,

185, 186, 190, 177], we adopt 85%/5%/10% ratios for training, validation, and testing.

Specifically, for unbiased training and testing, we first randomly (with seed 0) divide

the (positive) edges E of the original graph into E+
train, E

+
valid, and E+

test for training,

validation, and testing based on the selected ratios. Then, we set the negative pairs
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in these three sets as (1) E−
train = E− + E+

valid + E+
test, (2) E−

valid = E− + E+
test, and

(3) E−
test = E−, where E− is the set of all negative pairs (excluding self-loops) in the

original graph. Notice that the validation and testing positive edges are included in the

negative training set, and the testing positive edges are included in the negative validation

set. These inclusions simulate the real-world scenario where the testing edges (and the

validation edges) are unobserved during validation (training).

Evaluation metrics. We adopt Precision@k (prec@k)—proportion of positive edges

among the top k of all testing pairs, Hits@k (hits@k)—ratio of positive edges individu-

ally ranked above kth place against all negative pairs, and Average Precision (AP)—area

under the precision-recall curve, as evaluation metrics. We report results from 10 runs

with random seeds ranging from 1 to 10.

Positive masking. For unbiased training, a trick similar to negative injection [175] in

biased training is needed to guarantee model generalizability. Specifically, we divide the

training positive edges into batches and during the training with each batch Eb, we feed

in only the residual edges E−Eb as the structural information to the model. This setting

simulates the testing phase, where the model is expected to predict edges without using

their own connectivity information. We term this trick positive masking.

Other implementation details. We add self-loops to the enhanced adjacency ma-

trix to ensure that each node has a valid transition probability distribution that is used

in computing Autocovariance. The self-loops are added to all isolated nodes in the

training graph for PubMed, Photo, and Computers, and to all nodes for Cora

and CiteSeer. Following the postprocessing of the Autocovariance matrix for embed-

ding in [197], we standardize Gelato similarity scores before computing the loss. For

training with the cross entropy loss, we further add a linear layer with the sigmoid ac-

tivation function to map our prediction score to a probability. We optimize our model

with gradient descent via autograd in pytorch [222]. We find that the gradients are
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sometimes invalid when training our model (especially with the cross entropy loss), and

we address this by skipping the parameter updates for batches leading to invalid gra-

dients. Finally, we use prec@100% on the (unbiased) validation set as the criteria for

selecting the best model from all training epochs. The maximum number of epochs

for Cora/CiteSeer/PubMed and Photo/Computers are set to be 100 and 250,

respectively.

Experiment environment. We run our experiments in an a2-highgpu-1g node of the

Google Cloud Compute Engine. It has one NVIDIA A100 GPU with 40GB HBM2 GPU

memory and 12 Intel Xeon Scalable Processor (Cascade Lake) 2nd Generation vCPUs

with 85GB memory.

Number of trainable parameters. The only trainable component in Gelato is the

graph learning MLP, which for Photo has 208,130 parameters. By comparison, the

best performing GNN-based method, Neo-GNN, has more than twice the number of

parameters (455,200).

5.4.2 Link prediction performance

Table 5.3 summarizes the link prediction performance in terms of the mean and

standard deviation of Average Precision (AP) for all methods. Figure 5.3 and Figure 5.4

show results based on prec@k (k as a ratio of test edges) and hits@k (k as the rank) for

varying k.

First, we want to highlight the drastically different performance of GNN-based meth-

ods compared to those found in the original papers [186, 188, 176, 189, 190, 177] and

reproduced in Section 5.4.9. While they achieve AUC/AP scores of often higher than

90% under biased testing, here we see most of them underperform even the simplest

topological heuristics such as Common Neighbors under unbiased testing. These results
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Cora CiteSeer PubMed Photo Computers

GNN

GAE 0.27 ± 0.02 0.66 ± 0.11 0.26 ± 0.03 0.28 ± 0.02 0.30 ± 0.02
SEAL 1.89 ± 0.74 0.91 ± 0.66 *** 10.49 ± 0.86 6.84*

HGCN 0.82 ± 0.03 0.74 ± 0.10 0.35 ± 0.01 2.11 ± 0.10 2.30 ± 0.14
LGCN 1.14 ± 0.04 0.86 ± 0.09 0.44 ± 0.01 3.53 ± 0.05 1.96 ± 0.03

TLC-GNN 0.29 ± 0.09 0.35 ± 0.18 OOM 1.77 ± 0.11 OOM
Neo-GNN 2.05 ± 0.61 1.61 ± 0.36 1.21 ± 0.14 10.83 ± 1.53 6.75*

NBFNet 1.36 ± 0.17 0.77 ± 0.22 *** 11.99 ± 1.60 ***
BScNets 0.32 ± 0.08 0.20 ± 0.06 0.22 ± 0.08 2.47 ± 0.18 1.45 ± 0.10
WalkPool 2.04 ± 0.07 1.39 ± 0.11 1.31* OOM OOM

Topological
Heuristics

CN 1.10 ± 0.00 0.74 ± 0.00 0.36 ± 0.00 7.73 ± 0.00 5.09 ± 0.00
AA 2.07 ± 0.00 1.24 ± 0.00 0.45 ± 0.00 9.67 ± 0.00 6.52 ± 0.00
RA 2.02 ± 0.00 1.19 ± 0.00 0.33 ± 0.00 10.77 ± 0.00 7.71 ± 0.00
AC 2.43 ± 0.00 2.65 ± 0.00 2.50 ± 0.00 16.63 ± 0.00 11.64 ± 0.00

Attributes
+

Topology

MLP 0.30 ± 0.05 0.44 ± 0.09 0.14 ± 0.06 1.01 ± 0.26 0.41 ± 0.23
Cos 0.42 ± 0.00 1.89 ± 0.00 0.07 ± 0.00 0.11 ± 0.00 0.07 ± 0.00

MLP+AC 3.24 ± 0.03 1.95 ± 0.05 2.61 ± 0.06 15.99 ± 0.21 11.25 ± 0.13
Cos+AC 3.60 ± 0.00 4.46 ± 0.00 0.51 ± 0.00 10.01 ± 0.00 5.20 ± 0.00

MLP+Cos+AC 3.39 ± 0.06 4.15 ± 0.14 0.55 ± 0.03 10.88 ± 0.09 5.75 ± 0.11

Gelato 3.90 ± 0.03 4.55 ± 0.02 2.88 ± 0.09 25.68 ± 0.53 18.77 ± 0.19

*Run only once as each run takes ∼100 hrs; *** Each run takes >1000 hrs;
OOM: Out Of Memory.

Table 5.3: Link prediction performance comparison (mean ± std AP). Gelato con-
sistently outperforms GNN-based methods, topological heuristics, and two-stage ap-
proaches combining attributes and topology.
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Figure 5.3: Link prediction performance in terms of prec@k for varying values of k
(as percentages of test edges). With few exceptions, Gelato outperforms the baselines
across different values of k.
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Figure 5.4: Link prediction performance in terms of hits@k for varying values of k.
With few exceptions, Gelato outperforms the baselines across different values of k.

support our arguments from Section 5.2 that evaluation metrics based on biased testing

can produce misleading results compared to unbiased testing. The overall best performing

GNN model is Neo-GNN, which directly generalizes the pairwise topological heuristics.

Yet still, it consistently underperforms AC, a random-walk based heuristic that needs

neither node attributes nor supervision/training.

We then look at two-stage combinations of AC and models for attribute information.

We observe noticeable performance gains from combining attribute cosine similarity and

AC in Cora and CiteSeer but not for other datasets. Other two-stage approaches

achieve similar or worse performance.

Finally, Gelato significantly outperforms the best GNN-based model with an average

relative gain of 145.2% and AC with a gain of 52.6% in terms of AP—similar results

were obtained for prec@k and hits@k. This validates our hypothesis that a simple MLP

can effectively incorporate node attribute information into the topology when our model

is trained end-to-end. Next, we will provide insights behind these improvements and

demonstrate the efficiency of Gelato on training and inference.

5.4.3 Visualizing Gelato predictions

To better understand the performance of Gelato, we visualize its learned graph, pre-

diction scores, and predicted edges in comparison with AC and the best GNN-based
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baseline (Neo-GNN) in Figure 5.5.

5.5a shows the input adjacency matrix for the subgraph of Photo containing the

top 160 nodes belonging to the first class sorted in decreasing order of their (within-class)

degree. 5.5b illustrates the enhanced adjacency matrix learned by Gelato’s MLP. Com-

paring it with the Euclidean distance between node attributes in 5.5c, we see that our

enhanced adjacency matrix effectively incorporates attribute information. More specifi-

cally, we notice the down-weighting of the edges connecting the high-degree nodes with

larger attribute distances (matrix entries 0-40 and especially 0-10) and the up-weighting

of those connecting medium-degree nodes with smaller attribute distances (40-80). In

5.5d and 5.5e, we see the corresponding AC scores based on the input and the enhanced

adjacency matrix (Gelato). Since AC captures the degree distribution of nodes [197], the

vanilla AC scores greatly favor high-degree nodes (0-40). By comparison, thanks to the

down-weighting, Gelato assigns relatively lower scores to edges connecting them to low-

degree nodes (60-160), while still capturing the edge density between high-degree nodes

(0-40). The immediate result of this is the significantly improved precision as shown in

5.5h compared to 5.5g. Gelato covers as many positive edges in the high-degree region

as AC while making far fewer wrong predictions for connections involving low-degree

nodes.

The prediction probabilities and predicted edges for Neo-GNN are shown in 5.5f and

5.5i, respectively. Note that while it predicts edges connecting high-degree node pairs

(0-40) with high probability, similar values are assigned to many low-degree pairs (80-

160) as well. Most of those predictions are wrong, both in the low-degree region of 5.5i

and also in other low-degree parts of the graph that are not shown here. This analysis

supports our claim that Gelato is more effective at combining node attributes and the

graph topology, enabling state-of-the-art link prediction.
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Figure 5.5: Illustration of the link prediction process of Gelato, AC, and the best
GNN-based approach, Neo-GNN, on a subgraph of Photo. Gelato effectively incor-
porates node attributes into the graph structure and leverages topological heuristics
to enable state-of-the-art link prediction.
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5.4.4 Loss and training setting

In this section, we demonstrate the advantages of the proposed N-pair loss and unbi-

ased training for supervised link prediction. Figure 5.6 shows the training and validation

losses and prec@100% (our validation metric) in training Gelato based on the cross en-

tropy (CE) and N-pair (NP) losses under biased and unbiased training respectively. The

final test AP scores are shown in the titles.
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Figure 5.6: Training of Gelato based on different losses and training settings for
Photo with test AP (mean ± std) shown in the titles. Compared with the cross
entropy loss, the N-pair loss with unbiased training is a more consistent proxy for
unbiased testing metrics and leads to better peak performance.

In the first column (CE with biased training), different from the training, both loss and

precision for (unbiased) validation decrease. This leads to even worse test performance

compared to the untrained base model (i.e., AC). In other words, albeit being the most

popular loss function for supervised link prediction, CE with biased training does not

generalize to unbiased testing. On the contrary, as shown in the second column, the

proposed NP loss with biased training—equivalent to the pairwise logistic loss [223]—is

a more effective proxy for unbiased testing metrics.

The right two columns show results with unbiased training, which is better for CE
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as more negative pairs are present in the training set (with the original class ratio). On

the other hand, NP is more consistent with unbiased evaluation metrics, leading to 8.5%

better performance. This is because, unlike CE, which optimizes positive and negative

pairs independently, NP contrasts negative pairs against positive ones, giving higher

importance to negative pairs that are more likely to be false positives.

5.4.5 Ablation study

We have demonstrated the superiority of Gelato over its individual components and

two-stage approaches in Table 5.3 and analyzed the effect of losses and training settings in

Section 5.4.4. Here, we collect the results with the same hyperparameter setting as Gelato

and present a comprehensive ablation study in Table 5.4.5. Specifically, Gelato−MLP

(AC ) represents Gelato without the MLP (Autocovariance) component, i.e., only using

Autocovariance (MLP) for link prediction. Gelato−NP (UT ) replaces the proposed N-

pair loss (unbiased training) with the cross entropy loss (biased training) applied by the

baselines. Finally, Gelato−NP+UT replaces both the loss and the training setting.

Cora CiteSeer PubMed Photo Computers

Gelato−MLP 2.43 ± 0.00 2.65 ± 0.00 2.50 ± 0.00 16.63 ± 0.00 11.64 ± 0.00
Gelato−AC 1.94 ± 0.18 3.91 ± 0.37 0.83 ± 0.05 7.45 ± 0.44 4.09 ± 0.16
Gelato−NP+UT 2.98 ± 0.20 1.96 ± 0.11 2.35 ± 0.24 14.87 ± 1.41 9.77 ± 2.67
Gelato−NP 1.96 ± 0.01 1.77 ± 0.20 2.32 ± 0.16 19.63 ± 0.38 9.84 ± 4.42
Gelato−UT 3.07 ± 0.01 1.95 ± 0.05 2.52 ± 0.09 23.66 ± 1.01 11.59 ± 0.35
Gelato 3.90 ± 0.03 4.55 ± 0.02 2.88 ± 0.09 25.68 ± 0.53 18.77 ± 0.19

Table 5.4: Results of the ablation study based on AP scores. Each component of
Gelato plays an important role in enabling state-of-the-art link prediction perfor-
mance.

We observe that removing either MLP or Autocovariance leads to inferior perfor-

mance, as the corresponding attribute or topology information would be missing. Fur-

ther, to address the class imbalance problem of link prediction, both the N-pair loss and
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unbiased training are crucial for effective training of Gelato.

While all supervised baselines originally adopt biased training, we also implement the

same unbiased training (and N-pair loss) as Gelato for those that are scalable in Section

5.4.10—results are consistent with the ones discussed in Section 5.4.2.

5.4.6 Sensitivity analysis

The selected hyperparameters of Gelato for each dataset are recorded in Table 5.5, and

a sensitivity analysis of η, α, and β are shown in Figure 5.7 and Figure 5.8 respectively

for Photo and Cora.

Cora CiteSeer PubMed Photo Computers

η 0.5 0.75 0.0 0.0 0.0
α 0.5 0.5 0.0 0.0 0.0
β 0.25 0.5 1.0 1.0 1.0

Table 5.5: Selected hyperparameters of Gelato.
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Figure 5.7: Performance of Gelato with different values of η.

For most datasets, we find that simply setting β = 1.0 and η = α = 0.0 leads to

the best performance, corresponding to the scenario where no edges based on cosine
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Figure 5.8: Performance of Gelato with different α and β.

similarity are added and the edge weights are completely learned by the MLP. For Cora

and CiteSeer, however, we first notice that adding edges based on untrained cosine

similarity alone leads to improved performance (see Table 5.3), which motivates us to

set η = 0.5/0.75. In addition, we find that a large trainable weight β leads to overfitting

of the model as the number of node attributes is large while the number of (positive)

edges is small for Cora and CiteSeer (see Table 5.1). We address this by decreasing

the relative importance of trained edge weights (β = 0.25/0.5) and increasing that of the

topological edge weights (α = 0.5), which leads to better generalization and improved
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performance. Based on our experiments, these hyperparameters can be easily tuned using

simple hyperparameter search techniques, such as line search, using a small validation

set.

GAE SEAL HGCN LGCN TLC-GNN Neo-GNN NBFNet BScNets MLP Gelato

Training 1,022 11,493 92 56 42,440 14,807 30,896 115 232 1,265
Testing 0.031 380 0.093 0.099 5.722 346 76,737 0.394 1.801 0.057

Table 5.6: Training and inference time comparison between supervised link prediction
methods for Photo. Gelato has competitive training time (even under unbiased
training) and is significantly faster than most baselines in terms of inference, especially
compared to the best GNN model, Neo-GNN.

5.4.7 Running time

We compare Gelato with other supervised link prediction methods in terms of running

time for Photo in Table 5.4.6. As the only method that applies unbiased training—

with more negative samples—Gelato shows a competitive training speed that is 11×

faster than the best performing GNN-based method, Neo-GNN. In terms of inference

time, Gelato is much faster than most baselines with a 6,000× speedup compared to

Neo-GNN. We further observe more significant efficiency gains for Gelato over Neo-GNN

for larger datasets—e.g., 14× (training) and 25,000× (testing) for Computers.

5.4.8 Analysis of link prediction evaluation metrics with differ-

ent test settings

In Section 5.2, we present an example scenario where a bad link prediction model

that ranks 1M false positives higher than the 100k true edges achieves good AUC/AP

with biased testing. Here, we provide the detailed computation steps and compare the

results with those based on unbiased testing.
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5.9a and 5.9b show the receiver operating characteristic (ROC) and precision-recall

(PR) curves for the model under biased testing with equal negative samples. Due to

the downsampling, only 100k (out of 99.9M) negative pairs are included in the test set,

among which only 100k/99.9M×1M ≈ 1k pairs are ranked higher than the positive edges.

In the ROC curve, this means that once the false positive rate reaches 1k/100k = 0.01,

the true positive rate would reach 1.0, leading to an AUC score of 0.99. Similarly, in the

PR curve, when the recall reaches 1.0, the precision is 100k/(1k + 100k) ≈ 0.99, leading

to an overall AP score of ∼0.95.

By comparison, as shown in 5.9c, when the recall reaches 1.0, the precision under

unbiased testing is only 100k/(1M + 100k) ≈ 0.09, leading to an AP score of ∼0.05.

This demonstrates that evaluation metrics based on biased testing provide an overly

optimistic measurement of link prediction model performance compared to the more

realistic unbiased testing setting.
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Figure 5.9: Receiver operating characteristic and precision-recall curves for the bad
link prediction model that ranks 1M false positives higher than the 100k true edges.
The model achieves 0.99 in AUC and 0.95 AP under biased testing, while the more
informative performance evaluation metric, Average Precision (AP) under unbiased
testing, is only 0.05.
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5.4.9 Results based on AUC scores

As we have argued in Section 5.2, AUC is not an effective evaluation metric for link

prediction (even under unbiased testing) as it is biased towards the majority class. In

Table 5.7, we report the AUC scores for different methods under unbiased testing. These

results, while being consistent with those found in the link prediction literature, disagree

with those obtained using the rank-based evaluation metrics under unbiased testing.

Cora CiteSeer PubMed Photo Computers

GNN

GAE 87.30 ± 0.22 87.48 ± 0.39 94.10 ± 0.22 77.59 ± 0.73 79.36 ± 0.37
SEAL 91.82 ± 1.08 90.37 ± 0.91 *** 98.85 ± 0.04 98.7*

HGCN 92.60 ± 0.29 92.39 ± 0.61 94.40 ± 0.14 96.08 ± 0.08 97.86 ± 0.10
LGCN 91.60 ± 0.23 93.07 ± 0.77 95.80 ± 0.03 98.36 ± 0.01 97.81 ± 0.01

TLC-GNN 91.57 ± 0.95 91.18 ± 0.78 OOM 98.20 ± 0.08 OOM
Neo-GNN 91.77 ± 0.84 90.25 ± 0.80 90.43 ± 1.37 98.74 ± 0.55 98.34*

NBFNet 86.06 ± 0.59 85.10 ± 0.32 *** 98.29 ± 0.35 ***
BScNets 91.59 ± 0.47 89.62 ± 1.05 97.48 ± 0.07 98.68 ± 0.06 98.41 ± 0.05
WalkPool 92.33 ± 0.30 90.73 ± 0.42 98.66* OOM OOM

Topological
Heuristics

CN 71.15 ± 0.00 66.91 ± 0.00 64.09 ± 0.00 96.73 ± 0.00 96.15 ± 0.00
AA 71.22 ± 0.00 66.92 ± 0.00 64.09 ± 0.00 97.02 ± 0.00 96.58 ± 0.00
RA 71.22 ± 0.00 66.93 ± 0.00 64.09 ± 0.00 97.20 ± 0.00 96.82 ± 0.00
AC 75.41 ± 0.00 72.41 ± 0.00 67.46 ± 0.00 98.24 ± 0.00 96.86 ± 0.00

Attributes
+

Topology

MLP 85.43 ± 0.36 87.89 ± 2.05 87.89 ± 2.05 91.24 ± 1.61 88.84 ± 2.58
Cos 79.06 ± 0.00 89.86 ± 0.00 89.14 ± 0.00 71.46 ± 0.00 71.68 ± 0.00

MLP+AC 79.77 ± 0.03 82.26 ± 0.29 66.31 ± 0.74 98.02 ± 0.05 96.69 ± 0.05
Cos+AC 86.34 ± 0.00 89.29 ± 0.00 75.56 ± 0.00 97.28 ± 0.00 96.26 ± 0.00

MLP+Cos+AC 86.90 ± 0.14 89.42 ± 0.09 75.78 ± 0.27 97.27 ± 0.01 96.24 ± 0.01

Gelato 83.12 ± 0.06 88.38 ± 0.02 64.93 ± 0.06 98.01 ± 0.03 96.72 ± 0.04

*Run only once as each run takes ∼100 hrs; *** Each run takes >1000 hrs;
OOM: Out Of Memory.

Table 5.7: Link prediction performance comparison (mean ± std AUC). AUC results
conflict with other evaluation metrics, presenting a misleading view of the model
performance for link prediction.

5.4.10 Baseline results with unbiased training

Table 5.8 summarizes the link prediction performance in terms of mean and standard

deviation of AP for Gelato and the baselines using unbiased training without downsam-

pling and the cross entropy loss, and Figure 5.10 and Figure 5.11 show results based on
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prec@k and hits@k for varying k values.

Cora CiteSeer PubMed Photo Computers

GNN

GAE 0.33 ± 0.21 0.69 ± 0.18 0.63* 1.36 ± 3.38 7.91*

SEAL 2.24* 1.11* *** *** ***
HGCN 0.54 ± 0.23 1.02 ± 0.05 0.41* 3.27 ± 2.97 2.60*

LGCN 1.53 ± 0.08 1.45 ± 0.09 0.55* 2.90 ± 0.26 1.13*

TLC-GNN 0.68 ± 0.16 0.61 ± 0.19 OOM 2.95 ± 1.50 OOM
Neo-GNN 2.76 ± 0.36 1.80 ± 0.22 *** *** ***
NBFNet *** *** *** *** ***
BScNets 1.13 ± 0.25 1.27 ± 0.20 0.47* 8.54 ± 1.55 4.40*

WalkPool *** *** *** OOM OOM

Topological
Heuristics

CN 1.10 ± 0.00 0.74 ± 0.00 0.36 ± 0.00 7.73 ± 0.00 5.09 ± 0.00
AA 2.07 ± 0.00 1.24 ± 0.00 0.45 ± 0.00 9.67 ± 0.00 6.52 ± 0.00
RA 2.02 ± 0.00 1.19 ± 0.00 0.33 ± 0.00 10.77 ± 0.00 7.71 ± 0.00
AC 2.43 ± 0.00 2.65 ± 0.00 2.50 ± 0.00 16.63 ± 0.00 11.64 ± 0.00

Attributes
+

Topology

MLP 0.22 ± 0.27 1.17 ± 0.63 0.44 ± 0.12 1.15 ± 0.40 1.19 ± 0.46
Cos 0.42 ± 0.00 1.89 ± 0.00 0.07 ± 0.00 0.11 ± 0.00 0.07 ± 0.00

MLP+AC 0.63 ± 0.32 1.00 ± 0.43 1.17 ± 0.44 11.88 ± 0.83 8.73 ± 0.45
Cos+AC 3.60 ± 0.00 4.46 ± 0.00 0.51 ± 0.00 10.01 ± 0.00 5.20 ± 0.00

MLP+Cos+AC 3.80 ± 0.01 3.94 ± 0.03 0.77 ± 0.01 12.80 ± 0.03 7.57 ± 0.02

Gelato 3.90 ± 0.03 4.55 ± 0.02 2.88 ± 0.09 25.68 ± 0.53 18.77 ± 0.19

*Run only once as each run takes ∼100 hrs; *** Each run takes >1000 hrs;
OOM: Out Of Memory.

Table 5.8: Link prediction performance comparison (mean ± std AP) with super-
vised link prediction methods using unbiased training. While we observe noticeable
improvement for some baselines (e.g., BScNets), Gelato still consistently and signifi-
cantly outperform the baselines.

We first note that unbiased training without downsampling brings serious scalabil-

ity challenges to most GNN-based approaches, making scaling up to larger datasets

intractable. For the scalable baselines, unbiased training leads to marginal (e.g., Neo-

GNN) to significant (e.g., BScNets) gains in performance. However, all of them still

underperform the topological heuristic, Autocovariance, in most cases, and achieve much

worse performance compared to Gelato. This supports our claim that the topology-

centric graph learning mechanism in Gelato is more effective than the attribute-centric

message-passing in GNNs for link prediction, leading to state-of-the-art performance.

As for the GNN-based baselines using both unbiased training and our proposed N-

pair loss, we have attempted to modify the training functions of the reference repositories
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Figure 5.10: Link prediction performance in terms of prec@k (in percentage) for vary-
ing values of k with baselines using unbiased training. While we observe noticeable
improvement for some baselines (e.g., BScNets), Gelato still consistently and signifi-
cantly outperform the baselines.
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Figure 5.11: Link prediction performance in terms of hits@k (in percentage) for vary-
ing values of k with baselines using unbiased training. While we observe noticeable
improvement for some baselines (e.g., BScNets), Gelato still consistently and signifi-
cantly outperform the baselines.

of the baselines and managed to train SEAL, LGCN, Neo-GNN, and BScNet. However,

despite our best efforts, we are unable to obtain better link prediction performance using

the N-pair loss. We defer the further investigation of the incompatibility of our loss

and the baselines to future research. On the other hand, we have observed significantly

better performance for MLP with the N-pair loss compared to the cross entropy loss under

unbiased training. This can be seen by comparing the MLP performance in Table 5.8 here

and the Gelato−AC performance in Table 5.4.5 in the ablation study. The improvement

shows the potential benefit of applying our training setting and loss to other supervised

link prediction methods.

We also show the training time comparison between different supervised link predic-
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tion methods using unbiased training without downsampling in Table 5.4.10. Gelato is

the second fastest model, only slower than the vanilla MLP. This further demonstrates

that Gelato is a more efficient alternative compared to GNNs.

GAE SEAL HGCN LGCN TLC-GNN Neo-GNN NBFNet BScNets MLP Gelato

Training 6,361 >450,000 1,668 1,401 53,304 >450,000 >450,000 2,323 744 1,285

Table 5.9: Training time comparison between supervised link prediction methods for
Photo under unbiased training. Gelato, while achieving the best performance, is also
the second most efficient method in terms of total training time, slower only than the
vanilla MLP.

5.5 Related work

Topological heuristics for link prediction. The early link prediction literature

focuses on topology-based heuristics. This includes approaches based on local (e.g.,

Common Neighbors [178], Adamic Adar [179], and Resource Allocation [221]) and

higher-order (e.g., Katz [224], PageRank [225], and SimRank [226]) information. More

recently, random-walk based graph embedding methods, which learn vector representa-

tions for nodes [105, 227, 197], have achieved promising results in graph machine learning

tasks. Popular embedding approaches, such as DeepWalk [105] and node2vec [227], have

been shown to implicitly approximate the Pointwise Mutual Information similarity [228],

which can also be used as a link prediction heuristic. This has motivated the investiga-

tion of other similarity metrics such as Autocovariance [229, 197, 230]. However, these

heuristics are unsupervised and cannot take advantage of data beyond the topology.

Graph Neural Networks for link prediction. GNN-based link prediction addresses

the limitations of topological heuristics by training a neural network to combine

topological and attribute information and potentially learn new heuristics. GAE [184]

combines a graph convolution network [13] and an inner product decoder based on
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node embeddings for link prediction. SEAL [175] models link prediction as a binary

subgraph classification problem (edge/non-edge), and follow-up work (e.g., SHHF [214],

WalkPool [177]) investigates different pooling strategies. Other recent approaches for

GNN-based link prediction include learning representations in hyperbolic space (e.g.,

HGCN [185], LGCN [186]), generalizing topological heuristics (e.g., Neo-GNN [176],

NBFNet [189]), and incorporating additional topological features (e.g., TLC-GNN [188],

BScNets [190]). Motivated by the growing popularity of GNNs for link prediction, this

work investigates key questions regarding their training, evaluation, and ability to learn

effective topological heuristics directly from data. We propose Gelato, which is simpler,

more accurate, and faster than the state-of-the-art GNN-based link prediction methods.

Graph learning. Gelato learns a graph that combines topological and attribute

information. Our goal differs from generative models [231, 232, 233], which learn to

sample from a distribution over graphs. Graph learning also enables the application

of GNNs when the graph is unavailable, noisy, or incomplete (for a recent survey, see

[234]). LDS [139] and GAug [235] jointly learn a probability distribution over edges

and GNN parameters. IDGL [236] and EGLN [237] alternate between optimizing the

graph and embeddings for node/graph classification and collaborative filtering. [238]

proposes two-stage link prediction by augmenting the graph as a preprocessing step. In

comparison, Gelato effectively learns a graph in an end-to-end manner by minimizing

the loss of a topological heuristic.

5.6 Conclusion

This work sheds light on key limitations in how GNN-based link prediction methods

handle the intrinsic class imbalance of the problem and presents more effective and ef-

ficient ways to combine attributes and topology. Our findings might open new research
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directions on machine learning for graph data, including a better understanding of the

advantages of increasingly popular and sophisticated deep learning models compared to

more traditional and simpler graph-based solutions.

Future Works: We have identified several potential extensions and improvements for

our framework and experiments:

▷ Scalability: Initially, Gelato had a space complexity of O(V 2), which limited its appli-

cability to large datasets, such as those found in OGB [193]. To address this limitation,

we plan to develop a version of Gelato that incorporates graph partitioning techniques,

enabling scalability to handle large datasets more efficiently.

▷ Theoretical justification: We will focus on providing a theoretical explanation for why

existing GNN-based approaches appear to struggle with learning autocovariance based

on their expressive power. This investigation aims to deepen our understanding of the

limitations and challenges associated with autocovariance learning in GNNs.

▷ Gelato+GNN: As an additional enhancement, we intend to implement a variant of

Gelato that employs a GNN instead of an MLP to learn the underlying graph. By

leveraging the increased expressive power of GNNs, we anticipate improved perfor-

mance and capabilities in the Gelato framework.
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Chapter 6

Feature-based Individual Fairness in

k-Clustering

6.1 Introduction

Machine learning systems are increasingly being used in various societal decision-

making, including predicting recidivism [239, 240], deciding interest rates [241], and even

allocating healthcare resources [242]. However, beginning with the report on bias in

recidivism risk prediction [239], it has been known that such systems are often biased

against certain groups of people. In recent years, various methods and definitions have

been proposed for ensuring fairness in supervised learning settings, with efforts ranging

from debiasing datasets [243] to explicitly encoding the fairness constraints during the

training of a classifier [244].

Our paper focuses on fairness in unsupervised learning, particularly clustering. There

are two major reasons why clustering should be fair with respect to different subgroups.

First, clustering is often a pre-processing step for generating new data representations

for downstream tasks. Since we want the downstream decisions to be fair, the clustering
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step needs to be unbiased [245]. Second, clustering is also used in various resource

allocation problems, e.g., in facility location [246]. Since it is desirable that no group

is disproportionately affected by such decisions, there has been an increasing interest in

designing clustering algorithms that are fair with respect to different subgroups [247, 248,

249, 250]. Such group-fair clustering algorithms ensure that each protected group has an

approximately equal presence in each cluster.

Compared to group fairness, individually fair clustering has received less attention.

Individually fair clustering is motivated by the facility location problem where the goal

is to open k facilities while minimizing the total transportation cost between individuals

and their nearest facility. If we choose k facilities (or centers) uniformly at random, then

each point x could expect one of its nearest n/k neighbors to be one of such facilities. This

led a few studies [246, 251, 252] to consider the following notion of individual fairness.

For a point x, let r(x) be the radius such that the ball of radius r(x) centered at x has

at least n/k points. An individually fair clustering guarantees that, for every x, a cluster

center is chosen from the r(x)-neighborhood of x.

Although individually fair clustering [246] provides guarantees for each point, it

does not exactly reflect the original premise of individual fairness suggested by [253],

which requires that similar individuals should receive similar decisions. In the context

of clustering, this means that two points x and y that are similar (in terms of features)

should be clustered similarly. However, the definition proposed by [246] does not provide

such a guarantee, as points similar to a point x could be different from the points within

a radius of r(x) from x.

Proposed Definition of Individual Fairness. In order to address the drawback

above, we propose a new notion of individual fairness in clustering. First, motivated by

the original definition of individual fairness in supervised learning [253], we introduce a
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feature-based notion of individual fairness. We say that two individuals are similar if their

features match significantly (parameterized by γ in Definition 3). Now, for each individual

v, let C(v) denote the cluster v is assigned to. Then our feature-based individually fair

clustering requires that C(v) also contains at least mv individuals that are similar to

v. The variable mv is a parameter to encode the degree of fairness. More specifically,

it encodes the amount of similarity an individual seeks inside their own cluster. This

guarantees that a point v is not isolated in its own cluster but that the cluster has a

desired representation (or participation) from points similar to it. Note that, the features

that are used to compute similarity for individual fairness might not necessarily be used

for clustering. In fact, these two sets of features might be disjoint.

Our notion of individual fairness guarantees that similar individuals (in terms of pos-

sibly sensitive features) often share similar clusters. Consider the following motivating

example. Ad networks collect user behavior data (e.g., browsing history, location) as well

as possibly sensitive attributes (e.g., race and gender) to cluster users into several cate-

gories [254]. These categories are directly used for targeted recommendations, including

jobs and healthcare. In this context, the cost function of the clustering algorithm should

be based on user behavior while an individual’s notion of fairness should be based on

sensitive attributes such as race and gender. In this case, similarity in terms of sensitive

features can be seen as a relaxation of a protected group membership.

Contributions. Our main contributions are as follows:

▷ Novel Formulation: We propose a new definition of individual fairness in clustering

based on how individuals are similar in terms of their features. Our definition guar-

antees that each individual has a desired level of representation of similar individuals

in their own cluster.

▷ Problem Characterization: We show that minimizing the clustering cost subject
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to the new notion of individual fairness is NP-hard, and also cannot be approximated

within a factor δ for any δ > 0.

▷ Algorithm: We design a randomized algorithm providing an additive approximation

cost while guaranteeing fairness within a multiplicative factor with high probability.

▷ Experiments: Our experiments on several standard datasets show that our ap-

proach produces by 34.5% less cost on average in clustering than the best-competing

method while ensuring individual fairness for more than 95.5% points on average.

Related Work. [247] first introduced the problem of fair clustering with disparate im-

pact constraints and their goal was to ensure that all the protected groups have approx-

imately equal representation in every cluster. Several works [255, 256] studied different

generalizations of the fair clustering problem. Furthermore, several papers [248, 257, 258]

proposed procedures to scale fair clustering to a large number of points. Although we con-

sider individual fairness, our work is related to [249], which shows that a ρ-approximation

to the vanilla clustering problem can be converted to a (ρ + 2)-approximate solution to

fair clustering with bounded (and often negligible) violation of fairness constraints.

Our paper is focused on individual fairness, which was first defined by [253] in the

context classification, and requires similar individuals to be treated similarly. For clus-

tering problems, such a notion of individual fairness was first defined by [246]. They

studied individual fairness in terms of the guarantee a randomly chosen set of k points

must satisfy. Informally, an individually fair clustering guarantees that for each point x,

a cluster center is chosen from a certain neighborhood of x. [251] designed a bicriteria

approximation algorithm for individually fair k-means and k-median problems. Their

algorithms guarantee that not only the fairness constraints are approximately satisfied,

but also the objective is approximately maximized. Later, [252] proposed an algorithm

that has theoretical fairness guarantees comparable with [251], and empirically, obtains
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noticeably fairer solutions. Recently, [259] designed improved bicriteria algorithms for

general ℓp-norm costs. Another recent study [260] defined a coreset for individually fair

clustering problem using the generalized fair radius notion, and [261] used per-point

fairness and aggregate fairness constraints for the k-center problem. Later they incorpo-

rated the price of fairness notion to combine these two constraints into one algorithm.

[262] study stochastic pairwise constraints between points. However, unlike ours, these

constraints are insufficient to model the individual fairness constraints.

The definition of individual fairness in [246] was mainly motivated by fairness in

the facility location problem. Recently, [263] considered a different notion of individual

fairness in clustering, where the goal is to ensure that each point, is closer to the points

in its own cluster than the points in any other cluster. Our proposed definition can be

seen as a way to capture these two notions, as we consider feature-based similarity, as

well as guaranteed representation for each point.

Here, we focus on the ℓp-norm cost for clustering, which is just the sum of ℓp-distances

of each point from its corresponding cluster center. [261] also considers ℓp-norm objec-

tives in their individual fairness formulation. However, several papers did consider other

objectives in the context of group-fair clustering [250, 264, 265]. Finally, our focus is on

fair clustering algorithms, and there is extensive literature on fair algorithms for unsu-

pervised [266, 267] and supervised learning more broadly [244, 268, 269]. The coverage

of these algorithms is out of the scope of the paper, and we refer the interested reader to

the following excellent surveys: [270, 271] and [272].

6.2 Preliminaries

We first introduce some necessary notations. Let V be a set of n points V =

{1, 2, . . . , n}. We denote {S1, S2, . . . , Sq} as a set of q features, where Si is the set of val-
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ues for the i-th feature. We denote the tuple of q features of the point i by Xi = (X t
i )t∈[q].

We write C = (Ci)i∈[k] to denote a clustering (i.e. partition) of the set V and (ci)i∈[k] to

denote the corresponding cluster centers. Given a clustering C and a point v, let ϕ(v, C)

be the cluster center assigned to the point v. When the clustering C is clear from the

context, we use ϕ(v) to denote the cluster center assigned to the vertex v. We are also

given a distance function d : V × V → R that measures the distance between any pair

of points. Given a clustering C, we can measure its cost through the distance metric d.

In particular, we will be interested in measuring the sum of the p-th powers of distances

from each point to its cluster center for p ∈ N ∪ { 0 }:

Cost(C) =
∑
v∈V

d(v, ϕ(C, v))p. (6.1)

We assume that the distance function d depends on some features of the points but don’t

assume any relationship between those features and the ones used for fairness.

6.2.1 Similarity

In order to define the feature-based notion of individual fairness, we first define a

similarity measure based on the features. To the best of our knowledge, all the existing

notions of individual fairness in clustering only depend on the distance-based neighbor-

hood of each point. In contrast, our definition of individual fairness builds upon the

features of individual points that are not necessarily used for clustering. In order to

define the feature-based notion of fairness, we first define a similarity measure based on

the features.

In real-world settings, the fairness features can be both continuous and discrete. To

handle both cases, we convert the discrete variables (features) into one-hot encoding

vectors. The continuous variables are also normalized to be within the range [0, 1]. After
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these conversions, we can now define the distance (or similarity) between two vectors.

We convert the distance to similarity as follows:

s(Xi, Xj) = e−d(Xi,Xj) (6.2)

where s is the similarity between Xi and Xj and d is a distance function (e.g., Euclidean).

This operation guarantees that s will always generate a value between 0 and 1. We say

that Xi and Xj are gamma similar if s > γ.

Definition 3 (γ-similarity). For a parameter γ ∈ [0, 1], we say two points i, j ∈ V, i ̸= j

are γ-similar if s(Xi, Xj) > γ where s(Xi, Xj) = e−d′(Xi,Xj). We assume that a point is

not γ-matched with itself.

Our definition of similarity is flexible enough to support diverse applications. For any

point v, we use Γ(v) to denote the set of points in V that are γ-similar to v. Next, we

introduce our definition of individually fair clustering.

6.2.2 Individual Fairness

Definition 4 (Individual Fairness in Clustering). Given a set V of n points along with

a q-length feature vector Xv = (x1
v, . . . , x

q
v) for every point v ∈ V , a similarity parameter

γ ∈ [0, 1], an integer tuple (mv)v∈V , and an integer k, we say that a clustering (Ci)i∈[ℓ]

(ℓ ⩽ k) is (mv)v∈V -individually fair if it satisfies the following constraint for every point

v ∈ V :

|{u : u ∈ Γ(v) and ϕ(u) = ϕ(v) }| ⩾ mv (6.3)

The fairness constraint (6.3) says that at least mv points that are γ-similar to point

v must belong to the cluster of v. Our goal is to cluster V into ℓ (⩽ k) clusters, (Ci)i∈[ℓ],
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with corresponding centers (or facilities1) (ci)i∈[ℓ], such that clusters are individually

fair for every point and minimize the clustering cost (e.g. sum of the p-th powers of

distances from cluster centers for some p ∈ N∪{ 0 }). Formally, our Individually Fair

Clustering problem is defined as follows.

Definition 5 (Individually Fair Clustering (IFC)). The input is a set V of n

points with a q-length feature vector Xv = (x1
v, . . . , x

q
v) for each v ∈ V , a similarity

parameter γ ∈ [0, 1], an integer tuple (mv)v∈V , a set F of potential facilities. The objective

is to open a subset S ⊆ F of at most k facilities, and find an assignment ϕ : V −→ S to

minimize Cost(C) satisfying the fairness constraints (eq., 6.3).

The classical clustering problem, which we call Vanilla Clustering, is the same

as the IFC problem except for the fairness requirements from Equation 6.3.

6.3 Results

We present our main technical results in two directions. First, we provide several

hardness results to show that the general Individually Fair Clustering (IFC) prob-

lem is hard even if one considers approximation. Then we contrast the hardness results

by developing randomized approximation algorithms for various special cases of the IFC

problem.

6.3.1 Hardness Results

In order to prove hardness results, we consider the decision version of the IFC problem,

where the goal is to find a clustering whose cost is below a certain threshold. Note that, it

is always possible to find a (trivial) individually fair clustering by one cluster containing

1We use cluster center and facility interchangeably.
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all the points. However, the cost of such a fair clustering could be high, and we ask

whether it is possible to beat the cost of such trivially fair clustering. As there can be

multiple trivial fair clustering (depending on the cluster center chosen), we naturally pick

the one minimizing the cost as the benchmark.

Definition 6 (Trivially Fair Clustering). Given a set V of n points along with q-

length feature vector Xv = (x1
v, . . . , x

q
v) for every point v ∈ V , the trivially fair clustering

puts all points in one cluster and picks the point as cluster center which minimizes the

cost:

min
f∈F

∑
v∈V

d(v, f)p.

We show that it is NP-complete to compute if there exists a clustering better

than Trivially Fair Clustering by providing a reduction from Satisfactory-

Partition, which is known to be NP-complete [273].

Definition 7 (Satisfactory-Partition). Given a graph G = (V , E) and an integer

λv for every vertex v ∈ V, compute if there exists a partition (V1,V2) of V such that

i) V1,V2 ̸= ∅

ii) For every i ∈ [2] and every v ∈ Vi, the number of neighbors of v in Vi is at least λv.

We denote an arbitrary instance of Satisfactory-Partition by (G, (λv)v∈G).

Theorem 1. It is NP-complete to decide whether an instance of Individually Fair

Clustering admits a clustering of cost less than the Trivially Fair Clustering

even when there are only 2 facilities.

Proof: The problem clearly belongs to NP. We now exhibit a reduction from

Satisfactory-Partition. Let (G = (V = {v1, v2, . . . , vn}, E), (λv)v∈V) be an arbitrary
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instance of Satisfactory-Partition. In our Individually Fair Clustering in-

stance, we have two facilities l and r and the set of points U = {u1, u2, . . . , un}. We

define the distances as

d(ui, l) =


(⌈n

2
⌉+ β)1/p 1 ⩽ i ⩽ ⌈n

2
⌉+ 1

β1/p ⌈n
2
⌉+ 2 ⩽ i ⩽ n

d(ui, r) =


β1/p 1 ⩽ i ⩽ ⌊n

2
⌋

(⌈n
2
⌉+ β + 1)1/p ⌊n

2
⌋+ 1 ⩽ i ⩽ n

for any β ⩾
⌈n
2
⌉+1

2
. We can easily verify that the following properties are satisfied:

i) The distances satisfy the triangle inequality.

ii)
∑
v∈V

d(v, l)p =
∑
v∈V

d(v, r)p = A (say).

iii) For any X ⊂ V,X ̸= ∅, X ̸= V, we have
∑
v∈X

d(v, l)p ̸=
∑
v∈X

d(v, r)p. To see

this, let s = |X ∩ {u1, u2, . . . , u⌈n
2
⌉+1}| and t = |X ∩ {u⌊n

2
⌋+1, u⌊n

2
⌋+2, . . . , un}|

so that s ⩽ ⌈n
2
⌉ + 1 and t ⩽ ⌈n

2
⌉. Then

∑
v∈X

d(v, l)p = s⌈n
2
⌉ + β|X| and∑

v∈X
d(v, r)p = t(⌈n

2
⌉ + 1) + β|X|. Thus

∑
v∈X

d(v, l)p =
∑
v∈X

d(v, r)p would imply

s⌈n
2
⌉ = t(⌈n

2
⌉+ 1) and therefore either s = t = 0 or s = ⌈n

2
⌉+ 1 and t = ⌈n

2
⌉. In the

former case X = ∅ while in the latter case X = V , a contradiction.

We now describe the feature vector. For every edge e ∈ E , we have a feature θe. A

point ui, i ∈ [n] has value 1 for θe if the edge e is incident on the vertex vi in G; otherwise

has value 0 for θe. We define the distance function d′ on feature space as the number of
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features that two points differ. Finally, we set the similarity parameter γ = e−m+e−(m−1)

2
.

We observe that two points ui, uj, i, j ∈ [n] are γ-similar if and only if there is an edge

between vi and vj in G. Finally, we define mvi = λvi for every i ∈ [n].

We claim that the Satisfactory-Partition instance is a yes instance if and only

if there exists a fair clustering of U with cost < A. The “if” part follows directly, since

any fair clustering of U with cost < A must be non-trivial and fairness ensures that the

corresponding partition of G is satisfactory.

For the “only if” part, let (X, X̄) be a non-trivial satisfactory partition of G. Let

ϕ1 denote the assignment that assigns all corresponding vertices in X to l and all corre-

sponding vertices in X̄ to r, and ϕ2 denote the assignment that assigns all vertices in X

to r and all vertices in X̄ to l. Thus,

Cost(ϕ1) =
∑
v∈X

d(v, l)p +
∑
v∈X̄

d(v, r)p

Cost(ϕ2) =
∑
v∈X

d(v, r)p +
∑
v∈X̄

d(v, l)p

Thus, Cost(ϕ1)+Cost(ϕ2) = 2A. Now, it cannot be the case that Cost(ϕ1) = Cost(ϕ2) =

A, which would imply that one of the assignments ϕ1 or ϕ2 must have cost < A. Suppose

to the contrary that Cost(ϕ1) = A. Thus,
∑
v∈X

d(v, l)p +
∑
v∈X̄

d(v, r)p =
∑
v∈X

d(v, r)p +∑
v∈X̄

d(v, r)p and therefore
∑
v∈X

d(v, l)p =
∑
v∈X

d(v, r)p, a contradiction.

Given the NP-completeness result, we explore the possibility of approximation for the

Individually Fair Clustering (IFC) problem. However, the next theorem shows that

IFC is inapproximable within factor δ for any δ > 0.

Theorem 2. Distinguishing between instances of the IFC problem having zero and non-

zero optimal costs is NP-complete even when there are 2 facilities. Hence, for any

computable function δ, there does not exist a δ-approximation algorithm for IFC unless
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P=NP.

Proof: Let A be a deterministic polynomial time algorithm that distinguishes

between instances of IFC with 0 and non-zero optimal costs. We use A to build an

algorithm for Satisfactory-Partition. Let (G = (V = {v1, v2, . . . , vn}, E), (λv)v∈V)

be an instance of Satisfactory-Partition. We create n− 1 instances I1, I2, . . . , In−1

of IFC as follows: the set of points is U = {u1, . . . , un} and mvi = λvi for every i ∈ [n]

for all the instances; for instance Ii, i ∈ [n], we introduce 2 facilities l and r and define

distances as follows:

d(uj, l) =


1 j = 1

0 j ∈ {2, 3, . . . , n}

d(uj, r) =


1 j = i+ 1

0 j ∈ {1, 2, . . . , n} \ {i+ 1}

We define feature vectors of every point similar to Theorem 1 to realize the above dis-

tances. We now run A on each of these instances. If A finds any instance in {I1, . . . , In−1}

to have zero optimal cost, then we return yes for the Satisfactory-Partition instance;

otherwise, we return no for the Satisfactory-Partition instance.

Clearly, the above algorithm runs in polynomial time. For proof of correctness;

if G does not have a non-trivial satisfactory partition, then clearly every instance in

I1, . . . , In−1 has an optimal cost of one. On the other hand, if G has a non-trivial satis-

factory partition, say (X, X̄), then we claim that at least one of I1, . . . , In−1 has optimal

cost 0. Without loss of generality, we assume that we have v1 ∈ X. Let vj ∈ X̄, for some

j ∈ {2, 3, . . . , n}. Then clearly OPT(Ij−1) = 0 (assigning all the corresponding vertices

in X to the cluster center r and all other vertices to the cluster center l).

The distances in the above reduction do not satisfy the triangle inequality. If we insist
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triangle inequality of distances, then we have the following (weaker than Theorem 2)

inapproximability result.

Theorem 3. There does not exist any FPTAS for the IFC problem when the distances

in the input satisfy triangle inequality unless P = NP.

Proof: Let A be an FPTAS for IFC. Similar to the proof of Theorem 2, we create

n − 1 instances of Satisfactory-Partition where instance Ii is as follows: the set

of points is U = {u1, . . . , un} and mvi = λvi for every i ∈ [n] for all the instances; for

instance Ii, i ∈ [n], we introduce 2 facilities l and r and define distances as follows:

d(uj, l) =


(1 + β)1/p j = 1

β1/p j ∈ {2, 3, . . . , n}

d(uj, r) =


(1 + β)1/p j = i+ 1

β1/p j ∈ {1, 2, . . . , n} \ {i+ 1}

where β is any constant ⩾ 1/2. The algorithm runs B on each of the above instances

with approximation parameter ε = 1
2nβ

. If B returns a solution of cost less than 1 + nβ

on any instance, return yes for the Satisfactory-Partition instance; otherwise, we

return no for the Satisfactory-Partition instance.

Clearly, the cost of the trivial partition is 1 + nβ. Thus, if G does not have a non-

trivial satisfactory partition, then B must always return the trivial assignment of cost

1 + nβ for all instances. If G has a satisfactory partition (X, X̄), then as in Theorem 2,

there exists an instance with optimal cost nβ. Thus, the solution returned by B will have

cost at most nβ(1 + 1
2nβ

) < 1 + nβ. Hence, the algorithm is correct.
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6.3.2 Algorithmic Results

Given the strong inapproximability results in the previous section, we aim to develop

approximation algorithms for Individually Fair Clustering under suitable condi-

tions. First, we develop an approximation algorithm for Individually Fair Assign-

ment (Theorem 4). Next, we show how to obtain an algorithm for Individually Fair

Clustering of similar guarantee (Theorem 5). Bera et al. [249] designed an approxi-

mation algorithm for group fair clustering from an algorithm for group fair assignment.

We follow a similar approach to individual fairness.

One of the main ingredients of our technical results is the Individually Fair As-

signment problem, which, given a set of k potential cluster centers, determines an

assignment of the points i.e. which point should be assigned to which cluster center.

Formally, it is defined as follows:

Definition 8 (Individually Fair Assignment (IFA)). Given a set V of n points

along with a q-length feature vector Xv = (x1
v, . . . , x

q
v) for every point v ∈ V , a similarity

parameter γ ∈ [0, 1], an integer tuple (mv)v∈V , and a set F = {f1, . . . , fk} of k facilities,

an (mv)v∈V -fair assignment finds the optimal cost-minimizing assignment satisfying the

fairness constraints (6.3).

Our Algorithm, LP-FAIR: Algorithm 4 describes our randomized approximation

algorithm for IFA. The linear program (LP) in Inequality (6.4) is a relaxation of IFA

problem and has a variable xv,fk for each vertex v and facility fk. In an (integral)

“solution” the variable xv,fk takes value 1 if and only if the point v is assigned to the

facility fk. After solving the LP, Algorithm 4 determines the assignment ϕ by assigning

point v to fk with probability x∗
v,fk

. Finally, the above procedure is repeated log1+δ n

times and the assignment with the lowest cost is returned to boost the success probability.

The next theorem presents probabilistic approximation guarantees provided by Algo-
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Algorithm 4 LP-FAIR, Algorithm for IFA

Require: (V, (Xv)v∈V , γ, (mv)v∈V , k), and δ.
0: for t = 1, 2, . . . , T = log1+δ n do
0: Solve the following LP to get solution x⋆

t .

min
x

∑
v∈V

∑
fk∈F

d(v, fk)
p · xv,fk

s.t.
∑

u∈Γ(v)

xu,fk ⩾ mv · xv,fk ∀v ∈ V, fk ∈ F

∑
fk∈F

xv,fk = 1 ∀v ∈ V

xv,fk ⩾ 0 ∀v ∈ V, fk ∈ F

(6.4)

0: for each v ∈ V do
0: Set ϕt(v) = fk with probability x⋆

t,v,fk
.

0: return Assignment ϕ⋆ with the minimum cost. =0

rithm 4.

Theorem 4. For any ε, δ > 0, there is a randomized algorithm for IFA running poly-

nomial time in n and 1
δ
, that outputs a solution of cost at most (1 + δ)OPT where each

vertex v has at least mv

k
(1 − ε) γ-similar points assigned to the same facility with high

probability if mv = Ω(k logn
ε2

), ∀v ∈ V .

Proof: Let x⋆ be a solution to the linear program 6.4. Algorithm 4 assigns point

v to fk with probability x∗
v,fk

. We now prove the quality of this solution. Let X be the

random variable denoting the number of points in Γ(v) that are assigned to the same

facility as a given point v. For every u ∈ Γ(v), let Xu be the indicator random variable

indicating whether u and v are assigned to the same facility. Thus,

E[Xu] =
∑
fk∈F

x∗
v,fk

x∗
u,fk
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So we have,

E[X] =
∑

u∈Γ(v)

E[Xu] =
∑
fk∈F

(x∗
v,fk

∑
u∈Γ(v)

x∗
u,fk

) ⩾ mv

∑
fk∈F

x∗2
v,fk

⩾ mv/k

Now using Chernoff bound, Pr[v has at most mv

k
(1− ε) γ-similar points] ⩽ e−

ε2

2
mv
k ⩽

1
n2

And using union bound, Pr[∃ a vertex that has at most mv

k
(1−ε) γ-similar points] ⩽

1
n

Also, clearly, the expected cost of the computed solution is at most OPT. Hence,

using Markov’s inequality, Pr[cost of computed solution is ⩾ (1 + δ)OPT] ⩽ 1
1+δ

As we repeat the above algorithm T = logn
log(1+δ)

times and output the solution with

minimum cost, we have Pr[cost of the computed solution is ⩾ (1 + δ)OPT] ⩽ 1
n

Also, by union bound, the probability that there exist a vertex having at most mv

k
(1−

ε) γ-similar points in one of the T solutions is at most T
n
.

Algorithm 5 Algorithm for Individually Fair Clustering

Require: (V, (Xv)v∈V , γ, (mv)v∈V , k)
0: Solve clustering problem (V, (Xv)v∈V , γ, (mv)v∈V , k) using any vanilla algorithm ig-

noring fairness constraints. Let
(
(Ci)i∈[ℓ] , (ci)i∈[ℓ]

)
be the output of the clustering

algorithm.
0: F ← {c1, . . . , cℓ}
0: Run algorithm for Individually Fair Assignment on (V, (Xv)v∈V , γ, (mv)v∈V , F ).

Let ϕ be the output.
0: return (ϕ−1(ci))i∈[ℓ] (ignore ϕ−1(cj) if ϕ

−1(cj) is the empty set for some j ∈ [ℓ) =0

We next show a method to obtain an approximation algorithm for Individually

Fair Clustering from an approximation algorithm for Individually Fair Assign-

ment in a black box fashion.

Theorem 5. If the distances satisfy the triangle inequality, then the existence of an ρ-

approximation algorithm for Vanilla Clustering and an α-approximation algorithm
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for Individually Fair Assignment with λ-multiplicative violations for some λ ⩾ 1

implies the existence of an α(ρ + 2)-approximation algorithm for Individually Fair

Clustering with λ-multiplicative violation.

Proof: Let S∗ be the optimal set of facilities opened and ϕ∗ be the optimal as-

signment in the input Individually Fair Clustering instance. Let S be the set of

facilities returned by the vanilla k-clustering problem and ϕ the assignment. For each

f ∗ ∈ S∗, let us define nrst(f ∗) = argminf∈S d(f, f
∗). Consider the assignment ϕ′ over

the set of facilities S that assigns each vertex v to nrst(ϕ∗(v)). We claim that ϕ′ is a fair

assignment (please see Claim 1).

For any vertex v, let ϕ(v) = f , ϕ′(v) = f ′ and ϕ∗(v) = f ∗. Thus d(v, f ′) ⩽ d(v, f ∗) +

d(f ∗, nrst(f ∗)) ⩽ d(v, f ∗) + d(f ∗, f) ⩽ 2d(v, f ∗) + d(v, f). Since lp is a monotone norm,

lp(S, ϕ
′) ⩽ 2lp(S

∗, ϕ∗) + lp(S, ϕ) ⩽ (ρ+ 2)OPT . Now, since we have an α-approximation

algorithm for Individually Fair Assignment, the solution returned by the algorithm

will have cost at most α · lp(S, ϕ′) ⩽ α(ρ+ 2)OPT.

Note that the proof requires that ϕ′ is an individually fair assignment. We prove the

following claim:

Claim 1. ϕ′ is an individually fair assignment.

Proof: For v ∈ V , let Tv denote the set of vertices assigned to ϕ∗(v). Since ϕ∗

is an individually fair assignment, the number of γ-similar points of v in Tv is at least

mv. Now all vertices in Tv are assigned to the facility nrst(ϕ∗(v)). Thus, the number of

γ-similar points of v in the assignment ϕ′ is at least mv. Hence, ϕ
′ is an individually fair

assignment.
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6.4 Experiments

Here, we conduct an experimental evaluation of our LP-based algorithm and eight

baselines using the K-means cost function (unless specified otherwise) on three datasets.

Our assessment includes performance on various metrics (Sec. 6.4.1), the impact of

varying cluster numbers (Sec. 6.4.2), and cluster quality (Sec. 6.4.3). Additionally, we

provide running time information (Sec. 6.5), and extra experiments (Sec. 6.6). Our

implementation is available online at https://github.com/mertkosan/lp-fair.

Datasets: We use three datasets from the UCI repository (https://

archive.ics.uci.edu/ml/datasets) in our experiments. These datasets have also

been used by previous work [249, 251, 247]. We consider the following attributes for

distance and γ-similarity (fairness):

▷ Adult [274]: Cluster labels determine whether a person makes over 50K a year. Dis-

tance features are “educationnum” and “age”. The γ-similarity features are “salary”

and “hoursperweek”.

▷ Bank [275]: Data from customers of a bank. Distance features are “duration”, and

“age”, γ-similarity features are “education” and “balance”.

▷ Diabetes: Data from diabetes patients from 130 hospitals in the USA from 1999

to 2008. The distance features are “age” and “number-emergency”. The γ-similarity

features are “time in hospital”, “num lab procedures”.

We also provide experiments with randomly selected features.

Algorithms: We evaluate the following nine algorithms.

▷ Our LP-based approach (LP-FAIR): Provides probabilistic approximation guar-

antees (Algorithm 4). Our implementation is based on Algorithm 5 (Section 6.3.2).

▷ PBS [262]: Utilizes stochastic pairwise constraints in optimizing clustering while
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incorporating individual fairness. The paper has two methods: k-means-PBS [262]

and k-center-PBS-CC [262].

▷ FairCenter [246]: Ensures fairness based on the existence of a cluster center nearby.

Notice that this algorithm has different fairness criteria than ours.

▷ P-PoF-Alg [261]: Incorporates the Price of Fairness notion and combines the con-

straints from Alg-PP [261] and Alg-AG [261], which optimizes the clusters based

on a per-point and an aggregate fairness metric, respectively.

▷ Hochbaum-Shmoys (H-S) [276]: Uses the triangle inequality to solve a k-center

problem with a 2-approximation algorithm.

▷ Gonzalez [277]: Minimizes the maximum intercluster distance. H-S and Gonzalez

are used as baselines in [261] for comparison.

Performance measures: We evaluate the algorithms described above using the fol-

lowing metrics:

▷ Normalized Cost: Clustering cost (Equation 6.1) normalized by the cost of triv-

ially fair clustering (Definition 6). The normalization removes the effect of dataset-

dependent feature distributions and makes it easier to compare the results across

datasets:

Normalized Cost(A) =
Cost(A)

Cost(Trivially Fair Clustering)

▷ Fairness: This denotes the fraction of points that satisfy individual fairness.

▷ Macro Fairness: This denotes the average of the Fairness metric for each cluster.

▷ Cluster Imbalance: This measures the imbalance of the found clusters in terms of

their sizes. It is a standard deviation of cluster sizes (i.e., the number of elements in

the cluster). The lower value of imbalance means the clusters are more balanced.
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Other experimental settings: We choose 200 points from each dataset randomly

for all the experiments. The experiments are run five times, and averages and standard

deviations are reported based on these repetitions. Let Γv denote the number of γ-

matched points of v in the entire dataset and k′ be the number of clusters found by the

algorithm. The initial mv for each node v is set as θ
k
∗ |Γv|, then scaled by k

k′
(after k′ is

decided) to make the fairness metric cluster balanced. Unless specified otherwise, we set

θ as 0.5 in all experiments.

Normalized Cost Fairness Macro Fairness

Adult Bank Diabetes Adult Bank Diabetes Adult Bank Diabetes

k-means-PBS 0.58± 0.09 0.65± 0.08 0.77± 0.03 91.4± 0.6 95.5± 2.2 93.3± 1.4 70.8± 6.0 66.2± 5.6 60.5± 1.7
k-center-PBS-CC 0.56± 0.12 0.65± 0.08 0.77± 0.03 90.5± 1.3 93.6± 3.4 94.8± 0.9 64.0± 22.2 58.0± 20.4 51.0± 21.8

FairCenter 0.54± 0.11 0.53± 0.13 0.34± 0.03 90.0± 5.5 96.0± 2.0 94.1± 5.0 64.0± 15.0 76.0± 8.0 64.0± 8.0
Alg-PP 0.63± 0.10 0.52± 0.05 0.42± 0.09 86.8± 10.9 91.3± 7.4 88.1± 7.0 70.0± 24.5 72.9± 16.3 60.0± 20.0
Alg-AG 0.62± 0.11 0.56± 0.18 0.65± 0.27 86.8± 10.9 83.4± 5.5 87.2± 7.9 70.0± 24.5 56.9± 13.2 60.0± 20.0

P-PoF-Alg 0.60± 0.08 0.59± 0.14 0.53± 0.15 86.8± 10.9 87.6± 7.7 92.8± 9.1 70.0± 24.5 66.9± 18.0 80.0± 24.5
H-S 0.27± 0.05 0.25± 0.02 0.11± 0.03 90.8± 4.3 97.7± 1.8 91.1± 7.1 53.0± 13.3 70.0± 8.4 66.0± 21.5

Gonzalez 0.33± 0.08 0.33± 0.02 0.09± 0.03 88.6± 3.5 90.4± 3.9 89.9± 4.0 56.0± 15.0 60.0± 0.0 56.0± 15.0
LP-FAIR 0.19± 0.03 0.18± 0.02 0.06± 0.03 92.3± 0.7 96.3± 4.6 97.9± 2.8 80.0± 0.0 92.0± 9.8 92.0± 9.8

Table 6.1: Normalized cost and fairness comparison between LP-FAIR (ours) and
competing baselines. The best and second-best values for each column are in bold
and underlined, respectively. Our method outperforms or has performance comparable
to the baselines in terms of the three evaluation metrics.

6.4.1 Performance

We present the results for our method LP-FAIR and competing baselines using the

normalized cost (the lower the better) and fairness metrics (the higher the better). Table

6.1 shows the results produced by all algorithms. LP-FAIR has a significantly lower

cost than the baselines, with a 34.5% lower cost than the best baseline (H-S) on average.

Moreover, LP-FAIR consistently clusters points fairer. The best baselines for the fairness

metric are k-means-PBS, FairCenter, and P-PoF-Alg, which have consistent performances

overall. However, LP-FAIR outperforms them by 12.5% on average. Furthermore, our

method generates results with less variance compared to the baselines, which shows the
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stability of our algorithm.
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Figure 6.1: Cost and fairness results, varying the number of clusters (k) for 30k
random data points using all datasets and methods (better seen in color). LP-FAIR
outperforms or achieves results comparable to the baselines for all k.

6.4.2 Varying Number of Clusters

Here, we evaluate the impact of the number of clusters (k) on cost and fairness.

We vary the value of k from 3 to 10 and choose 30k random points from each dataset.

Figure 6.1 shows the results. LP-FAIR achieves the best results for most values of k. In

general, the cost decreases as the number of clusters increases. The exceptions are for

the cases where the number of clusters generated is lower than expected. For fairness

metrics, LP-FAIR outperforms or achieves comparable results to all baselines for all

datasets. The values for Fairness do not present a clear trend based on k. We also
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evaluate the impact of the number of clusters on the macro fairness metric. Figure 6.1

shows that LP-FAIR performs better or has comparable results to the baselines. Macro

Fairness tends to decrease as the number of clusters increases. That is because k affects

the cluster imbalance. Eventually, this makes some clusters less fair and decreases the

average score.

6.4.3 Quality of Clusters

Cluster quality is also a crucial metric to be considered. Table 6.2 and Table 6.3 show

generated cluster counts and imbalance, respectively, for all methods and datasets. Some

algorithms use less number of clusters even though the expected number is k = 5, which

makes their cost higher compared to the one generating close to 5. Cluster imbalance

is also critical as imbalanced clusters would result in clusters with a small number of

elements in them. The elements in those clusters are unlikely to be fair, and this will

affect individual fairness as well as macro fairness. LP-FAIR generates more balanced

clusters (low imbalance) compared to the baselines resulting in better fairness. The

primary reason for our algorithm’s emphasis on balanced clusters is rooted in our fairness

notion, which demands an equitable allocation of similar individuals for each individual.

Summary. A few key observations from the above experiments are as follows: (1) Our

method (LP-FAIR) produces clusters that are individually fair to more than 95.5% points

and achieves 88% Macro Fairness on average, outperforming the baselines in most of the

settings; (2) LP-FAIR also produces lower cost or distance than competing baselines in all

settings; (3) LP-FAIR generates better clusters in terms of numbers and imbalance. This

makes LP-FAIR clusters less costly and more fair compared to the existing competitors.
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Table 6.2: The mean and standard deviation of the number of clusters generated by
the methods (with k = 5). Generating fewer clusters generally leads to higher costs
(see Table 6.1).

Adult Bank Diabetes

k-means-PBS 3.2± 0.52 3.1± 0.35 3.0 +−0.33
k-center-PBS-CC 5.0± 0.0 5.0± 0.0 5.0± 0.0

FairCenter 5.0± 0.0 5.0± 0.0 4.0± 0.63
Alg-PP 2.0± 0.0 3.2± 0.98 2.0± 0.0
Alg-AG 2.0± 0.0 2.8± 0.4 1.8± 0.4

P-PoF-Alg 2.0± 0.0 4.0± 1.67 2.0± 0.0
H-S 4.6± 0.49 4.6± 0.49 4.6± 0.49

Gonzalez 5.0± 0.0 5.0± 0.0 5.0± 0.0
LP-FAIR 5.0± 0.0 5.0± 0.0 4.8± 0.4

Table 6.3: The mean and standard deviation of cluster imbalance. Imbalanced clusters
result in small clusters where the members might not be individually fair. LP-FAIR
generates clusters with lower imbalance compared to the baselines.

Adult Bank Diabetes

k-means-PBS 49.7± 31.6 47.5± 27.0 75.6± 19.2
k-center-PBS-CC 40.7± 13.7 49.4± 17.1 64.6± 17.8

FairCenter 28.4± 5.8 30.3± 5.2 35.1± 6.3
Alg-PP 51.4± 6.5 37.1± 13.6 63.8± 14.8
Alg-AG 51.4± 6.5 42.7± 13.8 54.4± 28.7

P-PoF-Alg 51.4± 6.5 29.1± 15.5 37.6± 23.0
H-S 44.5± 9.5 34.9± 6.2 40.9± 13.4

Gonzalez 40.9± 10.0 33.3± 5.7 37.1± 10.0
LP-FAIR 17.9± 2.8 17.6± 2.1 15.8± 4.8
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6.5 Running Time

The runtime for Algorithm 4 is equivalent to solving a theoretically polynomial linear

program that is practically lightning-fast. On the other hand, the runtime for Algorithm

5 is the summation of Vanilla Clustering and Individually Fair Assignment algorithms’

runtimes.

Our implementation employs the scipy.optimize.linprog Python module. To account

for the randomization in our algorithm, we conducted ten trials, but the best performance

was consistently achieved within four trials. A single trial of our algorithm required 36.7

seconds to complete the Adult dataset. The running time for LP-FAIR and the baselines

on the Adult dataset is summarized in Table 6.5.

Adult

FairCenter 16.5s
Alg-PP 11.8s
Alg-AG 9.68s

P-PoF-Alg 9.55s
H-S 7.92s

Gonzalez 7.91s
LP-FAIR (10 trials) 367.5s
LP-FAIR (4 trials) 147s
LP-FAIR (1 trial) 36.7s

Table 6.4: The running times of LP-FAIR and baselines on the Adult dataset. We
run our randomized algorithm ten times, but the best performance is achieved with
at most four trials.

In addition, we tested the scalability of our algorithm on larger datasets by sampling

1000 data points from the Adult dataset and executing it under identical settings and

hardware. The results showed that a single trial of LP-Fair required 165.88 seconds to

complete. As highlighted in Table 6.5, our algorithm’s practical scalability is linear with

respect to the data point size.
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6.6 Additional Experiments

6.6.1 Random Features

We randomly select two distance and two fairness attributes, with five different ran-

dom selections, and run each experiment five times. Table 6.6.1 shows that selecting

random features does not alter the performance of our method compared to Table 6.1,

and LP-FAIR is the best performing or has comparable results to the baselines.

Normalized Cost Fairness

Adult Bank Diabetes Adult Bank Diabetes

FairCenter 0.783 0.535 0.874 91.93 90.90 92.43
Alg-PP 0.632 0.415 0.852 76.60 77.38 91.00
Alg-AG 0.643 0.432 0.953 78.55 77.75 91.30

P-PoF-Alg 0.525 0.382 0.856 76.60 75.15 94.20
H-S 0.415 0.526 0.773 92.55 93.60 94.90

Gonzalez 0.472 0.359 0.548 88.50 91.20 90.50
LP-FAIR 0.302 0.232 0.189 93.48 92.18 96.43

Table 6.5: Normalized cost and fairness comparison between LP-FAIR (ours) and
competing baselines with random feature selections. The best and second-best values
for each column are in bold and underlined, respectively. Our method outperforms or
has performance comparable to the baselines in terms of fairness and cost.

6.6.2 Neglecting Fairness Constraint

We run experiments by setting mv = 0 in Equation 6.3 to see the effect of our

fairness constraint. Setting mv = 0 essentially makes all points fair after the first cluster

assignments, so the cost will be minimized with K-means. Table 6.6 shows that setting

mv = 0, as expected, decreases the normalized cost, whereas the fairness performance

becomes much worse.
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Normalized Cost Fairness

Adult Bank Diabetes Adult Bank Diabetes

LP-FAIR (mv = 0) 0.182 0.159 0.047 89.3 92.2 93.4
LP-FAIR 0.194 0.176 0.057 92.3 96.3 97.9

Table 6.6: The effect of removing fairness constraint from LP-FAIR. The better per-
formances are in bold. As expected, our algorithm makes the clusters more costly
while having more individually fair clusters.

6.7 Conclusions

We have studied the k-clustering problem with individual fairness constraints. Our

notion of fairness is defined in terms of a feature-based similarity among points and

guarantees that each point will have a pre-defined number of similar points in their

cluster. We have provided an algorithm with probabilistic approximation guarantees for

optimizing the cluster distance as well as ensuring fairness. Finally, the experimental

results have shown that our proposed algorithm can produce 34.5% lower clustering cost

and 12.5% higher individual fairness than previous works on average.

Limitations: Our definition of individual fairness might be limited and specific to

certain application scenarios. We aim to generalize this definition in future work.

Broader Impact Statement: Our work is mainly theoretical in nature and we

do not anticipate any direct negative societal impact. However, it is possible for third

parties to use the techniques developed in our paper and declare a clustering as fair

without proper evaluation on the domain.
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Chapter 7

Robustness of Human Decision

Making under Risk

7.1 Introduction

Prospect Theory has played a crucial role in enhancing our understanding of decision-

making processes when faced with risk and uncertainty. Developed by Kahneman and

Tversky [278], this theoretical framework has provided valuable insights into the biases

and preferences exhibited by individuals when making choices involving potential gains or

losses. Extensive research [279, 280] has focused on comprehending individual decision-

making within the context of Prospect Theory, resulting in significant advancements in

the field. Various domains, such as economics [281, 282] and politics [283], have widely

studied Prospect Theory to improve their decision-making processes, given their high

level of risk. However, the exploration of decision-making in collective settings, known

as Group Prospect Theory, has received relatively less attention, with most scenarios

involving decisions under risk being made by groups of individuals rather than individuals

alone. This study seeks to bridge this gap by investigating the dynamics of decision-
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making within groups and examining the implications for risk preferences and behavior.

Understanding decision-making within groups is crucial, as many real-world scenar-

ios involve collective decision-making processes [284, 285, 286]. Whether it’s a board

of directors making strategic business decisions or a committee of policymakers deter-

mining public policies, the dynamics of group decision-making significantly impact the

outcomes. Group Prospect Theory aims to uncover how the interactions, influence, and

social dynamics within a group shape decision-making behavior, and whether they differ

from individual decision-making.

Furthermore, cognitive biases and the concept of transactive memory are relevant to

group decision-making [287, 288]. Cognitive biases [289, 290] refer to systematic devi-

ations from rationality that individuals exhibit when processing information or making

judgments. These biases can impact decision-making outcomes within groups, as in-

dividuals bring their biases into the collective decision-making process. Additionally,

transactive memory [291] refers to the shared knowledge and information storage system

within a group, where individuals rely on each other’s expertise and memory to make

decisions. Understanding how cognitive biases and transactive memory influence group

decision-making is an essential aspect of studying Group Prospect Theory.

To gain insights into Group Prospect Theory and provide empirical results, this study

employs a combination of experimental methods and behavioral analysis. Human exper-

iments are conducted to observe decision-making behavior as individuals transition from

making choices in isolation to making decisions within a group setting. By carefully

designing and controlling the experimental conditions, we aim to measure the behavioral

shifts that occur during this transition and identify the factors that influence risk pref-

erences and decision outcomes within a group context. The details of experiments will

be discussed in Human Experiments Section 7.2.

In addition to examining the behavior changes associated with group decision-making,
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this study also explores the robustness of groups in the face of potential attacks facilitated

by artificial intelligence (AI). As AI systems become more sophisticated and capable

of manipulating information and influencing decision-making processes, it is crucial to

understand how groups respond to such attacks and whether their decision outcomes

are compromised. By investigating the vulnerability of groups to AI-based attacks, we

can assess the potential risks and develop strategies to safeguard group decision-making

processes.

This paper aims to significantly contribute to the literature on Group Prospect The-

ory, shed light on the behavioral dynamics of decision-making within groups, and raise

awareness regarding the potential risks and vulnerabilities posed by AI in collective

decision-making processes. Our contributions can be summarized as follows:

▷ We conduct carefully designed human experiments to understand human decision-

making processes in both individual and group settings.

▷ We extensively analyze the experimental results to gain insights into the behavioral

shifts that occur as individuals transition from making decisions in isolation to making

decisions within a group setting.

▷ We explore the robustness of groups in the face of AI attacks by designing an evasion

attack model, which enables us to identify vulnerabilities and assess the resilience of

groups against AI attacks.

▷ We develop a generative model for human behavior to increase the efficiency and

effectiveness of attacks.

7.2 Human Experiments

Our experimental setup is meticulously designed to investigate human decision-

making under conditions of risk in both individual and group settings. The experiment
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Individual Phase

IND PRE POST

Group Phase

Figure 7.1: Overview of our human experiments. The individual phase (IND) involves
each participant independently responding to a series of m issues. Following this,
groups are formed and the group phase begins. In the pre-discussion (PRE) phase,
each group member individually answers an issue, engages in group discussions, and
subsequently provides their responses again in the post-discussion (POST) phase.
This cycle of pre-discussion and post-discussion repeats for a total of n iterations. At
the end of each cycle, each member indicates the perceived influence from other group
members.

consists of three distinct phases: Individual (IND), Pre-discussion (PRE), and Post-

discussion (POST). Figure 7.1 demonstrates the phases and their transitions.

During the Individual phase (IND), participants are presented with a series of m

issues, also known as gambles, and are asked to make independent decisions on each

issue. An example issue is illustrated in Figure 7.2. This phase allows us to observe and

analyze individual behaviors in risk-based decision-making scenarios.

Following the IND phase, participants form groups consisting of three or four in-

dividuals, and the group phases begin. The group phase comprises two phases: PRE

and POST. In the PRE phase, participants individually respond to similar issues before

engaging in group discussions. Subsequently, they exchange opinions and discuss their

respective choices with other group members.

In the POST phase, participants answer the same set of questions again, taking into

consideration the information shared and opinions expressed during the group discussion.
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Figure 7.2: An issue example. Each issue contains a choice dilemma of a binary
gamble selection between option A and B. Each option includes gain and loss with
corresponding probabilities. Individuals record their answers by selecting either op-
tion.

This two-phase modeling enables us to examine how group discussions influence imme-

diate decision-making outcomes. Group phase cycles m times, and after each cycle, all

group members record the extent of influence they perceive from the other group mem-

bers, including themselves. This record generates an influence matrix, providing valuable

insights into the dynamics of influence within the group.

By employing this experimental process, we aim to gain a deeper understanding of

how individuals’ decision-making behavior evolves when transitioning from independent

decision-making to decision-making within a group. The IND phase provides a baseline

for individual risk preferences, while the group phases offer insights into how group

discussions and information sharing influence decision outcomes. The analysis of the

influence matrix enhances our understanding of the dynamics of influence within the

group and its impact on decision-making processes.

7.2.1 Datasets

We conducted experiments at two distinct locations: the University of California,

Santa Barbara (UCSB) and Fort Bragg (FB). The statistics for each dataset from the

human experiments are presented in Table 7.1. During the group phase, individuals form

groups of three or four people.
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#Individuals #Groups #Individual Issues (m) #Group Issues (n)

UCSB 107 30 30 12
FB 29 8 30 12

Table 7.1: The statistics of datasets from human experiments.

7.3 Preliminaries

7.3.1 Prospect Theory

The classic approach to studying risk preference behavior involves presenting individ-

uals with a series of choice dilemmas. In our experiments, participants are given a set of

numbered issues on paper, where they must select their preferred ”mixed gamble” from

options X and Y. These options consist of pairs of outcomes, with X, represented as

((x1, p1), (x2, p2)) and Y as ((y1, q1), (y2, q2)). Here, x1 and y1 represent potential gains in

monetary value, while x2 and y2 denote potential losses. Choosing X leads to a payment

of x1 with probability p1 or a debt of x2 with probability p2, and the same applies to Y .

Cumulative Prospect Theory (CPT) proposes that individuals maintain an internal

valuation function, denoted as V (X), which assigns psychological value to risky outcomes

known as prospects. The valuation function for a mixed gamble X can be decomposed

as follows:
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V (X) = v+(x1)w
+(p1) + v−(x2)w

−(p2) (7.1)

where the value function v+/−(·) and the weighting function w+/−(·) depending on

how the individual perceives the outcome relative to a reference point, such as a gain or

loss of capital or social status.

To determine the likelihood that an individual prefers X over Y , denoted as p(X, Y ),

we assume it can be calculated using the Logistic transformation of the negative, weighted

exponential of the difference in valuations between X and Y (i.e., Softmax activation

function). The weight is denoted by the parameter rho, and p(X, Y ) is given by the

following equation:

pθ(X, Y ) = 1/
(
1 + exp(−ρ{V (X|θ)− V (Y |θ)})

)
(7.2)

Here, θ represents a parameter vector, including values such as α, β, λ, γ+, and γ−

which determine the evaluation of v and w in Equation 7.1. ρ reflects the extent to which

prospect valuations determine choice behavior instead of random choice.

Extensive empirical analysis comparing various functions for v, w, and p has been

conducted [292]. These functions, based on the suggestions of [292], include the power

value function (Equations 7.3 & 7.4), the Prelec [293] weighting function (Equations

7.5 & 7.6), and the Logistic stochastic choice function (Equation 7.2). The parameter

vector θ = (α, β, λ, γ+, γ−) determines the shape of v and w according to the following

equations:
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v+(x) = xα, α > 0 (7.3)

v−(x) = −λ|x|β, λ, β > 0 (7.4)

w+(p) = exp
(
− (− ln p)γ

+)
, γ+ > 0 (7.5)

w−(p) = exp
(
− (− ln p)γ

−)
, γ− > 0 (7.6)

Expected utility theory is a special case of CPT where v+/− and w+/− are the identity

function, represented by a parameter vector θ of all ones. It’s worth noting that the

valuation function for a mixed gambleX is the same in both original prospect theory [278]

and cumulative prospect theory [279] for mixed binary gambles. However, for general

prospects with multiple gains or losses, the function w+/− depends on a cumulative

weighting function.

Applying CPT as a predictive model of choice behavior involves associating or learning

a parameter vector θ = (α, β, λ, γ+, γ−) for each individual, sub-population, or population

to capture systematic risky choice preferences. One of the significant advantages of the

CPT framework is the ability to interpret behavior based on these parameters. Based on

Nilsson et.al. [294], we provide a simplified interpretation below:

▷ α (resp. β) reflects the sensitivity to gain (loss) outcomes.

▷ λ reflects the perceived impact of loss relative to gain.

▷ γ+(resp. γ−) reflects the degree to which gain (loss) probabilities are over- or under-

weighted.

Prospect Theory Parameters Calculation

Due to the non-differentiable and non-convex nature of v and w, we employ a grid-

search method to find optimal parameters for each individual. However, optimizing six

150



Robustness of Human Decision Making under Risk Chapter 7

parameters using grid search can be challenging. To address this issue, we follow a similar

approach in [281] and simplify the model by setting α = β, γ+ = γ−. Our experimental

results indicate that setting ρ = 1 yields favorable outcomes. With this simplification,

our model reduces the number of parameters to be optimized to three: θ = (α, λ, γ).

We apply grid search over α ∈ (0, 1] with a step size of 0.05, λ ∈ [0.25, 5] with a step

size of 0.25, and γ ∈ (0, 1.5] with a step size of 0.05. We choose θ that maximizes the

expected value of the valuation function with Equation 7.2 over multiple issues. Since

we have three phases (i.e., IND, PRE, POST), we calculate prospect theory parameters

for every phase and denote them as θIND
i = (αIND

i , λIND
i , γIND

i ) for participant i during the

IND phase (similarly for PRE and POST).

Deciding Risky Option

During the preparation of our issues, we deliberately avoided specifying which option

is riskier to prevent bias. However, for the purpose of analysis, we need to determine the

risky option for each issue. To address this, we define the riskier option as the one with

a higher variance.

Let’s consider an option X = ((x1, p1), (x2, p2)) as defined before. The variance of

this option can be calculated using the following formula:

V AR(X) = p1 ∗ (x1 − E[X])2 + p2 ∗ (−x2 − E[X])2

where E[X] represents the expected value of the choice, given by:

E[X] = p1 ∗ x1 − p2 ∗ x2

Note that x2 > 0 represents a loss, so the formulation includes −x2 in the calculation

of variance and expected value. By applying this formulation to the issue example shown
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in Figure 7.2, we find that the first option has a variance of approximately 777100, while

the second option has a higher risk with a variance of approximately 4819054.

7.3.2 Behavior Calculation

One of the main objectives of this study is to investigate the changes in human

behavior following discussions with other individuals. To quantify this change, it is

necessary to calculate the distance between two behaviors. However, directly calculating

the distance using Prospect Theory (PT) parameters may lack intuitive meaning and

may not provide a comprehensive representation. To address this issue, we propose a

measure of individual behavior based on their PT parameters: bi = b(θi = (αi, λi, γi)),

which involves the following steps:

▷ Randomly sample a sequence of gambles (i.e., issues) to create a random gamble

sequence.

▷ Profile each individual over the gamble sequence to obtain their respective valuation

sequence.

Subsequently, we can calculate the pairwise distance between two individuals by com-

puting the cosine distance between their valuation sequences (i.e., behaviors). The use

of cosine distance allows us to capture the orientation of behaviors rather than solely

focusing on the absolute magnitude.

7.3.3 Evasion Attack

In our framework, we incorporate machine learning to enhance the analysis and in-

crease the predictive power and flexibility of our models. Additionally, by employing ma-

chine learning, we can investigate potential attacks by AI on the group decision-making

process within our experiments.
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In the literature, two primary types of attacks on machine learning models are dis-

cussed: poisoning attacks and evasion attacks [295]. These attacks are frequently exam-

ined in various applications, particularly in high-stakes scenarios like autonomous vehicles

[296]. Poisoning attacks occur during the training phase of the machine learning algo-

rithm, while evasion attacks take place during the inference phase (after training). In

this project, our focus is on studying evasion attacks, as we aim to analyze the impact

of AI on group decisions after modeling the group using machine learning models (which

will be described later).

Let di,t represent the decision of participant i on issue t. The decision can be deter-

mined through influence mechanisms, previous decisions, or the decisions of other group

members. In an evasion attack, an attacker acting as another group member aims to

influence the decision of participant i. The objective of a successful attack is to flip

the decision of participant i to an alternative choice. For instance, in a scenario where

all group members have reached a consensus with the same decision, the attack would

involve flipping the decisions of each member while maintaining consensus, but to a dif-

ferent choice. A similar approach has been explored in the context of Byzantine faults

[297].

7.4 Analysis and Experiments

7.4.1 Prospect Theory Parameters for Individuals

We calculate the prospect theory parameters of individuals based on their answers

during the individual (IND), pre-discussion (PRE), and post-discussion (POST) phases.

The calculation process is described in the Preliminary section (Prospect Theory Param-

eters Calculation).
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α = β λ γ+ = γ−

Model IND PRE POST IND PRE POST IND PRE POST

UCSB 0.28 0.41 0.41 1.47 1.22 0.78 0.58 0.63 0.58
FB 0.36 0.56 0.54 1.42 1.16 1.43 0.50 0.60 0.56

Table 7.2: The average statistics of PT parameters for IND/PRE/POST across all
individuals.

Table 7.2 shows the average statistics of the prospect theory (PT) parameters of

individuals in different phases. α (β) increases from IND to PRE (i.e., sensitivity to

gain/loss increases) for both datasets. PRE and POST α values remain similar. The λ

parameter decreases from IND to PRE for both datasets. For the UCSB dataset, the λ

value further decreases in POST, while it becomes similar to IND for the FB dataset.

Across all measurements, the parameter γ remains relatively stable.

7.4.2 Understanding Influence in a Group

After each cycle of the group discussion phase, participants are asked to assign influ-

ence values to themselves and other group members. This question aims to understand

the explicit influence obtained by each member of the group.

To analyze the influence mechanism, we examine the influence matrix, which can be

represented as a directed graph. The direction of the edges in the graph indicates the

flow of influence. Table 7.3 provides statistics on the influence matrices, focusing on

their ergodic structure and the presence of influential leaders. An influential leader is

defined as a node that is reachable from all other nodes in the graph. Unfortunately,

the percentage of groups with ergodic influence matrices is quite low for both datasets.

Moreover, no group exhibits at least one influential leader across all issues.

We observe that there is no clear pattern in the explicit influence mechanism, likely

due to noise introduced by human participants. The assignments of influence are in-
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%Ergodic %Influential Leader #Groups Ergodic ∀ #Groups Ergodic ∃ #Groups Leader ∀ #Groups Leader ∃

UCSB 15% 37.8% 3 / 30 22 / 30 0 / 30 27 / 30
FB 39.6% 55.2% 0 / 8 5 / 8 0 / 8 7 / 8

Table 7.3: Statistics of influence matrices from human experiments. ∀ denotes every
issue, and ∃ denotes at least one issue.

consistent across different issues and group members. In some cases, participants assign

influence only to themselves, resulting in an identity matrix.

We introduce the concept of ”stubbornness” to describe the behavior of individuals

assigning self-influence. To quantify this behavior, we calculate the average of diagonal

entries in the influence matrix within a group and then compute the overall average

across all groups.

Figure 7.3 presents the stubbornness measure across group issues for both the UCSB

and FB datasets. The results indicate that participants from the UCSB dataset exhibit

a higher level of stubbornness, indicating a stronger inclination to maintain their own

opinions. In contrast, participants from the FB dataset tend to conform more to the

group’s opinion. Additionally, the level of stubbornness among UCSB participants tends

to increase as the experiment progresses.

To address this issue, we also consider capturing the implicit influence from the

data. During the experiments, participants provide their pre-discussion (PRE) and post-

discussion (POST) choices, which may differ due to the group discussion. We have

encountered cases where individuals do not assign explicit influence but change their an-

swers after considering the choices of other group members. We refer to this phenomenon

as an implicit influence.

Both explicit and implicit influences are utilized as features in our machine-learning

framework to predict the behavior of individuals and groups. We will provide a more

detailed explanation of these features later on.
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Figure 7.3: Stubbornness level of individuals over group issues. UCSB participants
are more stubborn than FB participants.

7.4.3 Predictive Power

Prospect Theory

Prospect theory parameters can be used to predict future choices by individuals using

the valuation formulation described in the Preliminaries. We consider IND, PRE, and

POST as different models and learn different parameters for each of them. Additionally,

PT provides interpretable results, allowing us to analyze the risky behavior of individuals

by examining the α, λ, and γ parameters.

We compare PT models to different baselines:

▷ Neural Net: Choice based on the learned weights of neural net that takes only issue

parameters (e.g., x1, x2, and p1) as input.

▷ Utility: Rational choice based on utility.

▷ Max Gain: Choice based on maximum gain.

▷ Min Loss: Choice based on minimum loss.

Table 7.4 shows the prediction of choices based on different models. The PT model
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outperforms or has comparable results to the baselines for different datasets and models.

Model FB (IND) FB (PRE) FB (POST) UCSB (IND) UCSB (PRE) UCSB (POST)

PT 0.747 0.73 0.782 0.723 0.692 0.699
Neural Net 0.749 0.724 0.718∗ 0.704∗ 0.678 0.682
Utility 0.56∗∗ 0.606∗∗ 0.606∗∗ 0.56∗∗ 0.639∗∗ 0.645∗∗

Max Gain 0.396∗∗ 0.399∗∗ 0.417∗∗ 0.393∗∗ 0.431∗∗ 0.469∗∗

Min Loss 0.4∗∗ 0.397∗∗ 0.379∗∗ 0.374∗∗ 0.385∗∗ 0.418∗∗

∗∗p < 0.01 ∗p < 0.05

Table 7.4: N-fold cross-validation accuracy results for different models. The best and
second-best models are shown in bold and underlined, respectively. The PT model
performs best. p-values are calculated with paired t-tests between PT and baselines.
The neural net model is closest to PT in terms of accuracy.

Even though prospect theory has the advantage of providing interpretable parameters,

its accuracy performance may be limited due to its design and lack of flexibility in using

different feature sets, such as influence mechanisms or unseen structures of group member

behaviors. To overcome this issue, we can design a machine-learning model that offers

more flexibility and ease of use. However, a potential disadvantage of using a machine

learning model is the loss of interpretability that prospect theory provides.

POST Decision Predictor using Machine Learning

We have developed a one-layer MLP model with a hidden layer size of 128 and a

logistic activation function to predict the POST choices of individuals in the UCSB

dataset. The model takes into account the individual’s PRE choice, as well as explicit

and implicit influences from group members. The model consists of five features:

▷ (explicit) Average influence from group members who made high-risk choices in the

PRE phase.

▷ (explicit) Average influence from group members who made low-risk choices in the

PRE phase.

▷ (implicit) Number of group members who made high-risk choices in the PRE phase.
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▷ (implicit) Number of group members who made low-risk choices in the PRE phase.

▷ PRE choice of the individual.

The model demonstrates an accuracy of 75% in predicting no change for low-risk

choices (i.e., when the individual chooses low-risk options in both the PRE and POST

phases). Similarly, it achieves an accuracy of 84% in predicting no change for high-risk

choices. The accuracy significantly improves to 97% when predicting a change from low

risk in the PRE phase to high risk in the POST phase, and it reaches 94% when predicting

a change from high risk to low risk.
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Figure 7.4: Contributions of different features in making predictions in POST choice
for UCSB dataset.

Figure 7.4 provides insight into the importance of each feature in making predictions

for the UCSB dataset. The importance of each feature is determined by assessing how the

model’s performance deteriorates when the feature is excluded. The results highlight the

significant influence of both explicit and implicit factors associated with group members

who selected high-risk options during the PRE phase in predicting POST choices.
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7.4.4 Behavioural Changes between IND - PRE - POST

We analyze the changes occurring between IND, PRE, and POST based on choices

on issues, consensus, and behavior valuation curves, as described in the Preliminaries.
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Figure 7.5: Confusion matrix showing the shift between low and high-risk choices
based on different models. Significant changes occur from IND to POST. The predic-
tions are based on the PT models.

Choice Shift

Figure 7.5 demonstrates the shift of individuals towards less or more risky choices for

the UCSB dataset based on the issues asked during the individual phase. Please note

that the choices in the figure represent predictions based on the PT models. While there

is a significant change from IND to PRE and POST, the change from PRE to POST is

relatively less significant. The change indicates that human behavior towards risk evolves

through group discussion.

Consensus Shift

Figure 7.6 illustrates the consensus ratio over groups for all issues, comparing the

PRE and POST choices in the UCSB dataset. The figure clearly shows that POST
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Figure 7.6: Consensus ratio over groups for all issues. The groups tend to form a consensus.

choices exhibit higher consensus compared to the PRE choices, which can be attributed

to the group discussion. Furthermore, it is observed that the group tends to form a

consensus even in the PRE choices (before discussion), as their behaviors become more

aligned with each other over time.

Behavior Shift

Figure 7.7 displays the average pairwise cosine distance between individuals within

each group, comparing the IND, PRE, and POST parameters in the UCSB dataset. As

anticipated, in the majority of groups, the pairwise distance decreases from the individual

settings to the group settings (IND → PRE → POST). This observation indicates that

there is a shift in behavior towards consensus as a result of the group discussion. The

pairwise IND distances are generally greater than the pairwise PRE distances, which, in

turn, are greater than the pairwise POST distances.
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Figure 7.7: Average pairwise distance between individuals in each group for IND, PRE
and POST parameters. For most groups, pairwise IND distances > pairwise PRE
distances > pairwise POST distance. This shows that the behavior of individuals
shifts towards consensus in a group setting.

7.4.5 Robustness of Groups

One of the major concerns in group decision-making is the robustness of decisions.

It raises the question of whether group decisions can be significantly different under

different circumstances. Specifically, we are interested in investigating the impact of

adding additional members to a group and how it might alter the decisions made. To

measure this metric of group robustness, we have designed a framework to perform evasion

attacks on each group. In order to formulate our evasion strategy, we first need to develop

three different models that capture various aspects of group behavior. It is important

to note that the experiments conducted in this section focus exclusively on the UCSB

dataset.

Consensus Predictor

We have developed a predictor that determines whether a consensus has been reached

within a group. For this task, we chose a one-layer Multi-Layer Perceptron (MLP) with

161



Robustness of Human Decision Making under Risk Chapter 7

a hidden layer size of 128 and a logistic activation function. The problem can be framed

as a binary classification, where class 0 represents no consensus and class 1 represents

consensus.

During training, we used six different features as input for the predictor. These

features are similar to the ones used in the POST choice predictor, as we found them to

be useful in capturing relevant information. The six features are as follows:

▷ (explicit) Average influence from group members who made high-risk choices in the

PRE phase.

▷ (explicit) Average influence from group members who made low-risk choices in the

PRE phase.

▷ (implicit) Number of group members who made high-risk choices in the PRE phase.

▷ (implicit) Number of group members who made low-risk choices in the PRE phase.

▷ Number of group members who made high-risk choices in the PRE phase based on

PT parameters from IND.

▷ Number of group members who made low-risk choices in the PRE phase based on PT

parameters from IND.

The last two parameters provide additional prediction power by considering the status

of group members during the individual phases. Our model achieves an accuracy of 89%

in predicting consensus.

To assess the importance of each feature, we conducted an analysis where we removed

each feature from the model and calculated the accuracy of the modified model. The

difference in accuracy before and after removing a feature indicates its importance. Figure

7.8 illustrates the feature importance in predicting consensus. The explicit and implicit

low-risk influence features are found to be the most effective in predicting consensus

compared to the other features. It is worth noting that each feature contributes to

improving the performance of the model.
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Figure 7.8: Importance of features in predicting consensus. Explicit and implicit
low-risk influence are effective features.

Overall, the machine learning-based consensus predictor offers flexibility in incorpo-

rating various features and demonstrates the ability to capture patterns in the data to

predict whether a group has reached a consensus.

Group Prospect Theory Parameter Predictor

Group Prospect Theory (GPT) parameters are defined as PT parameters in a group

in which issues they had a consensus. Firstly, using this formulation, we calculated

ground-truth GPT parameters for each group.

Later on, we developed supervised MLP regressors to estimate GPT parameters.

Each regressor is responsible for predicting one of the GPT parameters: α, λ, and γ. The

regressors are designed as MLP regressors with similar hyperparameters to the consensus

predictor.

The input features used in the regressors are similar to those used in the consensus

predictor. In addition, two additional parameters are included based on the model:

▷ The minimum IND-PT parameter within the group.
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▷ The maximum IND-PT parameter within the group.

Including the minimum and maximum parameters ensures permutation invariance in

the model. It is important to note that we use the IND-PT parameters (e.g., α IND-PT

parameter) to predict the corresponding GPT parameters (e.g., α GPT parameter).

The model for α achieves a Mean Squared Error (MSE) of 0.024 and an R2 score of

0.86. The model for λ has an MSE of 0.037 and an R2 score of 0.76. Finally, the model

for γ achieves an MSE of 0.01 and an R2 score of 0.78.

These results indicate that the MLP regressors are effective in estimating the GPT

parameters based on the provided input features, including the IND-PT parameters and

the minimum/maximum values within the group. The low MSE values and relatively

high R2 scores demonstrate the accuracy and goodness of fit of the regression models.

Influence Predictor

Our third model is the Influence Predictor, which aims to predict the influence matrix

between group members. To develop this predictor, we use the ground-truth influence

matrices provided by the participants. The model is designed as a supervised MLP with

one hidden layer of size 64 and a softmax activation function to generate the influence

distribution over group members for each participant.

The Influence Predictor operates on pairs of individuals, considering their IND pa-

rameters and PRE choices. Hence, we have eight input features to predict the influence

of person j over person i: αi, λi, γi, αj, λj, γj, PRE-choicei, and PRE-choicej.

The model achieves a KL divergence performance of approximately 0.146, where a

smaller value indicates better performance. Similar to the previous models, we assess

the importance of each feature by removing it and evaluating the model’s performance.

Figure 7.9 presents the feature importances for influence predictions. The results indicate

that the λ parameters of individuals, which reflect the perceived impact of loss relative
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Figure 7.9: Importance of features for influence predictions. lambda parameters are
the most effective parameter to decide influence.

to gain, are the most effective features in determining influence. On the other hand, the

choices made in the pre-discussion phase have a negligible effect on influence predictions.

These findings highlight the significance of individual λ parameters in capturing the

influence dynamics within the group. The Influence Predictor effectively utilizes the pro-

vided features to estimate the influence matrix, providing insights into the relationships

and interactions between group members.

Attacking Group Decisions

Now, we will use the earlier models for understanding the robustness of the groups.

They will help us calculate new GPT parameters and a new influence matrix within a

group when a new agent joins. Note that the group members are not aware of this new

agent is a human or AI.

To evaluate the robustness of group behavior under an evasion attack, we introduce

a new agent whose goal is to maintain the group’s consensus behavior while inducing a

change in the group’s behavior based on new GPT parameters. The attack agent aims
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to maximize the cosine distance between the group behavior without the agent and the

group behavior with the agent, using the consensus GPT parameters.

maxCosineDistance(b(GPT ), b(GPT ′)) (7.7)

where GPT is the GPT parameter without the agent, GPT ′ is the GPT parameter

with the agent, and function b calculates the behavior given PT parameters, as previously

described in Preliminaries.
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Figure 7.10: Robustness of groups based on cosine distance between group behavior
with AI agent and group behavior without AI agent. Missing data shows there are
no agents found using grid search to reach a consensus on the same issues. Group 5
is the least robust and groups 10, 15, 16, 21, 22, 23, and 24 are the most robust.

We employ a simple grid search approach to find the attack agent’s PT parameters

that optimize the objective. The ranking of groups based on the cosine distance between

their behavior with and without the attack agent is shown in Figure 7.10. Higher cosine

distances indicate a lower level of robustness, as the group behavior changes more signif-

icantly due to the evasion attack. For example, Group 5 is the least robust, experiencing

the most substantial changes in behavior. On the other hand, some groups exhibit high
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robustness, where we were unable to find an attack agent that can reach a consensus on

the same issues.

Additionally, we investigate the effect of the influence mechanism on the robustness of

groups by removing the influence predictor and using the previous influence values within

a group for GPT parameter predictions. The results are depicted in Figure 7.11 Although

there are no significant overall changes, certain groups, such as Group 1, become less

robust when the influence mechanism is not considered. This emphasizes the importance

of the influence mechanism in determining the robustness of group behavior.
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Figure 7.11: Robustness of groups based on cosine distance between group behavior
with AI agent and group behavior without AI agent without considering influence
changes in the group. Missing data shows there are no agents found using grid search
to reach a consensus on the same issues. Group 5 is the least robust and groups 1, 8,
10, 12, 15, 21, 22, 23, 24, and 25 are the most robust.

Overall, these findings highlight the vulnerability of group decisions to evasion attacks

and the significance of considering both the influence mechanism and GPT parameters

in assessing the robustness of group behavior.
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7.4.6 Human Behavior Generative Model

Instead of relying on grid search and sampled human behaviors with prospect theory

(PT) parameters to find an agent that either harms or benefits the group, an intriguing

alternative is to leverage generative AI to optimize the objective. A human-behavior

generation has emerged as a fascinating area of research, aiming to comprehend human

behaviors in social contexts and their interactions with others [298, 299, 300, 301].

By training generative models on our real-world datasets encompassing a broad range

of risk preferences and decision-making scenarios, we can guide the model to produce

human-like behaviors that align with our desired outcomes. This approach holds promise

in exploring the effects of different risk profiles and behaviors on group decision-making

dynamics and identifying strategies to optimize decision outcomes while upholding con-

sensus. The integration of generative AI into the study of group decision-making offers

a powerful tool to understand the complex interplay between individual behaviors and

group dynamics, opening up avenues for innovative approaches to influence and shape

group behaviors without compromising consensus.

Framework

Our human behavior generation model comprises two main steps: pretraining a Vari-

ational Autoencoder (VAE) [302] and fine-tuning it for evasion attacks. It should be

noted that the fine-tuning process can be tailored to different tasks.

In the first step, the VAE utilizes Prospect Theory (PT) parameters obtained from

randomly sampled humans and the IND-PT parameter of our participants, controlled by

a hyperparameter c ∈ [0, 1]. During each iteration of the VAE, a sample is drawn from

a random set with a probability of c. This allows us to control the level of randomness

in our generative model.
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To begin, we calculate the human behavior based on our behavior calculation, denoted

as b(PT ), and feed it into the VAE. The VAE then generates three parameters, namely

α′, λ′, and γ′. The loss function for training the VAE involves reconstructing the input

parameters α, λ, and γ using a mean squared error (MSE) loss function. Figure 7.12

illustrates VAE diagram of our proposed generative model.

𝝰, 𝞴, 𝛄 b(𝝰, 𝞴, 𝛄) Encoder z 𝝰’, 𝞴’, 𝛄’ 

Latent Space

Decoder

Figure 7.12: VAE Diagram for Generative Model.

Once the VAE is trained, we can utilize its decoder component for fine-tuning, specifi-

cally for the evasion attack task. The VAE-decoder is optimized using a similar approach

as described in the previous chapter on Attacking Group Decisions. Essentially, we aim to

maximize the behavioral distance between a group’s decision outcomes with and without

the presence of a generated agent as in Equation 7.7.

Our generative model offers several advantages over previous methods:

▷ It eliminates the need for grid search across multiple parameter options, streamlining

the optimization process.

▷ The generative model reduces the need to generate a large number of agents, saving

valuable time and computational resources.

▷ The flexibility of our generative model allows for easy adaptation to different tasks

through fine-tuning.

By leveraging these advantages, our model enhances the efficiency and adaptability

of behavior generation, making it a valuable tool for various applications and scenarios.
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Results

Figure 7.13 presents our preliminary findings comparing the generative model with

the grid search method. Both approaches successfully target the majority of groups,

but the grid search method exhibits a stronger capability to alter the group consensus

behavior. This observation suggests that the generative model may fail to identify certain

regions that were overlooked by the grid search. This discrepancy is primarily due to the

grid search approach’s comprehensive examination of numerous parameters. To address

this issue, we reduce the resolution of the grid search by a factor of 2 for each parameter.

Figure 7.14 demonstrates that reducing the resolution diminishes the attack performance

of the grid search, to the extent that it fails to identify an attacking agent for Group 2

and 16. These findings highlight that the effectiveness of the generative model becomes

more apparent as the number of parameters increases, making it challenging to apply

grid search at a high resolution.
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Figure 7.13: Comparison of two agent selection methods in finding optimal AI agent
for attacking the groups. Notably, the grid search method identifies an AI agent with
a more impactful attack for groups.
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Figure 7.14: Comparison of two agent selection methods for finding optimal AI agents
to attack groups, while considering the reduced resolution of the grid search. The
results highlight the generative model’s ability to maintain continuity and successfully
target a larger number of groups (specifically, Groups 2 and 16) for successful attacks.

7.5 Conclusions

Our study builds upon previous research that has explored decision-making processes

in both individual and group settings. Transitioning from an individual decision-making

context to a group setting introduces new dynamics and complexities, especially under

risk. Previous studies, such as the work by Askari et al. [303], have examined the

role of expertise in group decision-making and highlighted the significance of influence

mechanisms within a group. Expanding on this line of inquiry, we extend the analysis to

include evasion attacks and evaluate the robustness of group decisions in the presence of

malicious agents.

By integrating machine learning models and evasion attacks into the study of group

decision-making, we provide a comprehensive framework including grid search and gener-

ative model for assessing robustness. Our approach captures individual behaviors, group

consensus, and influence dynamics, allowing us to analyze the impact of different fac-
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tors on group behavior under attack scenarios. This research contributes to the broader

understanding of group decision-making processes, highlighting the potential vulnerabil-

ities and the need for resilient decision-making mechanisms. Ultimately, our findings can

inform the development of strategies and interventions to enhance the robustness and

reliability of group decisions in various domains, ranging from organizational settings to

public policy and beyond.

7.5.1 Future Works

Human Experiment Validation on Robustness

Firstly, we will incorporate different techniques for our generative model showing its

effectiveness over the grid search approach. Secondly, in order to thoroughly evaluate the

effectiveness of our attacking schema, it is crucial to validate this idea through real human

experiment settings. As previously mentioned, the group members will be unaware of

whether other group members are humans or AI agents. This blinding approach will

enable us to examine the relationship between humans and AI agents without introducing

any biases. By conducting these real human experiments, we can gain valuable insights

into the dynamics and interactions between human decision-makers and AI agents within

a group context. This approach ensures a more realistic assessment of our attacking

schema and enhances the validity of our findings.

Text to Prospect Theory

One intriguing avenue for further exploration is the possibility of understanding

Prospect Theory parameters from textual data. This entails analyzing the language and

content of written text to infer an individual’s risk preferences and biases, as reflected in

Prospect Theory parameters like loss aversion and probability weighting. By developing
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advanced natural language processing (NLP) techniques and machine learning models, it

may be feasible to extract these parameters from text, thereby empowering AI agents to

offer persuasive arguments and exert influence over group decision-making processes. To

investigate this prospect, we will design new human experiments that incorporate dia-

logue during group discussions, allowing us to delve deeper into the relationship between

textual data and Prospect Theory parameters.

Human-AI Teams on Intellective Issues

We are planning to conduct additional human experiments to analyze the interac-

tions between humans and both other humans and AI agents, specifically focusing on

intellective issues. To facilitate this, we will design a jeopardy game format, where hu-

man participants answer questions, engage in discussions with other group members, and

collectively reach a consensus on the answers. During the game, participants will have

the option to seek assistance from an AI agent.

In a separate scenario, we will introduce AI agents as members of the group, while

keeping the humans unaware of which members are human and which are AI. This setup

will allow us to examine the dynamics of group decision-making when humans interact

with both humans and AI agents.

Through these experiments, we aim to gain a deeper understanding of transactive

memory, cognitive biases, and the influence system that operates within groups, partic-

ularly in the context of intellective issues rather than controversial ones. By exploring

these aspects, we can shed light on how human-AI interactions shape decision-making

processes and uncover insights into the collective intelligence of mixed human-AI groups.

In the existing literature, various techniques have been proposed to address and un-

derstand decision-making processes in human-AI groups. These techniques include ac-

tive learning [304, 305], reinforcement learning [306, 307], and theory of mind [308].

173



Robustness of Human Decision Making under Risk Chapter 7

In our study, we aim to investigate and evaluate these different approaches to enhance

the effectiveness and informativeness of our systems. By leveraging insights from these

techniques, we can further advance our understanding of decision-making dynamics in

human-AI groups and develop improved systems that facilitate collaborative decision-

making processes.
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Chapter 8

AI Decision Systems with Feedback

Loop Active Learner

8.1 Introduction

Accuracy is one of the critical evaluation metrics in decision systems, especially for

high-stake applications [309, 123] such as financial event detection [82], drug discovery

[310], and autonomous driving [311]. Making the decision systems controlled by AI is

risky because of the gray area problem [312], where AI cannot decide the actual answer

and uses an artificial and pre-defined threshold. On the other hand, human decision

systems are time-consuming and require an expert [313]. It leads us to the following

question: Can we improve AI decision systems with the help of human expertise?

Certain high-stakes decisions, such as detecting anomalies in operating server ma-

chines wherein missing them would cause financial loss, can be easily given by AI decision

systems. In order to make such decisions, AI Decision systems are created using either

historical experience (previous anomaly patterns, i.e., learned features) or algorithmic

design (certain behaviors are anomalies, i.e., expert-designed features). However, histor-
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Figure 8.1: A short illustration of Feedback Loop Active Learner. It starts with
multiple entities at which a black box AI system generates decisions. FLAL uses these
decisions and entities to send queries to a human, who evaluates them and generates
ground truth labels and feedback. FLAL uses this feedback (including human interest
and expertise) in active learning training and stores the ground truth labels for future
updates in the AI decision system.

ical experiences are not always available because of the label scarcity problem in AI for

high-stakes applications. Therefore, the anomaly decision systems generally are designed

as unsupervised classification models, which affects generalizability and generates multi-

ple misclassifications. A human decision maker may solve this problem. However, human

decision making is very time-consuming and not ideal where a fast decision is necessary.

For instance, if a server machine fails, AI could detect this quickly compared to a hu-

man however human expertise is needed to check and confirm the detection as well as

understand its root cause. In such a context, the human required should be an expert in

understanding the problem. This scenario is not limited to high-stakes decisions. Credit

card approval systems or insurance acceptance systems are other examples that AI may

need the help of human decisions.

Feedback loop (Human-in-the-loop) systems have been studied [314] to create a bridge

between AI and humans. They collect labels from the users and improve the AI decision
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systems. However, can we trust the user’s expertise? Even if they are experts, how do

we confirm their interest in asked queries? Recommender systems have been proposed to

learn the interest of people [315, 316, 317]. The system ranks unseen/unused items and

recommends them to the user based on their historical interest or using user interactions

[318]. While collecting ground-truth labels, the selection of humans to answer particular

queries is critical to improving label correctness and quality. Combining the recommender

mechanism with a feedback loop system could potentially increase the performance of AI

decision systems by having plenty and correct ground-truth labels.

In this paper, we are looking at specific scenarios of multiple independent entities.

Each entity has temporal multidimensional features, and the AI system makes a decision

for each entity and time (e.g., anomaly/failure decision). Entities will be ranked by their

relevance score to the humans and queried to them to learn their expertise and interests

with a pre-defined budget. It helps the framework generate accurate ground-truth labels

and labeling operation will not be challenging or boring for a human since they are

interested in answering.

We propose FLAL–a novel Feedback Loop Active Learner for better ground-truth

labeling–which aims to learn the expertise and interest of a human before querying the

entities to them using the active learning mechanism. Figure 8.1 illustrates a summary

of FLAL bridging between an AI decision system and a human. FLAL collects decision

for entities from the AI system, ranks entities based on their relevance score to human/s,

and send queries based on the budget. The human/s answers these queries and sends

them back to a FLAL, which learns their behavior towards these entities as well as stores

the answers as ground truths. These ground truths will be used to improve AI decision

systems in the future. Our main contributions can be summarized as follows:

▷ We highlight the limitation of current AI decision systems, human decisions, and their

cooperation to generate data labels. AI decision system makes many mistakes, human
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decisions are slow, and cooperation may be limited because of the lack of expertise or

interest from humans.

▷ We propose FLAL, a novel feedback loop active learning framework, for better ground-

truth generation and understanding of human behavior. It uses active learning to train

the framework based on human feedback and stores generated data labels to improve

AI decision systems in the future.

▷ We conduct experiments to verify the effectiveness of FLAL. We show that our frame-

work performs better than competing baselines: random forest active learner, AI

decision-based, and random recommendations. FLAL not only has the best perfor-

mance but also converges fast.

8.2 Related Works

Human-in-the-Loop: Human-in-the-loop, in other words, feedback-loop, mech-

anisms are studied in the literature to enhance AI performance by label annotation

[319, 320] and generating explanations [321, 322, 323, 324] to black-box operations. Since

feedback-loop systems are generally real-time systems, they often use active learning dur-

ing their training [325, 326, 319]. In our work, we also adapt similar ideas by incorporating

human decisions into AI. However, our method increases the efficiency of this cooperation

by learning the expertise and interest of humans before asking them questions.

Recommenders: Recommendation systems are one of the solutions for understand-

ing the behavior of individuals. They are designed to infer interests and recommend items

to humans based on their historical experience or user interactions [318]. The main idea

is to rank all relevant items to the user and recommend the top ones. Therefore, ranking

algorithms become one of the main components [327, 328, 329] in designing recommen-

dation systems. Recently, as opposed to classical recommenders such as collaborative
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filtering and matrix factorization, deep-learning frameworks are applied to learn a better

representation of items [316, 330, 331]. However, a lack of data availability can restrict

the number of parameters to be learned. Even though we still use the advantage of deep

learning recommenders, we keep our framework simple but effective. Our recommender

system finds better queries based on the user’s expertise and interests. In this way, the

feedback loop will generate better ground truth labels.

Temporal Embeddings: Representation learning on time-series data has become

a popular technique to reduce the dimension of the temporal data while keeping the

representation (meaning) of it intact [332, 333]. Time2Vec [334] uses a sine activation

function to embed the time-series data. Unsupervised time-series embedders have been

proposed [335, 336] to deal with label scarcity. Franceschi et al. [335] use the triplet

loss function to learn a representation of multidimensional time-series data. The trained

embedder can embed any time-series data with any length. More recently, Zerveas et

al. [336] propose a transformer-based framework by reconstructing the mask part of

the time-series data. FLAL uses a pre-trained temporal data embedder to represent

time-series data coming from the entities for better and more compact representations.

8.3 Methodology

8.3.1 Problem Formulation

We formulate our problem as a self-supervised time-series classification. Given an

entity set E = {E1, E2, . . . , En} where each entity represents a multivariate time-series

data (i.e., Ei = [xi1, xi2, . . . , xit]), an unsupervised AI decision system D which generates

decision probability dit for each entity and timestamp (i.e, D(Eit) = dit), a user set U =

{U1, U2, . . . , Um}, and interest labels Y ∈ {0, 1}m×n×t for each user to certain timestamp
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Figure 8.2: Feedback Loop Active Learner steps. (1) It starts with embedding stream
data using pre-trained embedders. (2) User embedding mapper maps the embed-
ding space into a more personalized space. (3) Feature extractor generates learned
or expert-designed features to tackle the cold-start problem for recommenders. (4)
Generates relevance scores based on AI decision system and extracted features. It
sends queries to users for ground truth generation. (5) User generates ground truths
and relevancy of the query. They send them back to the framework. Later, FLAL
updates its components using an active learning mechanism and keeps ground truth
information for future updates on the AI decision system. Notice that the user’s in-
terest (relevancy) in queries can also be inferred using interaction detectors.

and entity; our goal is to learn a function F̂ : E ,D → Y that approximates the expertise

of users.

8.3.2 FLAL: Feedback Loop Active Learner

We introduce FLAL, a feedback loop active learner that generates ground-truth la-

bels for the AI decision system while learning human expertise and/or interest. FLAL

performs user mapping and feature extraction that optimizes the human expert’s predic-

tions. As a result, it obtains better ground-truth labels for the AI decision system.
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Figure 8.2 describes the steps of FLAL in detail. FLAL finds a global embedding

space using pre-trained time-series embedders and translates the global embedding space

into personalized embedding space. To overcome the cold-start problem, FLAL extracts

features from user embedding space and incorporates AI decisions into this feature set.

Finally, it calculates relevance scores for each entity and sends the topQ to human experts

for evaluation. The human classifies each query which in turn generates ground truth

information and adds feedback (explicit or implicit) about their expertise or interest in

a certain query. FLAL trains its framework using this feedback via an active learning

mechanism and stores the ground truth information to improve AI decision systems in

the future when necessary.

Stream Data Embedder

To increase the expressiveness and compactness of our data, we use an unsupervised

multivariate time-series embedder to represent the entity’s time series. This part of

our algorithm is pre-trained with the data, which is not used in our experiments. We

used [335] for our stream data embedder since it is more flexible to different time-series

lengths and generates good representations for anomaly data compared to [336]. During

the embedding of the time-series data, we consider the last τ timestamps.

hit = S([xi(t−τ); . . . ;xit]) (8.1)

where hit is an embedding of Eit, S is an unsupervised multivariate time-series em-

bedder, xit is multivariate time-series data for Eit, and [·; ·] is the row concatenation

operator.
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Figure 8.3: An illustration of Stream Data Embedder. The pre-trained unsupervised
embedder takes input from all entities’ time series data (up to τ timestamp history)
and embeds them into d dimensional space. This allows a better and more compact
representation of time-series data.

Figure 8.4: The usefulness example of user embedding mapper. Since the global em-
bedding space will group related entities together and a specific user may be interested
in different types of entities, the user embedding mapper will learn how to regroup
entities. This example shows that the algorithm may detect the anomalies for differ-
ent reasons: data issues, seasonal change, and authentication-related. Therefore, if
only data issues and authentication-related anomalies (red entities) are relevant to the
user, the algorithm groups them together to make the embedding space personalized.
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User Embedding Mapper

Global embedding space may not be as representative as user embedding space, where

one can understand the expertise of users. Therefore, we have a user embedding mapper

that maps generated embeddings from the stream data embedder to the user embedding

space. This allows them to distinguish between relevant and irrelevant entities to the

user. Figure 8.4 shows an example of the usefulness of user embedding mapper. For an

anomaly detection problem, multiple reasons can cause an anomaly. But the users are

often experts on a certain subset of those anomalies and the user embedding mapper will

map these types close to each other. As a result, they can be separated from the other

anomaly types or normal ones. The user embeddings are generated as follows:

hA
it = gA(hit) (8.2)

where hA
it is a user embedding for User A, and g is the user embedding mapper. g

can be designed as any function, such as the identity or neural networks.

Feature Extractor

Since we do not know any information about the users and cannot conduct an initial

survey as most recommenders do, we need to extract features from the user embedding

space. Features can be learned or designed for a specific application scenario. An example

of an expert-designed feature for anomaly applications can be the average distance from

one item to others, which will likely be higher for anomaly cases. However, learned

features are shown as more expressive than expert-designed features because it is hard

to design or engineer all useful features. Feature extractor can also be seen as a function

layer on top of the user embedding mapper. So it will learn new features from hA
it:
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h′A
it = f(hA

it) (8.3)

where h′ has smaller dimension than h, and f is a feature extractor function. f can

also represent a set of learned and expert-designed functions. In that case, h′ will be a

concatenation of extracted features.

Recommender

In order to find better queries for specific users, we calculate each entity’s relevance

score to a user. Note that the AI decision systemD already calculates decision probability

dit for entity i. Even though this probability may not be fully correct, we can incorporate

it into relevance score calculation to ease the cold-start problem. Furthermore, we will

also use the extracted features from the feature extractor. The relevance score of Eit for

a user A calculation will be as the following:

rAit = w1 × dit +
∑

W ⊙ h′A
it (8.4)

where w1 and W are learned weights. Also, these weights may tell us a story about

the importance of AI decision systems and extracted features for different users. Once

relevance scores are calculated for all entities, the recommender will send the top Q

relevant entities to the user to get feedback.

User Feedback

The users will have a list of queries to be checked and answered. The user will

respond to each query with two answers: (1) what should be the decision of the AI

system? (2) what is their expertise/interest in this query? The first answer is stored

to update the AI decision system if necessary, while the second is used to train FLAL.
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Note that our main algorithm is not controlling the answering part done by the user. If

a query has no response, it means no decision (i.e., do not use to improve the AI decision

system) and no expertise (improve FLAL with the information that the user is not an

expert). Furthermore, an interaction system can be designed to understand the expertise

or interest of the user in queries by looking at their click count or other related metrics.

However, this is out of the scope of this project. The expertise information will be stored

in eAit ∈ {0, 1}, and used to update FLAL.

8.3.3 Training FLAL

We train our framework based on active learning principles since the problem requires

learning the behavior of users in real-time to collect better ground truth labels for AI

decision systems. The collected ground truth information will be stored to update the

AI decision system if necessary. Our active learning mechanism focuses on updating the

recommender using feedback from expertise information. For each timestamp t, we train

our objective which aims to sort relevance scores of entities, RA
t = [rA1t, . . . , r

A
nt] based on

the expertise information array EA
t = [eA1t, . . . , e

A
Qt]. More specifically we use a contrastive

loss for our active learning training which contains three different terms as follows:

maxLALL(E
A
t , R

A
t ) = x1 ∗

∑
i<Q
eAit=1

∑
Q>j>i
eAjt=0

σ(rAit − rAjt) → LWIDEN

+ x2 ∗
∑
i<Q
eAit=1

∑
Q>j>i
eAjt=0

σ(rAit − rAjt) → LNARROW

+ x3 ∗
∑
j<Q
eAit=1

∑
k>=Q

σ(rAkt − rAjt) → LRECOVER
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where LWIDEN widens the gap between correctly ranked positive and negative sam-

ples, LNARROW narrows the gap between wrongly ranked positive and negative sam-

ples, and LRECOVERY recovers unrecommended by narrowing the gap between wrongly-

recommended samples and unrecommended samples (which may contain useful recom-

mendations). We use x1,2,3 as a tunable hyperparameter to value each term respectively.

They can be optimized based on the scenario and the need of an application.

Example scenario for our training

Let RA
t = [1.5, 1.2, 1.1, 0.9, 0.3, 0.2], Q = 4, EA

t = [1, 0, 0, 1, ?, ?], x1 = 0.50, x2 = 0.75,

and x3 = 0.25, then our objective will be calculated as follows:

LALL(E
A
t , R

A
t ) = 0.50 ∗ (σ(1.5− 1.2) + σ(1.5− 1.1))→ LWIDEN

+ 0.75 ∗ (σ(0.9− 1.2) + σ(0.9− 1.1))→ LNARROW

+ 0.25 ∗ (σ(0.3− 1.2) + σ(0.2− 1.2) +

σ(0.3− 1.1) + σ(0.2− 1.1))→ LRECOVER

8.3.4 User Simulation

To see the effectiveness of our feedback-loop part, we need to simulate the user an-

swers. One way to do this is by using ground truth information for the AI decision system

if it is available (simulating that the user’s expertise/interest is the ground truth). We

apply this strategy in this paper. However, this would allow only one user available in
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Figure 8.5: The example scenario of the user simulation. The user space will be
randomly assigned in the embedding space. The entities inside of this space will be
relevant to the user. So user embedding mapper should learn how to map relevant
items to this space based on the answers by the user. This will allow better ground
truth generation by the user.

the system. To extend the number of users to more than one, we propose a new way

of simulating users. Each user is represented as a Gaussian latent space in the entity

embedding space. The user space is assigned randomly. If a query entity is in this space,

the user is considered an expert. The user embedding mapper will map related entities

into this space. Figure 8.5 shows the mapping example.

8.4 Experiments

We illustrate the empirical verification of FLAL compared to three baselines on a

dataset. First, we compare method performance with precision at Section 8.4.3. Later

on, we conduct two ablation studies: the effect of user embedding mapper (Section 8.4.4)

and objective function weights (Section 8.4.5).

8.4.1 Dataset

We use a public Server Machine [337] dataset for our experiments. The dataset

contains 38 time-series data with various lengths. For our purpose, we chucked the
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data into 100 time series (entities) with a length of 365. Each time series consists of 38

different features. At any point in the time series, machine activity is classified as normal

or failure. Failure represents an anomaly.

8.4.2 Experimental Settings

Baselines

We used three baselines to compare our method.

Random: It makes random recommendations in the recommender step to the user.

AI System Decisions: It only uses AI decision system probability to recommend

entities to the user.

Random Forest Active Learner: It combines uncertainty and confidence scores

for each entity and recommends them to the user. The model is trained using active

learning with a random forest as the estimator and the same settings as FLAL.

Other Settings

Model selection: We select user embedding mapper as a linear layer as a result of

ablation study (See Section 8.4.4), feature extractor generates 15 learned features with

linear layer, and recommender is also a linear layer to generate a relevance score for an

entity. To simulate user feedback, we use the ground truth information of the dataset.

Hyperparameters: We tune hyperparameters of FLAL using grid search. We optimize

our model using Adam optimizer with a learning rate of 0.0001, L2 normalization weight

on model weights 0.001. We select loss function weights x1, x2, and x3 from {0.0, 0.5, 1.0}

(See Section 8.4.5). In our experiments, τ is set to 127 (the length of the multivariate

time series data becomes 128 with the current snapshot) and the embedding size d is 128.

We set Q to 10 and 20 for different runs. The number of recommended items is also set
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to Q.

Evaluation metrics: Since the real evaluation can only consider feedback from the

recommended entities, we compare precision metrics in our experiments. At each round,

we calculate precision@Q and average precision@Q.

8.4.3 Performance

Figure 8.6 shows precision@Q and average precision@Q, where Q is 10 and 20. We

calculate a cumulative average of precision performance at each step. Note that this

performance will reflect improved AI decision system performance since we use the user’s

interest/expertise label as a ground truth decision. Our method, Feedback Loop Active

Learner, outperforms the competing baselines at all reported metrics, especially after 10-

20 steps. Another essential requirement of learning human interest is convergence speed.

FLAL converges in around 50 steps, faster than the best baseline Random Forest Active

Learner.

Notice that the precision performance of the AI Decision System is not enough.

However, active learner mechanisms improve the performance of the decision system

drastically, while random decisions are still worse than the original AI decision system.

Another notable difference between Q = 10 and Q = 20 is in precision@Q performance.

When Q = 20, the performance drops below 0.6. However, this essentially could happen

because the number of anomalies in the data is hardly more than 12 (i.e., 20 × 0.6) at

a certain time. This shows us that we should optimize the number of recommended

entities based on the number of anomalies at every step instead of using the same values

as the budget of Q. The average precision is less vulnerable to this issue since the

leading zeros do not affect the result. For both Q, the performance is close to each other.
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Figure 8.6: Test scores for Precision@Q and AveragePrecision@Q. FLAL outperforms
the competing baselines in both metrics and with different Q = {10, 20}. FLAL’s
performance becomes strictly better in around 10-20 steps and converges around 50
steps. Another active learning mechanism, Random Forest Active Learner, also gen-
erates better performance compared to the original AI decision system performance.
Random recommendation mechanism expectedly is the worst.
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Figure 8.7: Ablation study of user embedding mapper. The linear and non-linear
layers have competing performances at both metrics. The linear mapping converges
slowly, and 2 non-linear layers suffer from the lack of available data points.

8.4.4 Different User Embedding Mapper

Figure 8.7 shows an ablation study on different user embedding mapper layers using

precision@10 and precision@20. We compare identity, linear, nonlinear, and nonlinear-2

(2 nonlinear layers). The identity layer returns the same embedding space and the non-

linear layers use a sigmoid activation. The result suggests that one linear layer captures

enough information as much as one nonlinear layer. On the other hand, the identity layer

has gradually increasing performance for Precision@10, but with a slower convergence

rate. Nonlinear-2 has the worst performance. The reason could be overfitting since the

lack of data points.

8.4.5 Loss Function Term Sensitivity

Figure 8.8 shows a sensitivity analysis on objective function terms for the Machine

dataset. Each block represents the last step cumulative average of precision@10 scores

from FLAL parameterized by different x1,2,3 values. All terms contribute to the perfor-
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Figure 8.8: Sensitivity analysis of choosing x1,2,3 for our loss terms on the Machine
dataset. The reported blocks show an average of precision@10 across all steps of
active learning. x1 is the most effective term in our loss function as the absence of it
generates much worse performance. x2 and x3 have similar effects since they aim to
narrow between negative and positive samples.

mance, while the absence of the first term (i.e., x1 = 0) makes the model performance

very bad. This behavior is expected since the first term is the core part of the contrastive

loss. The second term is not effective as the first term for the Machine dataset, but still

increasing the value of x2 makes the performance better. The third term has a similar

effect as the second term. They both aim to narrow the positive and negative sample

rankings. The best performance is achieved when hyperparameters are equal to 1, or

x1 = 1, x2 = 0.5, and x3 = 0.5.

8.5 Conclusions

We investigate better and more effective ground truth generation by incorporating

recommendation systems into AI decision systems and human collaboration for entity-

based time-series data. We propose FLAL understanding the expertise and interest of a

human over queries to make feedback more eligible and accurate using active learning.

FLAL trains a personalized embedding mapper; uses features extraction and AI sys-
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tem decisions to solve the cold-start problem of recommender systems. FLAL performs

better than competing baselines: random forest active learners, AI decision-based, and

random recommenders; and it converges fast. Furthermore, our ablation studies show

that the linear user embedding mapper is learning enough information and each term in

the objective function contributes to the result.

Future works: We want to investigate this problem using different datasets and our

proposed user simulation setting. We also desire to conduct human experiments to show

the effectiveness of FLAL in real settings. Furthermore, we will optimize the number of

recommendations instead of using it as the budget Q.
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Chapter 9

Conclusions

The rapid growth of data generated in our digital world has necessitated the development

of effective techniques for extracting key information from the abundance of available

data. Representation learning using deep learning has emerged as a powerful approach to

uncovering meaningful features from data, enabling informed decision-making in various

domains. However, the lack of transparency and explainability in deep learning models

poses challenges in ensuring trust, accountability, and ethical use of AI systems.

Addressing the need for explainability and transparency, this dissertation focuses

on the transparent representation of learning on graphs. Graphs, or networks, provide

a versatile framework for modeling diverse applications and data types, incorporating

attributes and temporal dynamics. The dissertation explores the development of trans-

parent graph representation learning methods that not only encode graphs effectively but

also provide insights into the decision-making process of the models. By making deep

learning models more interpretable, we can enhance trust between humans and AI and

mitigate potential ethical concerns.

Furthermore, the dissertation emphasizes the importance of human-AI collaboration

and the robustness of group decisions in decision-making tasks. While AI algorithms
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excel at processing large amounts of data and making quick decisions, human exper-

tise brings nuanced understanding and domain knowledge to enhance the accuracy and

effectiveness of AI systems. By leveraging the strengths of both humans and AI, we

can develop collaborative decision-making frameworks that mutually benefit from each

other’s capabilities.

The contributions of this dissertation encompass advancements in transparent graph

representation learning, including the development of explainable and fair models, as well

as exploring the dynamics of human and AI collaboration. By incorporating transparency

into graph representation learning, we aim to provide interpretable models that can

be trusted and understood by humans. Additionally, investigating the collaboration

between humans and AI contributes to the development of decision-making frameworks

that leverage the strengths of both entities. As the field continues to evolve, transparent

representation learning and human-AI collaboration will play crucial roles in harnessing

the power of data-driven decision-making for the benefit of society.
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