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Abstract

Designing Interaction-aware Prediction and Planning Models for Autonomous Driving

by

Yeping Hu

Doctor of Philosophy in Engineering - Mechanical Engineering

University of California, Berkeley

Professor Masayoshi Tomizuka, Chair

The ability to interact with other road participants is essential for autonomous vehicles in
order to navigate under highly complex or critical driving scenarios. It is an extremely
challenging task to enable autonomous vehicles interactively predict behaviors of others,
and plan safe and high-quality motions for themselves. In fact, designing interaction-aware
prediction and planning models is of great importance for autonomous vehicles to achieve
full autonomy.

When designing a model, it is essential to consider our expectations for the model, which
can be derived through two perspectives: 1) From the perspective of evaluation metrics (i.e.
backward design); 2) From the perspective of task and user preferences (i.e. forward design).
In this dissertation, a combination of forward and backward design process is proposed and
it is argued that a model should be designed based on desired model properties inferred from
metrics, tasks, and user preferences. A total of seven properties are covered in this disserta-
tion: uncertainty, multi-modality, interpretability, flexibility, generalizability, reliability, and
efficiency. The fundamental research question we addressed in this dissertation is: how to
design interaction-aware prediction and planning models under different autonomous driving
settings in order to achieve desired model properties.

This dissertation is divided into two parts. In Part I, we focus on the design of two-agent in-
teraction models, which involves fundamental explorations of how certain model property can
be achieved through algorithm design by taking the advantage of relatively low-complexity
settings. Part II is concerned with the design of multi-agent interaction models, which in-
cludes comprehensive analysis and design for each desired model property under more com-
plicated driving scenarios. In each part, we consider different prediction and planning related
problems, and motivate our design by identifying desired model properties that correspond
to each problem. By utilizing the proposed model design process under different problem
settings, we demonstrate that our models are able to not only achieve desired properties,
but also have great performances in terms of various evaluation criteria.
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Chapter 1

Introduction

1.1 Model Design Process: An Overview
As the autonomous driving industry has grown rapidly over the past decade, tremendous

amount of research and implementation efforts have been devoted to it in order to accelerate
the realization of fully autonomous vehicles. Although many progresses have been made
by leading companies or research institutes in this field, it is still an extremely challenging
task for autonomous vehicles to navigate in dense urban scenarios which involve interactions
with other road entities. Under such scenarios, autonomous vehicles need to accurately
predict potential behaviors of other road participants, and plan safe and high-quality motions
accordingly. In fact, such interactive prediction and planning problem is one of the major
blocks to enable full autonomy. Therefore, in this dissertation, we focus on the design of
interaction-aware prediction and planning models for autonomous vehicles, which process is
illustrated in Fig. 1.1.

Task
Desired Model 

Properties

Input

Output

Algorithm

User

Data

Desired Model 
Properties Metric

Model
forward process backward process

Figure 1.1: Model design process.
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It is important to determine our expectations for the model before the design, which
can be derived through two perspectives: 1) From the perspective of evaluation metrics (i.e.
backward design). 2) From the perspective of task and user preferences (i.e. forward design).
It is common to set the design goal as having state-of-the-art results evaluated using certain
metrics, but the model could be deficient if only backward design process is considered.
For example, when designing a prediction model, if we only concentrate on improving the
prediction accuracy, the model might suffer from overfitting. Hence, we propose to take into
account both forward and backward process for the model design.

According to Fig. 1.1, the forward design process begins with a task module and an
user module. The task module describes what the model are designated to perform, such
as "predict surrounding vehicles’ trajectories" for a prediction model, or "merge into traf-
fic" for a planning model; the user module describes user’s preference on the model, for
example passengers might prefer time-efficient driving strategies or gaining insight into why
certain decision is made by the model. The backward design process, on the other hand,
starts with a metric module which contains commonly used metrics for a given task. For
instance, a trajectory prediction task usually utilizes mean squared error (MSE) to evaluate
the prediction accuracy between the predicted output and the ground-truth. After acquiring
information from the aforementioned three modules, we are able to infer desired properties
for the model through both forward and backward process. Consequently, based on these
properties and problem settings, we could determine the four building blocks of the final
model, which include data, input, output, and the overall algorithm.

In this dissertation, we will cover seven model properties for prediction and planning
tasks in autonomous driving, which are listed below with a brief introduction for each of
them. Specifically, the first three properties are mainly related to prediction models, the last
property is related to planning models, and the remaining properties are associated with both
prediction and planning models. Moreover, interpretability and efficiency are properties that
usually connect to user preferences, while other properties are either related to the task or
the metric information. Note that some fundamental model properties such as accuracy for
prediction models or feasibility for planning models are not listed below but are considered
in the design.

• Uncertainty: As what will happen in the future will never be deterministic, prediction
models are expected to consider uncertainties in predicted outputs.

• Multi-modality: The multi-modal property of a model can be regarded as having
different motion patterns in the outputs. As was reviewed and summarized in [1],
motion patterns can be categorized hierarchically into route, pass-yield and subtle
patterns in various kinds of scenarios.

• Interpretability: Interpretability refers to an ability that can let people comprehend
why certain decisions or predictions have been made by the model. This ability could
help passengers to trust and mitigate fears of using autonomous vehicles. According
to [2], interpretability can be viewed in two aspects. Firstly, models can convey some
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interpretability by themselves and such model are called as transparent models. Sec-
ondly, we can use some techniques to enable model interpretability. Such techniques
are called post-hoc explainability techniques, which aim at communicating understand-
able information about how an already developed model produces its predictions for
any given input.

• Flexibility: Flexibility refers to the model’s ability to deal with a time-varying number
of homogeneous or even heterogeneous agents in a scenario. Specifically, the model
should handle different input sizes and be invariant to input ordering.

• Generalizability: Generalizability refers to the degree to which the model can be gen-
eralized or transferred to various situations. It is expected that a predictor or planner
is generalizable across unseen driving scenarios or domains and such model property
is extremely important for enabling autonomous vehicles to navigate in dynamically
changing environment in real life.

• Reliability: Reliability refers to the quality of being trustworthy or of performing
consistently well. In order for an autonomous vehicle to smoothly navigate in the
environment, the predictor is expected to continuously produce reasonable results that
are at least consistent with common-sense, and the planner should always generate
collision-free path with safety guarantees.

• Efficiency: Efficiency, or time efficiency specifically, is an important factor in path
planning. On one hand, a path planner is expected to find a safe solution path within
a reasonable amount of time. On the other hand, passengers would prefer autonomous
vehicles have efficient decision makers such that they can spend less time in traffic and
arrive their destinations quickly.

1.2 Dissertation Contributions and Outline
The goal of this dissertation is to design interaction-aware prediction and planning models

based on different problem settings in order to achieve desired model properties.
Figure 1.2 illustrates the outline of this dissertation. We divide this dissertation into

two parts, two-agent interaction in Part I and multi-agent interaction in Part II. Note that
in autonomous driving applications, agents referred to as road participants include vehicles,
cyclists, and pedestrians. When traffic is sparse, interaction is most likely occur between
two agents; when traffic is dense, each agent needs to simultaneously interact with several
other agents, which results in multi-agent interaction. In each part, we consider different
prediction and planning related problems, and motivate our design by identifying desired
model properties correspond to each problem. Part I involves fundamental explorations
of how certain model property can be achieved through algorithm design by taking the
advantage of relatively low-complexity two-agent settings. Part II includes comprehensive
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analysis and designs for each desired model property under more complicated multi-agent
settings.

1.2.1 Part I Two-agent Interaction

For two-agent interaction, two different situations need to be considered. The first situ-
ation is when both agents are observed by the autonomous vehicle, whose behaviors might
have potential influence on the autonomous vehicle itself. In such case, predicting two agents’
joint behaviors could help the autonomous vehicle make its own decisions better. The second
situation is when one of the agents is autonomous vehicle and it is interacting with another
agent on the road. In such case, the autonomous vehicle needs to predict the other agent’s
behavior conditioned on its planned path. In this part, we will consider both of the two-agent
interaction settings and explore a total of five model properties when designing our models
(see Fig. 1.2 for details).

Chapter 2

For prediction tasks, as the predicted horizon becomes longer, modeling prediction un-
certainties and multi-modal distributions over future sequences turn into a challenging task.
In this chapter, we address these challenge by presenting a multi-modal probabilistic pre-
diction approach. The proposed method is based on a generative model and is capable of
jointly predicting sequential motions of each pair of interacting agents. Most importantly,
our model is interpretable, which can explain the underneath logic as well as obtain more
reliability to use in real applications. A complicate real-world roundabout scenario is utilized
to implement and examine the proposed method.

Chapter 3

When predicting behaviors of other agents, both rational and irrational behaviors exist,
which need to be aware of by autonomous vehicles in their prediction module. Besides, the
prediction module is also expected to generate reasonable results in the presence of unseen
and corner scenarios. Two types of prediction models are typically used to solve the pre-
diction problem: learning-based model and planning-based model. Learning-based model
utilizes real driving data to model the human behaviors. Depending on the structure of
the data, learning-based models can predict both rational and irrational behaviors. But the
balance between them cannot be customized, which creates challenges in generalizing the
prediction results. Planning-based model, on the other hand, usually assumes human as a
rational agent, i.e., it anticipates only rational behavior of human drivers. In this chapter,
a generic prediction architecture is proposed to address various rationalities in human be-
havior. We leverage the advantages from both learning-based and planning-based prediction
models. The proposed approach is able to predict continuous trajectories that well-reflect
possible future situations of other drivers. Moreover, the prediction performance remains



CHAPTER 1. INTRODUCTION 5

stable under various unseen driving scenarios. A case study under a real-world roundabout
scenario is provided to demonstrate the performance and capability of the proposed predic-
tion architecture.

1.2.2 Part II Multi-agent Interaction

For multi-agent interaction, we are still able to use what we have learned from two-agent
interaction settings for reference, but there are additional challenges we need to consider.
Firstly, when multiple vehicles interact with each other, transitions of their states are highly
coupled and interaction patterns between any two vehicles are different, which require more
sophisticated prediction and planning models. Secondly, each driver has his/her own person-
ality that leads to certain driving style. Hence, while interacting with multiple agents, the
autonomous vehicle is expected to infer such unobservable information and react accordingly.
Finally, the interaction patterns among agents also relate to environment information. For
example, different topological structures or traffic regulations will influence the behavior of
each agent and thus influence how a driving scene will be developed into the future. There-
fore, it is necessary to find suitable representations of the environment and incorporate them
into the model. In this part, we will address the aforementioned challenges under multi-
agent settings and explore a total of seven model properties when designing prediction and
planning models (see Fig. 1.2 for details).

Chapter 4

When predicting possible behaviors of traffic participants, the majority of current re-
searches fix the number of driving intentions by considering only a specific scenario. However,
distinct driving environments usually contain various possible driving maneuvers. Therefore,
an intention prediction method that can adapt to different traffic scenarios is needed. To
further improve the overall vehicle prediction performance, motion information is usually
incorporated with classified intentions. As suggested in some literature, the methods that
directly predict possible goal locations can achieve better performance for long-term motion
prediction than other approaches due to their automatic incorporation of environment con-
straints. Moreover, by obtaining the temporal information of the predicted destinations, the
optimal trajectories for predicted vehicles as well as the desirable path for ego autonomous
vehicle could be easily generated. In this chapter, we propose a Semantic-based Intention
and Motion Prediction (SIMP) method, which can be adapted to any driving scenarios by
using semantic-defined vehicle behaviors. It utilizes a probabilistic framework based on deep
neural network to estimate the intentions, final locations, and the corresponding time infor-
mation for surrounding vehicles. An exemplar real-world scenario was used to implement
and examine the proposed method.
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Chapter 5

In this chapter, we present a probabilistic framework that is able to jointly predict con-
tinuous motions for multiple interacting road participants under any driving scenarios and
is capable of forecasting the duration of each interaction, which can enhance the prediction
performance and efficiency. The proposed traffic scene prediction framework contains two
hierarchical modules: the upper module and the lower module. The upper module forecasts
the intention of the predicted vehicle, while the lower module predicts motions for interact-
ing scene entities. An exemplar real-world scenario is used to implement and examine the
proposed framework.

Chapter 6

Since autonomous vehicles need to navigate in dynamically changing environments, they
are expected to make accurate predictions regardless of where they are and what driving
circumstances they encountered. A number of methodologies have been proposed to solve
prediction problems under different traffic situations. However, these works either focus
on one particular driving scenario (e.g. highway, intersection, or roundabout) or do not
take sufficient environment information (e.g. road topology, traffic rules, and surrounding
agents) into account. In fact, the limitation to certain scenario is mainly due to the lackness
of generic representations of the environment. The insufficiency of environment information
further limits the flexibility and transferability of the predictor. In this chapter, we propose
a scenario-transferable and interaction-aware probabilistic prediction algorithm based on
semantic graph reasoning. We first introduce generic representations for both static and dy-
namic elements in driving environments. Then these representations are utilized to describe
semantic goals for selected agents and incorporate them into spatial-temporal structures.
Finally, we reason internal relations among these structured semantic representations using
learning-based method and obtain prediction results. The proposed algorithm is thoroughly
examined under several complicated real-world driving scenarios to demonstrate its flexibil-
ity and transferability, where the predictor can be directly used under unforeseen driving
circumstances with different static and dynamic information.

Chapter 7

In order to drive safely and efficiently under merging scenarios, autonomous vehicles
should be aware of their surroundings and make decisions by interacting with other road
participants. Moreover, different strategies should be made when the autonomous vehicle is
interacting with drivers having different level of cooperativeness. Whether the vehicle is on
the merge-lane or main-lane will also influence the driving maneuvers since drivers will behave
differently when they have the right-of-way than otherwise. Many traditional methods have
been proposed to solve decision making problems under merging scenarios. However, these
works either are incapable of modeling complicated interactions or require implementing
hand-designed rules which cannot properly handle the uncertainties in real-world scenarios.
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In this chapter, we proposed an interaction-aware decision making with adaptive strategies
(IDAS) approach that can let the autonomous vehicle negotiate the road with other drivers
by leveraging their cooperativeness under merging scenarios. A single policy is learned under
the multi-agent reinforcement learning (MARL) setting via the curriculum learning strategy,
which enables the agent to automatically infer other drivers’ various behaviors and make
decisions strategically. A masking mechanism is also proposed to prevent the agent from
exploring states that violate common sense of human judgment and increase the learning
efficiency. An exemplar merging scenario was used to implement and examine the proposed
method
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Two-agent Interaction
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Chapter 2

Multi-modal and Interpretable Predictor

2.1 Introduction
The idea of predicting the future behavior of statistical time series has a wide range of

application in economics, weather forecast, intelligent agent systems, etc. The autonomous
vehicle is one of the well-known intelligent agents and it is expected to predict behaviors
of other road entities. Accurate and reasonable prediction is a prerequisite of performing
reliable tasks involving motion planning, decision making, and control.

There have been numerous researchers working on behavior prediction problems and
many approaches have been explored to solve such problem in the autonomous driving area.
Some of these approaches only performed point estimate by assuming that the environment
is deterministic. However, they failed to taking into account the uncertainty of future out-
comes caused by partial observation or stochastic dynamics, which will induce the lost of
information that capture the real physical interactions. Therefore, in this chapter, we take
into account the uncertainty of drivers as well as the evolution of the traffic situations and
try to predict possible behaviors of multiple traffic participants several steps into the future.

(a) (b)
A A

BB

Figure 2.1: A demonstration of (a) single-modal and (b) multi-modal predicted distributions.
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When dealing with uncertainties for sequential prediction problems, two aspects need
to be further discussed: the estimation of multi-modal output distribution and the inter-
pretability of the output samples. The multi-modal property of a method can be regarded
as having different motion patterns in the outputs, which is illustrated in Fig. 2.1. As was
reviewed and summarized in [1], motion patterns can be categorized hierarchically into route,
pass-yield and subtle patterns in various kinds of scenarios. For routing information, motion
patterns can be regarded as discrete. In contrast, predicted future trajectories are expected
to have continuous motion patterns, where the agent’s speed could increase, decrease or
change randomly for a sequence of future motions.

The model interpretability is also a crucial aspect that needs to be considered. Since
the output uncertainty is usually achieved by sampling data points from some learned dis-
tributions, it is necessary to reason about what causes the motion pattern to vary among
samples. However, most of the commonly used approaches cannot provide much insight
on the structure of the function that is being approximated, especially for learning-based
methods.

The contributions of this chapter are in four folds: First, we proposed a multi-modal
probabilistic prediction structure for autonomous vehicles using only a single learning-based
model. Second, we considered the sequential motion prediction of each pair of interacting
vehicles. Third, the proposed model is interpretable as we are able to explain each sampled
data point and relate it to the underlying motion pattern. Last but not least, we trained and
tested our method under a complicated roundabout scenario, which adds more difficulties to
the behavior prediction problem.

The remainder of the chapter is organized as follows: Section 2.2 provides a brief overview
of works related to interpretable models, trajectory prediction, and multi-modality. Section
2.3 provides the detailed explanation of the proposed approach; Section 2.4 discusses an
exemplar scenario to apply our method; evaluations and results are provided in Section 2.5;
and Section 2.6 concludes the chapter.

2.2 Related Works

2.2.1 Interpretable Models

To solve prediction problems for autonomous vehicles, many researchers utilized tradi-
tional methods such as constant velocity (CV), constant acceleration (CA), Intelligent Driver
Model (IDM), and Kalman Filter (KF) [3]. However, these methods work well only under
simple driving scenarios and their performances degrade for long-term prediction as they
ignores surrounding context. As these models can easily fail when scaled to complicated
traffic scenes, classical machine learning models are usually used instead, such as Hidden
Markov Model (HMM) [4], Bayesian Networks (BN) [5], Gaussian Process (GP) [6], and In-
verse Reinforcement Learning (IRL) [7][8]. The aforementioned methods either utilize some
known transitions models or incorporate hand-designed domain knowledges to enhance the
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prediction performance. Although these works consist of interpretable methodology, their
performances are usually worse than most learning-base methods that lack interpretations.

The success of deep learning in many real-life applications motivates research on its use
for motion prediction and related methods include Mixture Density Networks (MDN) [9],
Recurrent Neural Networks (RNN) [10], and Convolutional Neural Networks (CNN) [11].
Deep learning models can achieve high accuracy but at the expense of high abstraction
which cannot be trusted.

Recently, numerous researchers tried to reason about learning-based methods by utilizing
the idea of variational autoencoder (VAE) [12] which is a latent variable model that is able
to learn a factored, low-dimensional representation of data. [13] developed a framework for
incorporating structured graphical models in the encoders of VAE that allows them to in-
duce interpretable representations through approximate variational inference. [14] proposed
a novel factorized hierarchical VAE to learn disentangled and interpretable latent representa-
tions from sequential data. Our goal is to develop an interpretable architecture for behavior
prediction based on the latent variable model such that features involved in modeling can
be described through latent codes and explainable future motions can be generated.

2.2.2 Trajectory Prediction

There are variety of works dealing with trajectory prediction problems for road enti-
ties such as vehicles and pedestrians. [15] proposed a Long Short-Term Memory (LSTM)
encoder-decoder model to predict a multi-modal predictive distribution over future trajec-
tories based on maneuver classes. [16] applied the Hidden Markov Model (HMM) to predict
the trajectories for individual driver. [17] combined CNN and LSTM to predict multi-modal
trajectories for an agent on a bird-view image. The main limitation of these works, however,
is that they only predict motions for one selected agent without considering the influence of
other agents with potential interactions.

Since the motion of an agent can be largely influenced by other surrounding agents, some
researchers began to tackle the scene prediction problem. Modeling future distributions over
the entire traffic scene is a challenging task, given the high dimensional feature space and
complex dynamics of the environment. [18] and [19] brought forward a LSTM-based struc-
ture to predict the most possible K trajectory candidates for every vehicles over occupancy
grid map. [20] utilized the Dynamic Bayesian network (DBN) for behavior and trajectory
prediction. In [21], the authors proposed a hierarchical scene prediction framework, where
the Conditional Variational Autoencoder (CVAE) was used in their lower module to predict
continuous motions for multiple interacting road participants.

2.2.3 Multi-modality

There exists a number of studies addressing the problem of modeling multi-modality.
Feedforward network with Gaussian Mixture [9][10] is usually applied to solve multi-modal
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regression tasks but it is often difficult to train in practice due to numerical instabilities
when operating in high-dimensional spaces such as predicting future sequences.

Other works solved this problem by utilizing different regression models for different
possible discrete intentions of road entities [6][21]. However, when the intention space is
large or data is insufficient, such method becomes inefficient and the model will even suffer
from over-fitting problems. Alternatively, [11][22] treated the discrete intention as one of the
state input to the proposed structure to generate different types of output.

2.3 Approach
In this section, we first introduce the main algorithm of the proposed behavior prediction

approach. Then the details of the intention prediction method are illustrated.

2.3.1 Interactive Behavior Prediction

Our proposed method is based on the structure of CVAE which has a similar encoder-
decoder structure as the typical VAE. Two types of conditional input are considered in our
model structure: historical scene information and inferred driving intention.

We focus on predicting human drivers’ interactive behaviors between two vehicles: vehicle
A, (denoted by (·)A), and vehicle B, (denoted by (·)B). Both vehicles are regarded as the
predicted vehicle and we are interested in jointly predicting their behaviors, while taking
into account any internal correlations. Note that it is trivial to convert the output joint
distribution to a conditional distribution by treating one of the predicted vehicles as the ego
vehicle and obtain the behavior prediction of the other. However, we will not address further
on such problem setting in this chapter.

For a given vehicle, we use ξ to represent its actual trajectory and ξ̂ as the trajectory we
predict. At the current time step t, we denote the vehicle’s historical trajectory as ξ(t−T1):t
and its future trajectory as ξt:(t+T2), where T1 and T2 represent the number of time steps
into the past and future, respectively. Moreover, we denote I as the discrete intention of a
vehicle and E as the environment information that contains states of surrounding vehicles.

Given the historical trajectory and driving intention of two interactive vehicles, along
with the environment information, the objective of estimating probabilistic joint trajectories
can be expressed as:

P (ξ
{A,B}
t:(t+T2)

| ξ{A,B}(t−T1):t,I
{A,B}, E). (2.1)

To formulate the problem in the CVAE structure, we let the encoder, qθ, take the input
x as a learned embedded space of historical trajectory and environment information, c as
the intention vector I{A,B}, and y as the actual trajectory ξ{A,B}t:(t+T2)

, to “encode" them into a
latent z-space. Then the decoder, pφ, takes x and c as input, to “decode" the sampled values
from z-space back to the output ŷ, which corresponds to the predicted future trajectories
ξ̂
{A,B}
t:(t+T2)

. To enable backpropagation, the network is trained using the reparameterization



CHAPTER 2. MULTI-MODAL AND INTERPRETABLE PREDICTOR 13

DTW Intention Interact
Pairs

FC

LSTM

Encoder z Decoder
Env Info

Past Joint Traj Actual Joint Traj

Predicted Joint Traj
x

c

y

ŷ
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Figure 2.2: (a) The overall structure of the proposed method. (b) Roundabout map and all
reference path.

trick [12] such that the latent variables can be expressed as:

z = µθ(x, c, y) + σθ(x, c, y)× ε, ε ∼ N (0, I). (2.2)

Here, θ and φ are the parameters of the encoder and decoder network, respectively. To
learn these parameters, we can optimize the variational lower bound:

L = −Eqθ(z|x,c,y)
[

log pφ(y|x, c, z)
]

+ βDKL(qθ(z|x, c, y)||p(z)), (2.3)

where the model is forced to perform a trade-off between a good estimation of data log-
likelihood and the KL divergence of the approximated posterior qθ from prior p(z) which,
in our case, is assumed as unit Gaussian N (0, I). We also utilize the hyperparameter β to
control the training balance between the two losses for better performance.

At test time, we can directly sample from N (0, I) as the latent variable input and only
use the decoder to obtain the predicted joint distribution. Notice that among the three
input of the decoder network, only x is fixed at a given time step while both c and z are
non-deterministic factors. Therefore, in the following section, we will analyze the effects of
these factors to the output trajectories, demonstrate how the proposed model can estimate
multi-modal distributions over future sequences, and explore the interpretability underneath
the model.

2.3.2 Intention Prediction

Bayesian Approach

During the scene evolution, we use a Bayesian approach to predict each vehicle’s intention
i, based on history observation h. In this problem, we consider the vehicle’s past trajectory
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as the observation h since an agent’s potential intent can largely influence its trajectory.
Therefore, the Bayesian equation can be written as:

f(i|h) =
f(h|i)f(i)∑
i f(h|i)f(i)

, (2.4)

where f(·) represents the probability density function. The term f(i) is the prior belief of
the intention and is initialized with a known distribution according to initial observation;
f(h|i) is the likelihood of observing h for a given intention i; and the denominator is a
normalization term.

Dynamic Time Wraping (DTW)

The dynamic time warping (DTW) distance as proposed in [23] is a trajectory measure
that can be used on general time series. DTW does not require both trajectories to have the
same length. Instead, DTW measures the temporal changes that are necessary in order to
warp one trajectory into another.

If we consider driving intention as pursuing some goal location such as one of the exit
branch in roundabout scenario or left/right turn in intersections, we are able to obtain a
reference driving path for each intention. Therefore, we can use the DTW algorithm to
determine the likelihood of an observed trajectory h given a reference path ri assuming the
agent has intention i:

f(h|i) =
e−D(ri,h)∑
i e
−D(ri,h)

, (2.5)

where D(ri, h) is the cost calculated by the DTW algorithm. The smaller the cost is, the
closer the observed trajectory is to the reference path, and thus the higher the probability is
for intention i. In fact, we are interested in the DTW value between the observed trajectory
and a segment of the reference path closer to the trajectory instead of the full reference path.

Select Interacting Pairs

After obtaining the intention probabilities of each vehicle in the scene at a given time
step, we can determine whether any of the two vehicles have potential interaction according
to their corresponding reference path. If all potential reference path of two vehicles have
no crossing point, the vehicles’ future trajectories will be independent from each other and
thus no attempt is needed to further predict their joint motions. In this work, we make an
assumption that the interaction happens only between two agents but there can be multiple
interacting pairs in the scene concurrently.

Avoid Constantly-Changed Prediction Results

To avoid rapid fluctuation of the likelihood distribution, we perform the aforementioned
intention prediction algorithm for at least every other 0.4s. Here we assume that a certain
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driving intention will not change within a short period of time especially for the roundabout
scenario where the driver already know his/her intended road branch to exit.

2.4 Experiments
In this section, we use an exemplar roundabout scenario to apply our proposed behavior

prediction method. The data source and details of the problem formulation are presented.

2.4.1 Real Driving Scenario

Dataset

The driving data we used was collected by our Mechanical Systems Control Lab at a
single-lane roundabout in Berkeley, CA. The roundabout, shown in Fig. 2.2(b), is connected
with 8 branches and each of them has one entry lane and one exit lane.

The data was collected by a drone from bird’s eye view. To smoothen the noisy data,
we performed a downsampling to decrease the sampling rate from 10Hz to 5Hz and applied
an Extended Kalman Filter (EKF). We manually picked 1534 driving segments from the
collected data, where 80% were randomly selected for training and 20% for testing.

Reference Path

According to the dataset, a total of 19 reference paths were considered, which can be
seen in Fig. 2.2(b). Each reference path corresponds to a routing information from one lane
to another and is generated by finding the best fitted path among all vehicle trajectories in
the data that have the same entry and exit lane.

2.4.2 Problem Description and Feature Selection

Problem Description

For roundabout scenario, one of the most typical interaction scenarios happens when one
vehicle (car A) is waiting behind the stop/yield sign and trying to enter the circular roadway,
while another vehicle (carB) is driving on the circular roadway towards the direction of car A.
Under such circumstance, the potential exit lane for car B will largely influence the driving
behavior of both vehicles. For example, if car B exits the circular roadway before reaching
the current lane of car A, the driving trajectories of two vehicles will not be influenced by
each other; contrarily, if car B keep driving on the circular roadway, two cars will begin
negotiating with each other to decide who should go first, which will affect their future
trajectories.

As most of the selected cases in our dataset belong to the aforementioned situation, we
only consider the driving intent of car B as the intention input I in our proposed predic-
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Figure 2.3: Visualization of the prediction results under a selected test scenario. Each
dotted point represents the position of the vehicle. The green dots represent the ground
truth trajectory of the vehicle, where the time step between each two dots is 0.2s; the red
dots represent the input historical trajectory. Ten future trajectories for car A and car B
are sampled from the trained model and are shown in cyan and pink color, respectively.
The legend in the plots of the first row should be interpreted as: [entry lane → exit lane]:
posterior intention probability / current DTW value.

tion model. Moreover, the front vehicles of car A and car B are regarded as environment
information in each driving case, which are essential influence factors of vehicle behaviors.

Feature Selection

The input of past joint trajectories contains four features at each time step: ξA,B(t−T1):t =

[xA(t−T1):t,y
A
(t−T1):t,x

B
(t−T1):t,y

B
(t−T1):t]. The environment input contains the surrounding ve-

hicles’ information at the current time step t, which is the state of each interactive car’s
front vehicle: E = [xfrontt ,yfrontt ,vfrontt ]. Here, x and y represent the vehicle’s location in
Euclidean coordinates, while v denotes the vehicle speed. The driving intention is converted
to an one-hot vector, which denotes the intended exit branch for the selected vehicle out of
all 8 possible branches.

2.4.3 Implementation Details

As shown in Fig. 2.2, the environment information passes through a fully connected
network with 16 neurons and the sequence of past joint trajectories are fed into one LSTM
cell with 16 neurons. Both the encoder and decoder contain three fully connected layers of
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Figure 2.4: Latent space visualization and demonstration of the interpretable model. In
(b1-b5) and (c1-c5), red points represent historical trajectories and black points represent
predicted future trajectories for both vehicles.

64 neurons with tanh as non-linear activation function. The latent space dimension is set to
2 and a randomly sampled z-vector from a unit Gaussian is used as one of the input of the
decoder. In this problem, T1 and T2 are both set to 5, where we want to predict 1s into the
future using the past 1s information. According to the experiment, the method has the best
performance when β is set to 0.005.

2.5 Results and Evaluations
In this section, we first visually illustrate the result of the proposed model through

several selected cases. Then we introduce the quantitative evaluation metric and present the
comparison result with other baseline methods.

2.5.1 Visual Illustration

Intention Prediction

We selected a representative case to demonstrate how intention is predicted using Bayesian
update and DTW, shown in the first row of Fig. 2.3. The top four reference paths that have
the highest intention probability were plotted in light blue and we further selected a path
segment (dark blue) from each reference path to calculate the DTW value with the observed
historical trajectory (red).

At the beginning, the vehicle’s intention is ambiguous and it has similar probability of
exiting at branch 1, 2, and 3. However, the reference path of exiting at the 4th branch has the
largest DTW value compared to the vehicle’s observed trajectory and thus its corresponding
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intention probability is the smallest among the listed four reference path. As the vehicle
continues to move, it drives closer to the roundabout center and has lesser intent to exit.
Such behavior is well captured by the intention prediction module as shown in the first and
second column of the first row in Fig 2.3, where the probabilities of the vehicle exiting the
1st and 2nd branch increase while the likelihood of exiting at the 3rd branch decreases.

Trajectory Prediction

We tested and compared the prediction results of our proposed method with the original
CVAE approach that does not contain intention inference module. The testing results on a
selected scene are shown in the bottom two rows of Fig. 2.3. To make a fair comparison, we
fixed the 10 randomly sampled latent z-values in both methods and used them to generate
10 future joint trajectories of two interacting vehicles.

According to the result, our proposed method successfully generates different motion
patterns which are consistent with the intention prediction result. In contrast, the traditional
CVAE method only predicts one motion pattern and it fails to consider the possibility that
car B might exit the roundabout at the 3rd branch.

We argue that although two vehicles have interaction and it may influence their future
trajectories, the intention of which road to exit for car B is not influenced by the other
vehicle, A. Therefore, if we are about to predict the joint trajectories of two cars using
learning-based methods like CVAE, each vehicle’s trajectory will be largely influenced by
the data distribution and will not reveal multi-modal property if the amount of data we
used are not large enough to cover every possible cases. Even if we have sufficient data, the
CVAE network will most likely learn how to closely relate the future motions of two vehicles
instead of learning to infer the future joint trajectories based on the historical trajectory of
each individual vehicle. In other word, we don’t want the network to only learn the motion
correlations between two vehicles without treating each of them individually. Hence, the
intention factor we added in the proposed method will mitigate such problem by encouraging
the network to relate each vehicle’s intention to its own past trajectory and then generating
its future motions while taking other vehicle’s historical motions into consideration.

Interpretability

The learned latent space is plotted in Fig. 2.4(a) where we assigned different colors to
different interact cases. Although the pass/yield information of two interacting vehicles
is not used during training, our proposed method successfully distinguished such motion
patterns in the latent space. To illustrate the influence of the sampled z-vector to the
predicted trajectories, we fixed the intention input c and only changed the z value along its
two dimensions.

As we fix z1 and decrease z2 (figure b1 to b5), car B increases its speed and shifts from
yielding car A to passing car A while the speed of A does not change much. As we fix z2
and increase z1 (figure c1 to c5), car B always passes car A but the speed of car A gradually
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decreases. Therefore we can conclude that if we move z from the 2nd to the 4th quadrant
of the 2D unit Gaussian, there will be an obvious change of interaction patterns between
two cars. Hence, the proposed method is interpretable as the sampled output can be well-
explained by the location of z. Moreover, being able to generate various motion patterns
from different sampled z values can be also regarded as having the multi-modal property.

2.5.2 Metric

Mean Squared Error (MSE)

MSE is commonly used to evaluate the prediction performance and the equation can be
written as:

MSE =
1

Ns

Ns∑
s=1

(
y − ŷs)2, (2.6)

where ŷs is the s-th sampled prediction result out of Ns output samples and y is the ground-
truth.

MSE is skewed in favor of models that average different output modes. In particular,
this average may not represent a good prediction when more than one mode exists.

Negative Log Likelihood (NLL)

While MSE provides a tangible measure for the predictive accuracy of models, it has
limitations while evaluating multi-modal predictions. NLL, instead, is a proper metric for
evaluating predictive uncertainty [24] and it can be calculated as:

NLL =
log σ2(ŷ)

2
+

(y − µ(ŷ))2

2σ2(ŷ))
, (2.7)

where µ(ŷ) and σ2(ŷ) represent the mean and variance of Ns output samples respectively.

2.5.3 Quantitative Performance Evaluation

We compared our method with the following three approaches, where all of them take
historical trajectories as input and generate a sequence of future trajectories as output.

• Conditional Variational Autoencoder (CVAE w/o I): We compared the proposed
method with the traditional CVAE approach without using intention prediction mod-
ule.

• Multi-layer Perceptron Ensemble (MLP-ensemble): The MLP is designed to have the
same network structure as the decoder in our proposed model. To incorporate un-
certainty, we applied the bagging strategy to combine predictions of models built on
subsets created by bootstrapping.
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• Monte Carlo dropout (MC-dropout): We also implemented the MC-dropout method
[25] to estimate the prediction uncertainty by using Dropout during training and test
time. The mean and variance can be obtained by performing stochastic forward passes
and averaging over the outputs.

The MSE and NLL values are calculated for all four methods and the results are shown
in Table 2.1. It is apparent from the table that our method has the largest value in terms of
the MSE but has the smallest NLL. Such results indicate that the proposed method is able to
generate output trajectories with the largest uncertainties due to its multi-modal prediction
results at the expense of slightly larger MSE value. The reason that other methods have
smaller MSE value is because they can only approximate single motion model and all the
corresponding output samples are distributed around the groudtruth. However, small MSE
is not favorable when the output is supposed to have multiple motion models.

Moreover, we notice that CVAE has comparable results against ML dropout and MLP
ensemble in terms of the two evaluation metrics. Therefore, the proposed method, based
on the CVAE methodology, is not only able to generate desirable performances, but also
capable of estimating explainable multi-modal distributions.

Table 2.1: Performance Comparison

Method Proposed CVAE Without I MC Dropout MLP Ensemble

MSE 0.45 ± 0.11 0.16 ± 0.14 0.15 ± 0.10 0.20 ± 0.11

NLL 0.83 ± 0.26 2.57 ± 1.02 2.10 ± 0.63 3.05 ± 0.97

2.6 Conclusions
In this chapter, a multi-modal probabilistic prediction method is proposed, which can

predict interactive behavior for traffic participants and acquires interpretability. An exemplar
roundabout scenarios with real-world data collected by ourselves was used to demonstrate the
performance of our method. First, the prediction results for intention and motion of selected
vehicles are visually illustrated through a representative driving case. Then, we plotted the
learned latent space to demonstrate the interpretability. Finally, we quantitatively compared
the proposed method with three different models: CVAE, MLP ensemble and MC dropout.
Our method outperforms these methods in terms of the negative log likelihood metric, which
shows its advantages for learning conditional models on multi-modal distributions. In future
works, we will focus on making the prediction algorithm not only interpretable but also safe
to use under various circumstances.
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Chapter 3

Rational and Irrational Motion
Predictor with Planning

3.1 Introduction

3.1.1 Motivation

While interacting with human drivers, autonomous vehicles need to be aware of the
multi-modal interaction outcomes in order to have reasonable prediction results. Such multi-
modality comes from the fact that human can have different levels of rationality. Rational
behaviors usually result in safe and feasible driving motions, while irrational behaviors are
typically reflected by dangerous and unusual driving motions that may lead to car accidents.

Even though most people would consider themselves to be logical and can make rational
decisions, drivers are not necessarily absolute rational. They do not always drive in optimal
and safe trajectories since sometimes they are willing to take risks for their own benefits.
For example, a driver may perform a dangerous cut-in maneuver to change into a desired
lane quickly; a novice driver might be overly cautious and tends to make improper braking.
Besides, drivers can easily have irrational driving behaviors due to wrong predictions of
other road entities or unawareness of the surroundings. Therefore, autonomous cars are
expected to consider not only rational but also irrational behaviors of other drivers during
the prediction process, which will assure preparation for potential emergencies as well as safe
and comfortable driving experiences.

3.1.2 Related Works

Learning-based Approach

Learning-based methods have been wildly used for prediction problems for autonomous
vehicles, which utilize real data to produce the future outcomes of human drivers. In [26],
the authors modeled the driver behavior by hidden Markov models (HMM) and Gaussian
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Process (GP) to generate a group of future trajectories of the predicted vehicle. The long
short-term memory (LSTM) method is utilized in [15] and [19] to analyze past trajectory
data and predict the future locations of the surrounding vehicles. [21] proposed to combine
a modified mixture density network (MDN) [9] and a conditional variational autoencoder
(CVAE) to predict both discrete intention and continuous motions for multiple interacting
vehicles. Based on generative models, an interpretable multi-modal prediction method is
proposed in [27] , which can predict interactive behavior for traffic participants.

The main advantage of learning-based methods is that complicated models can be learned
to represent real-life situations for prediction. However, two drawbacks need to be concerned
for the learning-based method. First is the data insufficiency. Although researchers have
tried to use more training data to learn driving models, it is nearly impossible to have a
dataset that is large enough to cover every possible driving situations and thus the learned
model can easily fail under any unseen or corner cases. Second is the inherent biases of
the collected data. In fact, if the training data has some inherent biases, the driving model
will not only learn those biases but will end up amplifying them. For example, if under a
certain driving scenario, the data contain mostly irrational behaviors, the learned model will
be inclined to predict more irrational than rational behaviors.

Planning-based Approach

Planning-based approaches [28, 29, 30, 31, 32, 33] assume that human drivers are approx-
imately optimal planners with respect to some reward functions, i.e., their future trajectories
are maximizing their rewards. Hence, the prediction of their trajectories can be obtained by
solving optimization problems with the correct reward functions.

To acquire such reward functions, inverse reinforcement learning (IRL) has been widely
adopted. It aims at finding a reward function which can match best in terms of key features
with the observed demonstrations. Initially proposed by Kalman [34], [35] and [36] formu-
lated it as apprenticeship learning by maximizing the margin in terms of feature matching.
Later, Ziebart et al. [37] further extended IRL to deal with the probabilistic characteristic
of reward functions via the maximum entropy principle. Levine et al. [38] proposed to solve
the maximum-entropy IRL directly in continuous domain and applied it to predict human
driving behaviors. Based on these works, many IRL based prediction or human behavior
modeling approaches have been proposed. For instance, [39] learned a model for cooperative
agents to generate human navigation behavior, and in [8], the authors used IRL to model
the social impact between interactive agents. In [7], the authors formulated a hierarchical
IRL to model human driver’s decision making and trajectory planning, so that interactive
driving behaviors can be predicted.

One main advantage of the aforementioned planning-based methods is their inherent
implication of causality. Hence, they can easily guarantee the feasibility of the predicted
trajectories and have better generalization ability to unseen circumstances. For instance, [40]
used planning-based methods to infer about uncertainties for better prediction. However, the
planning-based approach also suffer from several issues. First, most of the planning-based
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approaches assume that all drivers are approximately rational, i.e., they are optimizing some
reward/cost function while driving. This assumption cannot be strictly hold in practice since
“irrational” behaviors are inevitable. Consequently, the predicted trajectories might be too
conservative to reflect potential dangers in some situations. Although recent works such as
[41] and [42] have introduced some “irrational” behaviors into planning-based approaches, it
is still not sufficient to cover all human driving behaviors. Moreover, to obtain a solvable
and interpretable planning problem, the learned reward/cost functions are typically linear
combinations of features. Such representation might not be complicated enough to capture
different driving behavior.

3.1.3 Contribution

As planning is a lower module of prediction, it is common to solve planning problems by
utilizing prediction results to incorporate uncertainties. However, very few works explicitly
apply the planning approach in the prediction problem. In this work, we propose to leverage
the advantages of both the planning-based and learning-based methods to mutually compen-
sate for their drawbacks, which can enhance the overall prediction performance. The main
contributions of this work are as follows:

• We propose a generic environmental representation methodology for vehicle behavior
predictions under highly-interactive scenarios.

• Both the irrational and rational future trajectories of human drivers can be predicted,
which can provide better environment information to the autonomous vehicle.

• The performance of the proposed architecture remains stable and can be safely used
under rare events and corner cases.

• A challenging real-world roundabout scenario is considered in this work to demonstrate
the capability of our method.

3.2 Problem Statement

3.2.1 A mathematical representation

In this problem, we consider the interactive behavior between two vehicles: the ego
autonomous vehicle (denoted by (·)ego) and the predicted human-driven vehicle (denoted by
(·)pred). Other vehicles in the scene will be regarded as surrounding vehicles which is denoted
by (·)surr. For a given vehicle, we use ξ to represent historical trajectories, ξ̂ for future
trajectories, and ξ̂gt for ground truth future trajectories. We store all historical trajectories
of the related vehicles in ξ, where ξ = [ξpred, ξego, ξsurr]. Note that a trajectory is represented
by a sequence of states of the vehicle, i.e. ξ = [x1, x2, . . . , xT ] where T is the trajectory
horizon and xt denotes the vehicle state at t-th time step.
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Figure 3.1: Illustration of the Frenét frame and vehicle boundaries. The red point represents
the vehicle’s center of mass. The shape of the vehicle is approximated by three circles.

We aim at predicting the behavior of the selected vehicle while considering the potential
influence of its future behavior from our own vehicle. We use the following conditional
probability density function (PDF) to represent the correlated future trajectories of two
interactive vehicles:

P (ξ̂pred, ξ̂ego|ξ), (3.1)

where the possible joint trajectories of the two vehicles depend on the historical trajectories
of their own as well as all surrounding vehicles in the scene. However, after the ego vehicle
planned a possible future trajectory for its own, it is necessary to marginalize out ξ̂ego to
obtain the future trajectories of the predicted vehicle conditioned on the ego vehicle’s planned
trajectory. Mathematically, such dependencies can be expressed as:

P (ξ̂pred|ξ̂ego, ξ). (3.2)

In general, we are trying to infer possible future behaviors of the predicted vehicle given
several potential future trajectories planned for the ego vehicle.

3.2.2 Generic Environmental Representation

Representation in Frenét Frame

Instead of Cartesian coordinate, we utilized the Frenét Frame to represent vehicle state.
As illustrated in Fig. 3.1, the vehicle motion in the Frenét Frame can be represented with the
longitudinal position along the path s(t), and lateral deviation to the path d(t). Therefore
the vehicle state at time step t can be defined as xt = (s(t), d(t)). Note that the reference
path of a vehicle will change according to the road it is current driving on. The origin of the
reference path can be defined differently according to different objectives and each reference
path will have its own Frenét Frame. Since we are dealing with interaction between two
vehicles, we define the origin as the cross point of their reference path. Note that each
vehicle can have several possible reference paths, thus there could be multiple combinations
of reference path pair corresponding to different cross points.
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Figure 3.2: This plot shows the process of proposed architecture. Note that trajectories
directly sampled from the learning-based method can have three different degrees of ratio-
nality: (a) fully rational; (b) partially rational; (c) fully irrational. Here, we demonstrate
intuitive illustration of the reweighting process in each of these cases, where the original
probability density function (PDF) of all sampled trajectories is shown in blue, the PDF
after the reweighting process is shown in red, and the shaded area contains infeasible sample
points.

Conversion between Cartesian coordinate and Frenét Frame

For both ego and predicted vehicle, the following steps need to be performed throughout
the testing process of the proposed architecture:

(i) Determine the possibility of every reference trajectory according to historical path
using dynamic time wrapping (DTW) [23][27].

(ii) Map the current global position (in Cartesian coordinate) of the vehicle on to each
possible reference path (in Frenét Frame).

(iii) Perform the proposed prediction algorithm under the Frenét Frame.

(iv) Convert the predicted results back to Cartesian coordinate to check for collision and
visualize the result.

(v) Receive a new observation in Cartesian coordinate and repeat step (i)-(iv).

3.3 Prediction Architecture
In this section, we first introduce the detailed formulation and structure of the overall

prediction framework. We then overview the approaches used for the learning-based and
planning-based model. The graph illustration of the proposed architecture as well as the
pseudo-code of the algorithm are shown in Fig. 3.2 and Algorithm 1 respectively.
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3.3.1 Overall Framework

The proposed generic prediction framework contains the following six steps:

Sample Joint Trajectories

Given the observed historical trajectories of the two interacting vehicles and their sur-
rounding vehicles, the future joint trajectories can be sampled from the predicted joint
distribution generated by a learning-based method. The N sampled trajectory pairs can be
expressed as {ξ̂pred, ξ̂ego}1:N .

Convert to Conditional Distribution

Since we are interested in predicting the possible future trajectories of the predicted
vehicle given the most likely future trajectory of the ego vehicle, we need to convert the
predicted joint distribution into the a conditional distribution. Namely, we want to get
P (ξ̂pred|ξ̂egogt , ξ) from P (ξ̂pred, ξ̂ego|ξ). According to Bayes rule, we have:

P (ξ̂pred|ξ̂egogt , ξ) =
P (ξ̂pred, ξ̂egogt |ξ)∑
ξ̃pred P (ξ̃pred, ξ̂egogt |ξ)

, (3.3)

where the numerator is an unknown distribution since it is nearly impossible to obtain a
sampled future trajectory of the ego vehicle that exactly equals to the ground-truth. To
resolve this problem, we first rewrite ξ̂ego as ξ̂egogt + ∆ξego, where ξ̂egogt denotes the ground
truth future trajectory of the ego vehicle and ∆ξego represents the discrepancy between the
ego vehicle’s ground truth and each of its possible future trajectory. Then among all the
sampled joint trajectories, if any ∆ξego is smaller than a certain threshold, we denote the
predicted ego vehicle’s trajectory as a satisfied trajectory ξ̂egos that can well approximate ξ̂egogt

and we store the corresponding trajectory pair {ξ̂preds , ξ̂egos }. Finally, for all saved samples,
we can rewrite (3.3) as:

P (ξ̂preds |ξ̂egogt , ξ) ≈ P (ξ̂preds |ξ̂egos , ξ)

=
P (ξ̂preds , ξ̂egos |ξ)∑
ξ̃preds

P (ξ̃preds , ξ̂egos |ξ)
≈ P (ξ̂preds , ξ̂egos |ξ).

(3.4)

Note that the ground-truth trajectory of the ego vehicle is unknown if the algorithm is
running online. Therefore, the ego vehicle needs to first plan for itself in real-time and use
each of the planned trajectories as its ground-truth trajectory.
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Optimal Trajectory Generation

Apart from sampling trajectories that may contain both rational and irrational behaviors,
we can further generate the most probable trajectory by solving a finite horizon Model Predic-
tive Control (MPC) problem using the learned continuous cost function via a planning-based
method, which guarantees the resulting behavior be rational. The equation of obtaining the
optimal trajectory can be expressed as:

ξ̂predopt = arg min
ξ̃pred

C(θ, ξ̃pred, ξ̂egogt , ξ), (3.5)

where θ is the weight parameter vector for cost function C to determine the importance of
each of the features.

Weight Ratio Update

The next step is to determine how many optimal trajectory pairs ξ̂predopt should we add
to the trajectory set so that the resampling result are reasonable. In fact, we want to keep
updating the probability of both the optimal trajectory Popt and the average of the satisfied
trajectories obtained from the learning-based prediction approach Ps. Note that Popt+Ps = 1
and we denote the ratio of the two probabilities as r where r = Ps

Popt
. The probabilities

are calculated by comparing the similarities between the actual observed trajectory and
the predicted trajectory for the predicted vehicle, which will be updated after each new
observation at the next time step using Bayes’ theorem. The number of added optimal
trajectory pairs Nopt is then equal to r×Ns, where Ns denotes the total number of satisfied
trajectories ξ̂preds from step 2). Therefore, the ratio r can be also regarded as the weight ratio
between the optimal and the satisfied trajectory pairs.

Distribution Reweighting

After having all the satisfied trajectories sampled from the learning-based method along
with the added optimal trajectories from the planning-based method, we are then able to
re-evaluate each trajectory’s probabilities using our learned cost function. According to the
principle of maximum entropy, the distribution of agents’ behaviors can be approximated by
an exponential distribution family and thus we can write

P (ξ̂pred|ξ̂egogt , ξ) ∝ exp−C(θ,ξ̂pred,ξ̂egogt ,ξ), (3.6)

where we will minimize the probability of irrational behaviors that might generate infeasible
trajectories while increasing the likelihood of rational behaviors that result in safe trajecto-
ries.
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Resampling

Finally, we need to resample trajectories from the sample set according to the updated
conditional distribution obtained from the previous step. These sampled trajectories are
then regarded as our final prediction results at the current time step.

Algorithm 1: Proposed Generic Prediction Architecture
Input : ξ , map information
Output : ξ̂pred at each prediction time step
Trained Models :ML - learning-based model

MP - planning-based model
while algorithm is running do

1) {ξ̂pred, ξ̂ego}1:N←sample joint trajectories (ML)
2) ξ̂egogt ← path planning for ego vehicle
{ξ̂pred, ξ̂egos }1:Ns←filter trajectories and update sample set

3) ξ̂predopt ←generate optimal trajectory (MP + MPC)
4) r ← update weight ratio
Nopt = r ×Ns ← add Nopt optimal trajectories to the current sample set

5) P (ξ̂pred|ξ̂egogt , ξ, z) ← reweight samples (MP )
6) ξ̂pred ← resample from the updated conditional distribution
Return Prediction: ξ̂pred

Obtain new state observation from the sensor.
ξ, map information ← update

end

3.3.2 Learning-based Trajectory Prediction

The learning-based trajectory prediction method we applies is called the conditional
variational autoencoder (CVAE) [27][43], which is a latent variable model that is rooted
in Bayesian inference. The goal is to model the underlying probability distribution of the
data using a factored, low-dimensional representation. In this problem, our objective is to
estimate the probability distribution of joint trajectories in (1) by utilizing the encoder-
decoder structure of CVAE.

The encoder Qϕ, parameterized by ϕ, takes the input X as a learned embedded space
of historical trajectories of all vehicles (ξ) and Y as the actual future trajectories of the two
interacting vehicles (ξ̂egogt , ξ̂

pred
gt ) to “encode" them into a latent z-space. Then the decoder Pψ,

parameterized by ψ, takes X and sampled z values from the latent space to “decode" them
back to the future trajectories Ŷ as the prediction result (ξ̂ego, ξ̂pred). The network is trained
using the reparameterization trick [12] to enable back-propagation, where the network tries
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to minimize the evidence lower bound (ELBO) and it is formulated as:

L = −EQϕ
[

logPψ(Y |X, z)
]

+ βDKL(Qϕ(z|X, Y )||p(z)), (3.7)

where p(z) denotes the prior distribution of the latent z space and it is usually defined as
a unit Gaussian. The overall idea of the loss function is to have a good estimation of data
log-likelihood as well as a small Kullback-Leibler (KL) divergence denoted by DKL between
the approximated posterior and the prior p(z) at the same time. The hyperparameter β is
used to control the training balance between the two losses for better performance.

Note that during the test time, only the decoder will be used. Each predicted joint
trajectories will be generated when we randomly sample one z value and feed it into the
decoder network along with the historical input X.

3.3.3 Planning-based Trajectory Prediction

The planning-based trajectory prediction stems from Theory of Mind [44] which describes
the prediction process of human. We let the ego vehicle simulate what the other vehicle
will do assuming that it is approximately optimal planners with respect to some reward
or cost functions, i.e., it is a noisily rational driver. Under this assumption, the target
vehicle’s driving behavior can be described via its cost function which can be learned based
on demonstrations. In this chapter, we adopt the continuous domain maximum-entropy
inverse reinforcement learning (IRL) [37, 38]. A brief review of the algorithm is given below.

Assume that the cumulative cost C of the target vehicle is a linear combination of a set
of selected features over a defined horizon N . Then given a demonstration set UD which
contains M interactive trajectories of both the ego and target vehicles:

UD = {(ξpredgt,i , ξ
ego
gt,i, ξ), i = 1, 2, · · · ,M}, (3.8)

we can write the cumulative cost function as

C(ξpredgt ,ξegogt ,ξ;θ) = θT
N−1∑
t=0

φ(xpredt ,xegot ,ξ), (3.9)

where φ is the feature vector which includes the distance between two vehicles, the speed gap
with respect to the speed limit, the acceleration, and the lateral deviation from the target
lane. xpredt and xegot are, respectively, the states of the target vehicle and the ego vehicle at
time instant t within the planning horizon.

Building on the principle of maximum entropy, we assume that trajectories are exponen-
tially more likely when they have lower cost:

P (ξpredgt |ξegogt , ξ) ∝ exp
(
−C(ξpredgt ,ξegogt ,ξ;θ)

)
. (3.10)
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Then, our goal is to find the weight θ which maximizes the likelihood of the demonstration
set UD:

θ∗ = arg max
θ
P (UD|θ)

= arg max
θ

ΠM
i=1

P (ξpredgt,i |ξegogt,i, ξi, θ)

P (θ)

= arg max
θ

ΠM
i=1

P (ξpredgt,i |ξegogt,i, ξi, θ)∫
P (ξ̃predgt |ξegogt,i, ξi, θ)dξ̃

pred
gt

(3.11)

To tackle the partition term
∫
P (ξ̃predgt |ξegogt,i, ξi, θ)dξ̃

pred
gt in (3.11), we approximate C with

its Laplace approximation as proposed in [38]:

C(ξ̃predgt ,ξegogt,i,ξi;θ)

≈ C(ξpredgt,i ,ξ
ego
gt,i,ξi;θ)+

(
ξ̃predgt −ξpredgt,i

)T ∂C

∂ξpredgt

+
1

2

(
ξ̃predgt −ξpredgt,i

)T ∂2C

∂ξpredgt

×
(
ξ̃predgt −ξpredgt,i

)
.

(3.12)

With the assumption of locally optimal demonstrations, we have
∂C

∂ξpredgt

|ξpredgt,i
≈0 in (3.12).

This simplifies the partition term
∫
P (ξ̃predgt |ξegogt,i, ξi, θ)dξ̃

pred
gt as a Gaussian Integral where a

closed-form solution exists (see [38] for details). Substituting (3.12) into (3.11) yields the
optimal parameter θ∗ as the maximizer.

Once we have learned the cost function, we can use it to either evaluate the probabilities
of given trajectory samples, or generate the most probable trajectory by solving a MPC
problem, as explained in Section 3.3.1.

3.4 Experiments and Results
In this section, we first introduce the scenario that we used in the experiment. After-

wards, we evaluate the prediction results with only the learning-based part of the proposed
architecture. Finally, we assess the quality of the proposed model architecture in different
aspects.

3.4.1 Real-world Scenario

We conduct experiments on a roundabout scenario included in the INTERACTION
dataset [45, 46]. It is a 8-way roundabout and each of the branch has one entry lane and one
exit lane. The bird-view image of the roundabout as well as the reference path information
can be found in [45, 27, 46]. We manually selected 1120 highly interactive driving segments
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(a) (b)

Figure 3.3: Visualized prediction results of a selected scene at different time steps. The
red car is the ego vehicle and the green car is the predicted vehicle. We plotted both the
historical and the predicted trajectories of each vehicle, where the yellow circles represent
the current state of two vehicles. The small yellow dots denote ground-truth states and the
dashed lines are the possible reference paths for both vehicles.

(a) (b)

Figure 3.4: Generalization results at an unseen roundabout entrance.
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Figure 3.5: Selected artificial test scenarios and the corresponding results. The pink dot
represents the cross point of two vehicles’ ground-truth reference paths. The number on the
top right corner denotes the percentage rate of rational or irrational behaviors.
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Figure 3.6: Weight ratio versus collision rate.
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in the dataset and used 80 % for training and the remaining for testing. We define the car
that is about to enter the circular roadway as the ego vehicle and the car that is already
driving on the circular roadway as the predicted vehicle. In this problem setting, our goal
is to predict 1s into the future using the past 1s information with a sampling frequency of
5Hz.

3.4.2 Learning-based Trajectory Prediction

Prediction Accuracy

We calculated the root mean squared error (RMSE) between the predicted and ground-
truth state for both interacting vehicles at each future time step. The results are shown in
the table below. According to the table, the mean RMSE error and the standard deviation
continuously increase as the prediction horizon extends. However, prediction errors for both
vehicles are all within an acceptable range even when the prediction horizon reaches one
second.

Table 3.1: Evaluation Results (m)

0.2s 0.4s 0.6s 0.8s 1.0s

ego 0.07±0.01 0.16±0.05 0.29±0.12 0.40±0.20 0.51±0.29
pred 0.08±0.02 0.18±0.04 0.33±0.10 0.50±0.18 0.70±0.26

Generalization Ability

To illustrate that the proposed prediction algorithm is able to generalize well under
unseen scenarios, we select a test data from another entrance of the roundabout that is
not considered in the training data. As shown in Fig. 3.4, although the location of the
interaction changes, our architecture can still have reasonable prediction results and can
generate multi-modal trajectories.

Failures under Unseen/Corner Cases

Even if the learning-based prediction method has been proved to have good testing per-
formances in the previous section, the model can still fail under some corner cases that have
certain discrepancies from the collected data as discussed in Section 3.1.2. To demonstrate
potential failure testing cases, we formulated four different artificial test scenarios that are
unseen from the training set. We fixed ξpred and the initial state of the ego vehicle and
assumed that the ego vehicle would drive at constant speed during the historical time steps.
We then assigned four different velocities to the ego vehicle: {4m/s, 6m/s, 7m/s, 8m/s}.
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From the prediction results in Fig. 3.5, the sampled trajectories in case (a) and (d) are
all feasible and collision free. When ego vehicle’s historical motion changes slightly as in (b)
and (c), infeasible trajectories are predicted, where a collision occurs. However, we cannot
simply conclude that the prediction method failed in every cases that a collision is predicted
since under some dangerous circumstances, the predictor is expected to generate results that
can reflect such situation.

Therefore, to further analyze if (b) and (c) are indeed failure test cases, we first checked
whether the two vehicles have any chances to avoid collision given their initial states for each
testing case. We applied a constant deceleration model on one vehicle while letting the other
vehicle drive with constant speed. Our result shows that if any of the two vehicles brakes
in time, collision can be avoided. Therefore, the predicted result in all four scenarios should
be expected to be either collision free or have small collision rate. However, as observed
in Fig. 3.5, all the sampled joint trajectories in case (b) and more than half percent of the
samples in case (c) are infeasible. Therefore, we concluded that that these two scenarios
are indeed failure testing cases as they violate the common consensus of human behaviors,
which verifies the drawback of using pure learning-based method for trajectory prediction.

3.4.3 Overall Framework Evaluation

Convert to Conditional Distribution

In order to convert the predicted joint distribution to conditional distribution, we need
to filter out the predicted trajectories for the ego vehicle ξ̂ego that are far from its planned
ground-truth trajectory ξ̂egogt .

We obtained the trajectory discrepancies by calculating the RMSE error between the last
state of each predicted trajectory and that of the actual trajectory. We set the discrepancy
threshold to 0.2 meter and thus the sampled joint trajectory will be retained only when
|ξ̂egogt (tfinal)− ξ̂ego(tfinal)| ≤ 0.2m, where tfinal is the the final prediction time step.

(a) Optimal Cost (b)  Low Cost (c)  High Cost

cost = 0.25 cost = 0.82 cost = 1.47

Figure 3.7: Different sampled trajectories and their corresponding costs at a selected scenario.
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Trajectory Cost Evaluation

We defined three categories of driving behaviors for the predicted vehicle: optimal, ra-
tional, and irrational. In order to demonstrate the cost differences among these categories,
we plotted one sampled trajectory from each category and calculated the corresponding cost
C after acquiring the parameters θ of the cost function from the IRL algorithm (Fig. 3.7).
According to the corresponding cost of each sample, we can conclude that the learned IRL
cost parameters are able to assign high cost when collision occurs due to irrational be-
havior (Fig. 3.7(c)) and low cost when the predicted trajectory results in rational behavior
(Fig. 3.7(b)). In this testing scenario, the optimal cost is achieved when the predicted vehicle
applies maximum deceleration (4m/s2) at every future time steps as shown in Fig. 3.7(a).

Distribution Re-weighting

One of the most important aspects needs to be evaluated is whether we are indeed able to
reasonably change the original sample distribution. Besides, we need to further examine the
correlations between the weight ratio factor r and the final outcomes. First of all, under a
selected testing scenario, we let Nopt = 1 during the 4th step in Algorithm 1, where we added
only one optimal trajectory to the current sample set and resampled N final trajectories for
evaluation. We then gradually increased Nopt while keep sampling the same number of final
samples. Lastly, we calculated the collision rate of the sampled trajectory set corresponds
to each r and plotted the result in Fig. 3.6.

From the plot, we notice that when r = 0, where no optimal trajectory is added, the
collision rate is 0.7 from the pure learning-based prediction results. As the planning-based
model is introduced to the algorithm and the weight ratio gradually increases, the collision
rate decreases dramatically at the beginning and slowly converges to 0 as r passes 1. Such
result is reasonable since when more rational and feasible samples with lower costs are added
to the sample set, the original conditional distribution will not only gradually shifts away
from the infeasible sample area horizontally but also gets lower probability at those irrational
sample points as illustrated in the reweighting part of Fig. 3.2. Therefore, we concluded that
the proposed architecture is capable of reshaping the original sample distribution to desired
outcomes when it is used online with a constantly updating r value.

Final Results Visualization

We selected the same scenario as in 3) to compare the prediction result of our framework
with the pure learning-based prediction method. Note that the online path planning for ego
vehicle is not the focus of our current work and thus we will not visualize the prediction
result of applying online update to the weight ratio. Instead, we assigned r to a fixed ratio
and visualized the prediction result at a single time step (Fig. 3.8).

The result of directly sampling from the learned learning-based prediction models is
shown in Fig. 3.8(a), which corresponds to step 1) in Algorithm 1. After converting the
joint distribution to conditional distribution in step 2), the remaining satisfied trajectories
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collision_rate = 0.3collision_rate = 0.7

collision_rate = 0.7

(a) original samples (b) satisfied samples

(c) pure learning-based method (d) our method

Figure 3.8: Visualization of the overall framework at different stages and a result comparison
with the pure learning-based prediction method.

are shown in Fig. 3.8(b), where we notice that all the ego vehicle’s predicted trajectories are
close to the ground-truth as desired. The collision rate in (b) is 0.7, which implies that more
irrational than rational behaviors are predicted. We then directly sampled from the current
sample set and obtained the prediction results by using only the learning-based method as in
Fig. 3.8(c). Comparing to the predicted results in Fig. 3.8(c) , the generated trajectories of
our approach in Fig. 3.8(d) tend to have more rational behaviors while still having a collision
rate of 0.3 as a warning to the ego vehicle. In this way, the ego vehicle is able to have both
rational and irrational information about the predicted vehicle’s future behavior, where it
believes that the predicted vehicle will be more likely to behave rationally in the future while
preparing for possible irrational behaviors.

3.5 Conclusions
In this chapter, a generic prediction architecture is proposed, which can predict continu-

ous trajectories of other vehicles by considering both rational and irrational driving behav-
iors. An exemplar roundabout scenario with real-world data was used to demonstrate the
performance of our method. We first evaluated the prediction accuracy of the learning-based
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method on the test dataset. Then, we demonstrated the generalizability of the method by
using our generic environmental representation. By testing on some unseen and corner driv-
ing scenarios, we revealed the limitations of using pure learning-based prediction method.
Finally, by thoroughly examining the proposed architecture, we concluded that the approach
of combining both learning-based and planning-based method can enhance the overall pre-
diction performance by providing sufficient possible outcomes to the ego vehicle. For future
work, we will perform human-in-the-loop experiments online using the proposed prediction
architecture to evaluate its capabilities.
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Part II

Multi-agent Interaction



39

Chapter 4

Semantic Intention and Motion
Prediction

4.1 Introduction
Safety is the most fundamental aspect to consider for both human drivers and autonomous

vehicles. Human drivers are capable of using past experience and intuitions to avoid potential
accidents by predicting the behaviors of other drivers. However, some drivers have poor
driving habits such as changing lanes without using turn signals, which adds difficulties
for prediction. Moreover, human drivers might easily overlook dangerous situations due to
limited concentration. Therefore, the Advanced Driver Assistance Systems (ADAS) should
have the ability to simultaneously and accurately anticipate future behaviors of multiple
traffic participants under various driving scenarios, which may then assure a safe, comfortable
and cooperative driving experience.

There have been numerous works focused on predicting vehicle behavior which can be
divided into two categories: intention/maneuver prediction and motion prediction.
Many intention estimation problems have been solved by using classification strategies, such
as Support Vector Machine (SVM) [47], Bayesian classifier [48], Multilayer Perceptron (MLP)
[49], and Hidden Markov Models (HMMs) [50]. Most of these approaches were only designed
for one particular scenario associated with limited intentions. For example, [47, 48, 49, 50]
dealt with non-junction segment such as highway, which involves lane keeping (LK), lane
change left (LCL) and lane change right (LCR) maneuvers. Whereas [5, 49, 50, 51] concen-
trated on junction segment such as intersection, which includes left turn, right turn, and go
straight maneuvers. However, in order for autonomous vehicles to drive through dynamically
changing traffic scenes in real life, an intention prediction module that can adapt to different
scenarios with various possible driving maneuvers is necessary. [52] proposed a maneuver
estimation approach for generic traffic scenarios, but the classified driving maneuvers are too
specific, which will not only require multiple manually-selected classification thresholds, but
also raise problems when unclassified maneuvers occur.
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Figure 4.1: Insertion areas (colored regions) under different driving scenarios for the predicted
vehicle.

As a result, we proposed to use semantics to represent the driver intention, which is
defined as the intent to enter each insertion area. These areas can be the available gaps
between any two vehicles on the road or can be the lane entrances/exits. Fig. 4.1 visualizes
the insertion areas under distinct environments. An advantage of using semantic approach is
that situations can be modeled in a unified way [53] such that varying driving scenarios will
have no effect on our semantics defined problem. Even for a scenario that has a combination
of all the road structures in Fig. 4.1, the proposed semantic definition still holds.

Motion prediction is mostly treated as a regression problem, where it tries to forecast
the short-term movements and long-term trajectories of vehicles. By incorporating motion
prediction with intention estimation, not only the high-level behavioral information, but
also the future state of the predicted vehicle can be obtained. For short-term motion predic-
tion, various approaches such as constant acceleration (CA), Intelligent Driver Model (IDM)
[5], and Particle Filter (PF) [3] have been suggested. The main limitation of these works,
however, is that they either considered simple cases such as car following or did not take
environment information into account.

For future trajectory estimation, Dynamic Bayesian Networks (DBN) [20] and other
regression models [54] have been used in several studies. Methods based on artificial neural
network (ANN) are also widely applied. In [55], the authors used the LSTM to predict the
vehicle trajectory in highway situation. [56] brought forward a Deep Neural Networks (DNN)
to obtain the lateral acceleration and longitudinal velocity. However, these approaches only
predicted the most likely trajectory for the vehicle without considering uncertainties in the
environment. To counter this issue, a Variational Gaussian Mixture Model (VGMM) was
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proposed for probabilistic long-term motion prediction [57]. Nevertheless, the method was
only tested in a simulation environment and the input contains history information over a
long period of time, which is usually unaccessible in reality. There are also researches that
project the prediction step of a tracking filter forward over time, but the growing uncertainties
often cause future positions to end up at some physically impossible locations.

In contrast, works such as [58] and [59] highlighted that by predicting goal locations
and assuming that agents navigate toward those locations by following some optimal paths,
the accuracy of long-term prediction can be improved. The main advantage of postulating
destinations instead of trajectories is that it allows one to represent various dynamics and
to automatically incorporate environment constraints for unreachable regions.

Apart from obtaining the possible goals of predicted vehicles, the required time to reach
those locations is also an essential information especially for the subsequent trajectory plan-
ning of the ego vehicle. Therefore, many attempts have been made in order to directly
predict temporal information. [60] used LSTM to forecase time-to-lane-change (TTLC) of
vehicles under highway scenarios. A recent work [61] utilized the Linear Quantile Regression
(LQR) and Quantile Regression Forests (QRF) methods for the probabilistic regression task
of TTLC. The authors also concluded that QRF has better performance than LQR.

In this chapter, Semantic-based Intention and Motion Prediction (SIMP) method is pro-
posed. It utilizes deep neural network to formulate a probabilistic framework which can
predict the possible semantic intention and motion of the selected vehicle under various
driving scenarios. The introduced semantics for this prediction problem is defined as an-
swering the question of "Which area will the predicted vehicle most likely insert into? Where
and when?", which incorporates both the goal position and the time information into each
insertion area. Moreover, the adoption of probability can take into account the uncertainty
of drivers as well as the evolution of the traffic situations.

The remainder of the chapter is organized as follows: Section 4.2 provides the concept
of the proposed SIMP method; Section 4.3 discusses an exemplar scenario to apply SIMP;
evaluations and results are provided in Section 4.4; and Section 4.5 concludes the chapter.

4.2 Concept of Semantic-based Intention and Motion
Prediction (SIMP)

In this section, we first provide a brief overview of Mixture Density Network (MDN),
which is an idea we utilize for our proposed method. Then, the detailed formulation and
structure of the SIMP method are illustrated.

4.2.1 Mixture Density Network (MDN)

Mixture Density Network is a combination of ANN and mixture density model, which
was first introduced by Bishop [62]. The mixture density model can be used to estimate
the underlying distribution of data, typically by assuming that each data point has some
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probability under a certain type of distribution. By using a mixture model, more flexibility
can be given to completely model the general conditional density function p(y|x), where x
is a set of input features and y is a set of output. The probability density of the target data
is then represented as a linear combination of kernel functions in the form

p(y|x) =
M∑
m=1

αm(x)φm(y|x), (4.1)

where M denotes the total number of mixture components and the parameter αm(x) denotes
the m-th mixing coefficient of the corresponding kernel function φm(y|x). Although various
choices for the kernel function was possible, for this work, we utilize the Gaussian kernel of
the form

φm(y|x) = N (y|µm(x), σ2
m(x)). (4.2)

Such formulation is called the Gaussian Mixture Model (GMM)-based MDN, where a
MDN maps input x to the parameters of the GMM (mixing coefficient αm, mean µm, and
variance σ2

m ), which in turn gives a full probability density function of the output y. It
is important to note that the parameters of the GMM need to satisfy specific conditions in
order to be valid: the mixing coefficients αm should be positive and sum to 1; the standard
deviation σm should be positive. The use of softmax function and exponential operator in
(4.3) fulfills the aforementioned constraints. In addition, no extra condition is needed for
the mean µm.

αm =
exp(zαm)∑M
i=1 exp(zαi )

, σm = exp(zσm), µm = zµm (4.3)

The parameters zαm, zσm, zµm are the direct outputs of the MDN corresponding to the mixture
weight, variance and mean for the m-th Gaussian component in the GMM.

The objective of training the MDN is to minimize the negative log-likelihood as loss
function

Loss = −
∑
n

log

{ M∑
m=1

αnm(xn)φm(yn|xn)

}
, (4.4)

where n denotes the number of training data. The detailed derivations on closed-form
gradient formulation can be found in [62], which demonstrated the capability of training the
MDN using back propagation.

4.2.2 Proposed SIMP Method

Our task is to generate probability distributions of the designed semantic description
given some representation of the current state. We assign a Gaussian Mixture Model (GMM)
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to each insertion area and multiple GMMs will be involved in one driving scenario. Each
Gaussian mixture models the probability distribution of a certain type of motion for the
predicted vehicle. Since obtaining the insertion location and the arriving time are the focus
of our interests, a 2D Gaussian mixture is used and the predicted variables are constructed
as a two dimensional vector: y = [ys, yt]

T . The variable ys describing the vehicle locations
and the variable yt describing the time information, can be specifically defined according to
the driving environment.

Given the current state features x, the probability distribution ya over a single area a
for the predicted vehicle is of the form

f(ya|x) =
M∑
m=1

αmN (ya|µm,Σm) (4.5)

with mean and covariance constructed as

µm =

[
µs,m
µt,m

]
, Σm =

[
σ2
s,m ρmσs,mσt,m

ρmσs,mσt,m σ2
t,m

]
, (4.6)

where ρm ∈ [−1, 1] is the correlation coefficient.
In addition to formulate a regression model for each insertion area, we also require the

probability of entering each area for the predicted vehicle. Therefore, Deep Neural Network
(DNN) was used as the basis for our Semantic-based Intention and Motion Prediction (SIMP)
structure. The output of the network contains both necessary parameters for every 2D
Gaussian Mixture Model (GMM) and the weight wa for each insertion area a.

For the desired outputs, we expect not only the largest weight to be associated to the
actual inserted area, but also the highest probability at the correct location and time for the
output distributions of that area. Consequently, we define our loss function as

L = W1

(
−
∑
n

log

{ Na∑
a=1

ŵnaf(yna |x)

})

+W2

(
−
∑
n

Na∑
a=1

ŵna log(wna )

)
,

(4.7)

where Na denotes the total number of insertion areas and ŵa denotes the ground truth,
which is the one-hot-encoding of the final area that the predicted vehicle entered. The last
term denotes the cross-entropy loss of the area weights. Parameters W1 and W2 need to be
manually tuned such that the two loss components will have the same order of magnitude
during training.

The overall architecture of our SIMP method is shown in Fig. 4.2. Due to the first-
order Markov assumption, the input features depend only on the current time step. The
network consists of an input layer, several fully connected layers, and a dropout layer which
ensures better generalization and prevents overfitting of the training data. After passing
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Figure 4.2: Structure of the SIMP Method

different types of parameters through corresponding functions, the output will satisfy the
aforementioned constraints. For Na insertion areas, the total number of output parameters
can be calculated as: Na ∗ (M ∗ 6 + 1). The interpretation is: there is a weight parameter
wa associated to each area a ∈ Na, and for every m ∈M within an area, six parameters are
needed, Pma = {αm, µs,m, µt,m, σs,m, σt,m, ρm}, to formulate the 2D GMM.

4.3 An Exemplar Highway Scenario
In this section, we use an exemplar highway scenario to apply the proposed Semantic-

based Intention and Motion Prediction (SIMP) method. The data source and detailed prob-
lem formulation are presented.

4.3.1 Dataset

All the data we used was taken from the NGSIM US 101 dataset which is publicly
available online at [63]. It contains detailed vehicle trajectory data collected on the highway
with 10 Hz sampling frequency. The measurement area is approximately 640 meters (2100
feet) in length and there are five freeway lanes plus an auxiliary lane for the on/off-ramp. For
each vehicle that performs a lane change maneuver, we picked up to 40 frames (4s) before
the vehicle’s center intersects the lane mark; for vehicles that keep driving on the same lane
for a long period, we considered these frames as input for the lane keeping maneuver. A
total of 17,179 frames were selected from the dataset and split into 80% for training and
20% for testing.

4.3.2 Scenario and Problem Description

A representation of the exemplar highway driving scenario is shown in Fig. 4.3. The
yellow car is the vehicle we decide to predict; the three blue cars (car2, car4, and car6 )
are the reference vehicles, which are selected as having the closest Euclidean distance to the
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Figure 4.3: An exemplar driving scenario.

predicted vehicle on each of the three lanes (we consider only the front vehicle on predicted
vehicle’s lane); the four gray cars (car1, car3, car5, and car7 ) are named as ‘other vehicles’,
which are vehicles in front and behind each of the two reference cars: car2 and car6. If
any of these surrounding vehicles is too far from the predicted vehicle, we consider it as
nonexistence within the range of the current scenario. Therefore, for each input frame, a
maximum of three driving lanes and seven vehicles are considered.

In Fig. 4.3, there are five circled areas that our predicted vehicle could end up going into
and we name them as Dynamic Insertion Area (DIA). If the predicted vehicle (yellow car)
inserts into area 1-4, a lane change behavior is indicated; however, if it inserts into area 5, a
lane keeping behavior is implied. These areas are dynamic because both their locations and
sizes will vary at each time step.

In this particular highway scenario setting, the output ys represents the absolute distance
between the final insertion point and the corresponding reference vehicle for that inserted
area; yt represents the time-to-lane-change (TTLC) of the predicted vehicle. When the center
of the vehicle intersects the lane mark, TTLC = 0. For the lane keeping situation, TTLC is
set to a large number (4s) to represent that the vehicle has not yet decided to change the
lane.

4.3.3 Features and Structure Details

For each input frame, a total of 25 input features are selected which are listed in Table 4.1.
Each input frame corresponds to 3 types of labels extracted from data: area weight, final goal
location, and remaining insertion time. According to the data, the longitudinal direction is
the driving direction. The current lane center (CLC) denotes the midpoint of the current
lane. Because of the small angle difference between the front and the predicted vehicle, only
the relative angle information for the left and right reference vehicles are considered. Time-
to-collision (TTC) is calculated by dividing the speed difference by the relative distance of
two vehicles. We compute the inverse of time-to-collision (iTTC) instead due to the existence
of infinity TTC value as the speed difference gets close to zero.
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As mentioned previously, there will be a maximum of seven cars within each input frame.
If, however, a vehicle does not exist, we assign its longitudinal distance to a large number
and its velocity to be the same as that of the predicted vehicle. If there is no available lane
on one side of the predicted vehicle, we set the three vehicles in that nonexistent lane to
be close to each other and the reference vehicle to be directly above/below the predicted
vehicle. Similarly, all these three vehicles are set to have the same speed as the predicted
vehicle. Such setting can guarantee the feasibility of the predicted results.

As for the network structure, we use three fully connected layers of 400 neurons each,
with tanh non-linear activation function. After that, a dropout layer of rate 0.5 is appended.
The parameter Na is five for this particular scenario.

Table 4.1: Features for One Input Frame

Feature Description

Predicted
Vehicle

vypred Absolute velocity in longitudinal direction.
dxCLCpred Lateral distance to the current lane center.

Reference
Vehicles

vyref Absolute velocity in longitudinal direction for every ref-
erence vehicle.

dyref,pred Relative longitudinal position between predicted vehicle
and every reference vehicle.

dx(l,r),pred Relative lateral position between left/right reference ve-
hicle and predicted vehicle.

θ(l,r),pred Relative angle between left/right reference vehicle and
predicted vehicle.

iTTCf,pred Inverse time-to-collision between front reference vehicle
and predicted vehicle.

Other
Vehicles

vyo Absolute velocity in longitudinal direction.
dyo,pred Position in longitudinal direction, relative to predicted

vehicle.
iTTCo,ref Inverse time-to-collision relative to corresponding refer-

ence vehicle.

4.4 Evaluation and Results
In this section, different evaluation techniques are presented to assess the model quality

and the final results are discussed.
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4.4.1 Evaluation Setup

Baseline Model

To evaluate our SIMP method, we trained a Support Vector Machine (SVM) and a
Quantile Regression Forests (QRF) [64] separately. Since SVM is wildly used for classification
problems, we compared it with the intention prediction part of our framework. The QRF is a
combination of Quantile Regression and Random Forests [65], which extends the concept of
tree ensemble learning to probabilistic prediction. Instead of point estimating the conditional
mean for the selected variables like other regression methods, the objective is to estimate
an arbitrary conditional quantile. The quantiles can provide detailed information of the
minimum and maximum values for the dependent variable and encompass the uncertainty
estimation. Hence, we compared our motion prediction part of the probabilistic framework
with the QRF method for evaluation. The details of the baseline models are presented below

• SVM: kernel = (Gaussian) radial basis function (RBF)

• QRF: ntree = 1000, mtry = 5, nodesize = 10

where ntree is the number of trees in the forest, mtry is the number of random features in
each tree, and nodesize is the minimal size of terminal nodes. All these parameters were
selected using five-fold cross validation.

Evaluation for Intention Estimation

For training and testing, each sample from our data was assigned to a semantic intention
class, which is expressed as I ∈ {area1, area2, area3, area4, area5}. However, since these
dynamic insertion areas (DIA) change constantly during the driving period, it is hard to
detect the final insertion area at the early stage. Therefore, for better evaluation at the
beginning of the input driving segments, we merged the original five semantic intentions
into three: {LCL,LCR,LK}, where {area1, area2} ∈ LCL, {area3, area4} ∈ LCR, and
{area5} ∈ LK. During training, the input features for SVM were the same as our method,
and the labels were the corresponding final DIA numbers. The evaluation contains three
steps:

i. For all testing data, create the Receiver Operating Characteristic (ROC) curve to
compare our method with SVM. (Use the simplified 3 intention classes.)

ii. Find the best threshold from the ROC curve and use it to calculate the recall, precision,
F1 score as well as the average prediction time for both methods.

iii. For testing data that has a TTLC smaller than the obtained average prediction time,
analyze the performance of each DIA. (Use the original 5 semantic intention classes.)
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Evaluation for Motion Prediction

In our problem setting, two semantic described motions are predicted: final locations in
each insertion area (destination) and the remaining time to reach those locations (TTLC). For
the conditional distribution of each motion, we expect not only small difference between the
predicted mean and the actual value, but also centralized distribution around the predicted
mean. Hence, we evaluated the root mean squared error (RMSE) of the output mean as well
as the confidence interval for both the QRF and the SIMP method. The number of mixture
components M for each DIA was set to one for analysis purpose. For the training process of
QRF, we trained two separate random forest quantile regressors, where the input features
remains the same and the label is either the location or the time information.

Two different intervals were chosen to assess the testing results for each method:

• SIMP-1σ: one standard deviation interval

• SIMP-2σ: two standard deviation interval

• QRF-68%: 16% to 84% quantile interval

• QRF-95%: 2.5% to 97.5% quantile interval.
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(a) Typical Lane Change (b) Sudden Change of Reference Vehicle

Figure 4.4: Two example cases to visualize the performance. Fifty points were assigned to
each testing frame and were sampled by following two steps: 1) multiply the total number
of dots by each DIA weight. 2) for every dot assigned to each DIA, sample it according to
the corresponding distribution of that area. (The unit of the horizontal axis is in feet.)
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Figure 4.5: TTLC illustration for the case in Fig. 4.4(a). We sampled 100 points from the
mixture distribution of each related DIA and plotted the mean as well as the 3σ and 1σ
prediction intervals for these samples. When area weight is too small to be associated with
sampled points, the TTLC result of that area at the corresponding frame will be colored in
gray.

4.4.2 Results and Discussion

Visualization of Selected Cases

We selected two distinct traffic situations to visualize our results. Each situation had 40
frames (4s) and we chose four representative frames from each case to illustrate the overall
performance. 1

A typical lane change situation is illustrated in Fig. 4.4(a) where the sampled points
are all in the proper DIA for each frame. It is reasonable to have several possible areas at
the early stage since there are multiple choices for the driver and no specific one has been
chosen yet. It should be noted that it is difficult to numerically justify the correctness of
these circumstances without using the human-labeled ground truth. However, as soon as
the driver decides where to go, our result could be compared with the label extracted from
data. We further used this case to illustrate the TTLC prediction result in Fig. 4.5. The
differences between our resulted mean and the ground truth are all smaller than 0.3s within
three seconds before lane change; besides, the predicted TTLC values for other insertion
areas remain in reasonable ranges.

Since the reference vehicle will switch from one to another while the predicted vehicle
is driving, we need to guarantee the capability of our method to handle such cases without

1The full video can be found on https://www.youtube.com/watch?v=6A3Hl-mRhbI.

https://www.youtube.com/watch?v=6A3Hl-mRhbI
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large discontinuity on the prediction result. Therefore, we examined one of such cases shown
in Fig. 4.4(b) and it can be observed that such sudden change occurs between frame 19 and
20. During this period, our sampled points are able to keep in the correct DIA and tightly
distributed around the red target line.

Intention Estimation

The ROC curves of the SIMP and the SVM methods are visualized in Fig. 4.6. The
curves were created by plotting the true positive rate (TPR) against the false positive rate
(FPR) at various threshold settings. Similar to [60], we defined two positive classes (lane
change left and right) and one negative class (lane keeping). The area under the ROC
curve (AUC) can be used as an aggregated measure of the classifier performance. The true
positive (TP) represents correct prediction of either lane change left or right, the false positive
(FP) indicates mispredicting the lane change direction, and the false negative (FN) means
incorrectly predicting a lane change into lane keeping.

From Fig. 4.6 and AUC values, we observe that our method outperforms SVM for lane
change maneuvers. A threshold of 0.3 for classification was chosen for making the best
trade-off between a high TPR and a low FPR. Given the selected threshold, we can further
calculate the precision and recall as

precision =
TP

TP + FP
, recall =

TP

TP + FN
(4.8)

and the F1 score can be obtained by the formula

F1 =
2 ∗ precision ∗ recall
precision+ recall

, (4.9)

which denotes how good the classification abilities are. Moreover, how early the lane change
can be recognized is also in the focus of our interests. Thus, we calculated the average
prediction time from the testing data that were classified as true positive. The overall
performance of the two methods are compared in Table 4.2. It is apparent from table that
the proposed method has better performance than SVM in terms of both prediction accuracy
and the average prediction time which describes how early the ground truth can be predicted.

Since our method can correctly forecast the predicted vehicle’s intention approximately
2s in advance to the actual lane change according to Table 4.2, we further plotted the ROC
curve and calculated the AUC for each dynamic insertions area (DIA) to examine how well
can SIMP predict the final insertion region. The obtained AUC values for Area1, Area2,
and Area3 are all equal to 1, and Area4 has a 0.994 AUC value. The result implies that the
proposed method can not only detect the lane change direction but also the specific dynamic
insertion area (DIA) with high accuracy for the selected time window.

Motion Prediction

The comparison results between QRF and the proposed method for two motion prediction
tasks are shown in Fig. 4.7 and Fig. 4.8. The mean for QRF was obtained by calculating
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Table 4.2: Performance Comparison

Method Precision Recall F1-Score Average Predict
Time (s)

SVM 0.859 0.919 0.888 1.911

SIMPF 0.936 0.925 0.931 1.957
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Figure 4.6: ROC curve comparison.

the 50% quantile (or median) assuming symmetric distribution. We utilized the testing data
that has a TTLC smaller than the average prediction time derived in the previous section.
The mean and confidence interval were calculated from the obtained output distribution of
the correct insertion area. As can be seen in the plots, the RMSE of our approach for both
motion predictions are smaller compared with the QRF method. The RMSE error of the
TTLC tends towards zero for the lane change cases by using the SIMP method. One thing
need to mention is that the error for the destination prediction is not close to zero even at
t = 0. However, this is not unexpected given the fact that the predicted distance is relative
to the reference car. Thus, the results might deviate due to the consideration of any velocity
variance of the reference vehicle.

For the confidence interval comparison, it is obvious to see that the performance of our
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Figure 4.7: Comparison of Time-to-Lane-Change (TTLC) prediction.
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Figure 4.8: Comparison of destination prediction.
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proposed method surpasses QRF especially for the TTLC prediction, where the 2-σ interval
of the SIMP method is even smaller than the 68% interval of the QRF. The gradually
decreasing difference between the one and two standard deviation interval as well as the
declining interval values imply that our predicted Gaussian distribution is becoming more
centralized around the ground truth as the TTLC approaching zero.

4.5 Conclusions
In this chapter, a Semantic-based Intention and Motion Prediction (SIMP) method was

proposed, which can generate various designated conditional distributions for predicted ve-
hicles under any circumstances. An exemplar highway scenario with real-world data was
used to apply the idea of SIMP. First, two representative driving cases were utilized to vi-
sualize the testing result. Then the intention prediction and the motion prediction part
were separately compared with two different baseline models: SVM and QRF. Our approach
outperforms these methods in terms of both the prediction error and the confidence inter-
vals. The key conclusion is that by combining different prediction tasks using semantics in
a single framework, we can easily generalize the idea into any traffic scenarios and obtain
competitive performance compared to traditional methods at the same time. The output
goal position and time information can be further used to generate optimal trajectories for
predicted vehicles and eventually obtain a desirable path for our own autonomous vehicle.
For future work, we will examine the SIMP method on more complex scenarios as well as
take into account the occurrence of vehicle occlusion.
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Chapter 5

Traffic Scene Prediction Framework

5.1 Introduction
As the autonomous vehicle is becoming a big trend nowadays, safety is the most essential

aspect to consider. Being able to predict future motions of the surrounding entities in the
scene can greatly enhance the safety level of autonomous vehicles since potentially dangerous
situations could be avoided in advance. Therefore, the Advanced Driver Assistance Systems
(ADAS) is expected to have a full interpretation of the scene and be able to accurately predict
possible behaviors of multiple traffic participants under various driving scenarios, which will
then assure a safe, comfortable and cooperative driving experience. An illustration of the
scene prediction is shown in Fig. 5.1.

There have been numerous works focusing on predicting the traffic participants in dif-
ferent driving scenarios. The predicted outcomes can be divided into two general categories
: discrete and continuous. Intention estimation can be regarded as a discrete prediction
problem, which is usually solved by classification strategies, such as Support Vector Machine
(SVM) [47], Bayesian classifier [48], Hidden Markov Models (HMMs) [4], and Multilayer
Perceptron (MLP) [49]. Motion prediction, on the other hand, is mostly treated as a re-

Figure 5.1: An illustration of the scene prediction results. The red car is the autonomous
vehicle which is predicting the yellow car and its possible interaction with other scene entities.
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gression problem, where it forecasts the short-term movements and long-term trajectories of
vehicles. Various motion prediction methods use vehicle kinematic models at the prediction
step and estimate the state recursively. For example, methods such as constant velocity
(CV), constant acceleration (CA) and Intelligent Driver Model (IDM) [5] have been wildly
used. However, these methods are generally considered in simple traffic scenarios such as car
following.

There are also many approaches that deal with motion predictions in more complicated
situations such as lane changing and ramp merging. [66] utilized Artificial Neural Network
(ANN) structure to predict vehicle lateral motions and used a SVM to further determine if
a lane change will happen. A Variational Gaussian Mixture Model (VGMM) is proposed in
[57] to classify and predict the long-term trajectories of vehicles in a simulated environment.
The main limitation of these works, however, is that they failed to take surrounding vehicles
into account, which is unreasonable since the trajectory of the predicted vehicle will be
largely influenced by the environment.

To handle such problems, several works incorporated potentially affecting vehicles by
making use of relational features. In [55], the authors used the long short-term memory
(LSTM) to predict the most likely trajectories for vehicles in highway situation while consid-
ering their nine surrounding vehicles. [56] brought forward a Deep Neural Networks (DNN)
to obtain the lateral acceleration and longitudinal velocity while taking into account five ve-
hicles around the predicted car. Nevertheless, these methods only predict trajectories for a
single scene entity without estimating the possible motions of other vehicles. Works such as
[19] and [18] utilized a LSTM-based structure for each vehicle in the scene and predicted the
probabilistic information on future locations over a occupancy grid map. Although possible
trajectories for every surrounding vehicles were predicted, the authors treated each vehicle
independently during the prediction process, which cannot provide sufficient and accurate
predictions especially in highly interactive scenarios.

Very few studies have been done for simultaneously predicting multiple interacting traffic
participants. The approaches of [67] and [52] do incorporate such interdependencies by jointly
predicting behavior patterns of all on-road vehicles. However, acquiring only the discrete
behavior pattern is not enough for autonomous vehicles to fully predict the traffic scene or
to directly perform risk assessment.

All the aforementioned motion prediction works did not have an estimation for the pre-
diction horizon. They either fixed the prediction length beforehand or recursively estimated
the vehicle state until a designated location is reached. However, for a given scene, multiple
types of interaction between vehicles are possible and each of them is expected to have dif-
ferent time span. Therefore, it is not only irrational but also computationally expensive to
predict every vehicle trajectories for the same time horizon.

In this chapter, a probabilistic framework that is able to predict various types of dynamic
scenes is proposed. It contains an upper module and a lower module, where the Semantic-
based Intention and Motion Prediction (SIMP) method is used in the upper module and the
Conditional Variational Autoencoder (CVAE) is used in the lower module. The upper module
is capable of predicting possible semantic intention and motion of the selected vehicle, while
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the lower module can further predict joint probability distributions of motions for interacting
traffic participants. Possible future trajectories will be sampled from each joint distribution
and the prediction horizon for different interacting entities can be received from the upper
module. Also, our framework can guarantee feasibilities for every sampled trajectory. These
trajectories could then be easily used by the decision-making and motion planning process
for autonomous vehicles.

The remainder of the chapter is organized as follows: Section 5.2 provides the detailed
explanation of the proposed scene prediction framework; Section 5.3 discusses an exemplar
scenario to apply our framework; evaluations and results are provided in Section 5.4; and
Section 5.5 concludes the chapter.

5.2 Scene Prediction Framework
In this section, we first introduce the method applied to each of the two modules in

the scene prediction framework. Then, the overall prediction process of the framework is
illustrated.

5.2.1 Upper Module

For the upper module, we implemented the Semantic based Intention and Motion Predic-
tion (SIMP) approach [9] due to its great adaptability for various scenarios and competitive
prediction performance compared to other methods. It utilizes deep neural network to formu-
late a probabilistic framework which can predict the possible semantic intention and motion
of the selected vehicle under various traffic scenes. The introduced semantics is defined as
answering the question of "Which area will the predicted vehicle most likely insert into?
Where and when?". The inserted area is called Dynamic Insertion Area (DIA), which can
be a available gap between any two vehicles on the road or can be a lane entrance/exit area.
Each DIA is assigned to a 2D Gaussian Mixture Model (GMM) to predict a two dimen-
sional vector: y = [ys, yt]

T , where ys describes vehicle’s location and yt represents the time
information. Note that both variables can be explicitly defined according to the problem
formulation.

Therefore, given a set of input features x, the probability distribution ya over a single
area a for the predicted vehicle can be expressed as:

p(ya|x) =
M∑
m=1

αm
1

2π
√
|Σm|

exp

(
−D

T
mΣ−1m Dm

2

)
, (5.1)

where Dm = ya − µm and M denotes the total number of mixture components. For each
mixture component m, the mixing coefficient αm, mean µm, and covariance Σm formulate a
probability density function of the output ya.

The output of the SIMP structure contains the required parameters for every 2D GMM
and the weight wa for each insertion area a. As for the desired outputs, not only the
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largest weight is expected to be associated to the actual inserted area, but also the highest
probability is supposed to be at the proper location and time for the output distributions of
that area. The loss function is then defined as

Loss = W1

(
−
∑
n

log

{ Na∑
a=1

ŵnap(y
n
a |x)

})
+W2

(
−
∑
n

Na∑
a=1

ŵna log(wna )

)
, (5.2)

where Na denotes the total number of DIA in the scene and ŵa denotes the ground truth of
the area weight, which is the one-hot-encoding of the final insertion area for the predicted
vehicle. Parameters W1 and W2 are manually tuned such that the two loss components will
have the same order of magnitude during training.

5.2.2 Lower Module

The lower module contains different motion models which will be assigned to each inser-
tion area according to some criteria that will be discussed in Section 5.3. Here, we applied
the Conditional Variational Autoencoder (CVAE) [43][68] method to each motion model.

CVAE has a similar structure to the typical variational autoencoder which contains an
encoder and a decoder. It is rooted in bayesian inference, where the goal is to model the
underlying probability distribution of the data so that new data could be sampled from that
distribution. The overall structure of the CVAE we used is shown in Fig. 5.2.

In order to obtain the distribution of the output Y given the input X (i.e. P (Y |X)), a
latent variable z ∼ N (0, I) is introduced such that

P (Y |X) = N (f(z,X), σ2 · I), (5.3)

where it has mean f which is a function that can be directly learned from the data and

DecoderEncoderX

Y

z Ŷ
Q(z|X, Y ) P (Y |z, X)

Figure 5.2: CVAE structure.

covariance equal to the identity matrix I times a scalar σ.
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Given the training data (X, Y ), the framework first samples z from some arbitrary dis-
tribution Q different from N (0, I). According to Bayes rule, we have:

Ez∼Q
[

logP (Y |z,X)
]

= Ez∼Q
[

logP (z|Y,X) + logP (Y |X)− logP (z|X)
]

(5.4)

and by subtracting Ez∼Q(logQ(z)) from both sides:

logP (Y |X)− Ez∼Q
[

logQ(z)− logP (z|X, Y )
]

=

Ez∼Q
[

logP (Y |z,X) + logP (z|X)− logQ(z)
]
.

(5.5)

To make the right hand side closely approximates logP (Y |X), Q is constructed to depend
on both X and Y , which will make Ez∼Q

[
logQ(z)− logP (z|X, Y )

]
small.

By writing the above expectation as Kullback-Leibler (KL) divergences, our variational
objective is in the form:

logP (Y |X)−DKL

[
Q(z|X, Y )||P (z|X, Y )

]
=

Ez∼Q
[

logP (Y |z,X)−DKL

[
Q(z|X, Y )||P (z|X)

]]
,

(5.6)

where P (z|X) = N (0, I) since the model assumes that z is independent of X if Y is un-
known. The right hand side can be optimized via stochastic gradient descent by using the
reparameterization trick to enable the encoder to generate a vector of means and a vector
of standard deviation. In general, Q is trained to "encode" Y into the latent z space such
that the values of z can be "decoded" back to the output.

The loss function then becomes a summation of the generative loss, which is the mean
square error between the network output and the ground truth, and a latent loss, which is
the KL divergence term that forces the latent variables match a unit Gaussian:

Loss = ||Y − Ŷ ||2 +DKL

[
Q(z|X, Y )||N (0, I)

]
, (5.7)

where Y is the ground truth and Ŷ is the output estimation. At test time, we can sample
from the distribution P (Y |X) by sampling z directly from N (0, I).

5.2.3 The Overall Framework

For a selected vehicle, its input feature vector x contains all the information of itself and
its surrounding environment. The SIMP method takes x as the input and generates three
types of outputs: w, p(ys|x), and p(yt|x). The vector w represents the weight for each of
the Na areas; p(ys|x) denotes the probabilistic distribution of the final destination within
each DIA; and p(yt|x) denotes the probabilistic distribution of the time remained to enter
each DIA for the predicted vehicle, which can be also interpreted as the time-to-lane-change
(TTLC) distribution. These outputs along with the filtered input features will then feed into
different motion models inside the lower module. Finally, the joint probability distribution
of motions over multiple interacting entities at the next time step can be obtained. At
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Algorithm 2: Scene Prediction Framework
1 Ns : total number of output samples
2 fs : data sampling rate
3 x : input vectors at current time
4 w, p(ys|x), p(yt|x)← SIMP (x)
5 for a = 1 : Na do
6 M ← current motion model
7 na ← Ns · wa
8 for i = 1 : na do
9 T ← sample(p(yt,a|x))

10 s1,o1 ← x
11 for j = 1 : (T · fs) do
12 Tj ← T − (j − 1) · fs
13 aj ← sample(M(sj,oj, Tj))
14 if aj not feasible then
15 redo iteration
16 else
17 sj+1 ← f(aj, sj)
18 end
19 end
20 if p(ys,a = sfinal|x) < ε then
21 redo iteration
22 end
23 end
24 end

the current time step t, we denote states of the interacting vehicles as st, the other sensor
observations of the surroundings as ot, and the predicted actions as at. The next state of
the interacting vehicles can be directly calculated using some mapping function f such that
st+1 = f(at, st).

Therefore, given the current state information and according to the first-order Markov
assumption, the joint probability distribution over the prediction horizon T can be expressed
as:

p(st+1, st+2, ..., st+T |st) = p(st+1|st)p(st+2|st+1) · · · · · p(st+T |st+T−1), (5.8)

where T has the distribution of p(yt|x). Since st is independent of ot and T , we have:

p(st+1|st) =
∑
T

∑
ot

p(st+1,ot, T |st) =
∑
T

∑
ot

p(st+1|st,ot, T )p(st), (5.9)

where p(st+1|st,ot, T ) is obtained from the output distribution of the motion prediction
model and ot is assumed to have a gaussian measurement noise. Here, we use sample-based
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Figure 5.3: The scene prediction framework for the selected exemplar scenario.

method to infer the desired joint probability distribution and the overall process of the
proposed scene prediction framework is illustrated in Algorithms 2.

Each motion model has its corresponding dynamic insertion area and the model will be
triggered once its insertion weight wa is greater than a threshold (i.e. na is not zero). Within
each trajectory sampling process, we first sample the time information T , from p(yt|x). Then,
within the given prediction horizon T · fs, we iteratively apply our lower motion model to
obtain the sampled output action, which will go through a feasibility check to make sure the
predicted next state is reachable by the vehicle. Finally, we use the destination distribution
p(ys|x) from the SIMP method to ensure our predicted final state is within the desired range.

5.3 An Exemplar Scenario
In this section, we use an exemplar highway driving scenario to apply our proposed scene

prediction framework. The data source and detailed problem formulation are presented.

5.3.1 Dataset

The data we used was taken from the NGSIM dataset which is publicly available online
at [63]. We used the US highway 101 dataset which contains detailed vehicle trajectory
data collected with sampling rate fs = 10 Hz. Since the original data, especially for the
velocity and acceleration, are very noisy, we used an Extended Kalman Filter (EKF) for
better estimations. For lane-change situation, we picked up to 40 frames (4s) before the
vehicle’s center intersects the lane mark; for lane-keep situation, 40 frames were selected for
each vehicle. A total of 15,240 frames were chosen from the dataset and randomly split into
80% for training and 20% for testing.

5.3.2 Scenarios and Problem Description

The representation of the exemplar scenario and the corresponding framework structure
are shown in Fig. 5.3. The yellow car is the predicted vehicle; the blue cars are the reference
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vehicles, which are vehicles that the predicted vehicle will most likely interact with; the grey
cars are other surrounding vehicles that are assumed to be fully observable.

In the typical driving scenario, there are five circled areas (DIA) that our predicted
vehicle could eventually enter. More specifically, if the predicted vehicle (yellow car) inserts
into area1 or area3, it will yield to car2 or car6 respectively; if the predicted vehicle enters
area2 or area4, it will pass car2 or car6 respectively; if, however, area5 is inserted, the
predicted vehicle will keep its lane and follow car4. Therefore, we considered three motion
models inside the lower module: yield, pass and keep. Each model is trained separately
on data that satisfy each particular model type. Note that for other traffic scenes such as
ramp merging, the same type of motion models can be directly applied.

5.3.3 Features and Structure Details

The input features for the upper module are selected as same as in [9]. For the lower
module, input states of the two interactive vehicles can be written as st = {vtpred, vtref , xtref −
xtpred, y

t
ref−ytpred}, where the subscript pred denotes the predicted vehicle and ref denotes the

reference vehicle, and the observed input ot is determined by the type of the motion model.
For example, ot for the pass model contains states of the vehicle in front of the predicted and
the reference car, whereas no ot is needed for the keep model since only the front reference
car need to be considered which information is already included in the input state. The pre-
dicted actions at for each motion model are expressed as at = {∆xtpred,∆vtpred,∆xtref ,∆vtref},
representing lateral displacements and the longitudinal velocity differences for both the pre-
dicted vehicle and the reference vehicle. Here, the aforementioned function f will map at
and st linearly to st+1.

For the SIMP structure, we use three fully connected layers of 400 neurons each, with
tanh non-linear activation functions. A dropout layer is appended to the end to enhance the
network’s generalization ability and prevent overfitting. For the CAVE structure, we utilize
two fully connect layers of 128 neurons each for both the encoder and the decoder, and use
three latent variables. The two modules are trained hierarchically and concatenated during
testing.

5.4 Evaluation and Results
In this section, different evaluation methods are presented to assess the model quality

and the final results are discussed.

5.4.1 Performance Evaluation

The output of the scene prediction framework are trajectories sampled from joint motion
distributions of the predicted vehicle and each of its interacting entities (i.e. reference vehi-
cles). We used the Root-Mean-Square Error (RMSE) as the validation metric to evaluate the
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Frame: 1 / 40
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Frame: 32 / 40
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Frame: 22 / 40

Frame: 26 / 40

(a) (b)

Figure 5.4: Test results of two example cases. The yellow car represents the predicted vehicle;
the blue cars are reference vehicles that might interact with the predicted vehicle; and the
striped cars denote other surrounding vehicles which will not have direct interactions with
the predict vehicle. The red and blue dotted lines are the ground truth trajectories (with
0.1s step-time) for the predicted vehicle and its interacting reference vehicle respectively.
The solid lines are sampled trajectories from the motion models.

output trajectories. However, multiple possible trajectories can be sampled from different
motion models at the early stage of a lane changing scenario and more trajectories will be
sampled from the ground-truth motion model as the time-to-lane-change value gets smaller.
Therefore, in order to calculate the RMSE for a longer horizon, we analyzed our result by
sampling trajectories directly from the actual motion model during the whole prediction
period and compared them with the real trajectory.

For a selected test case, the ground-truth motion model is determined by the final inser-
tion area and the RMSE can be calculates as:

RMSE =

√√√√ 1

Ns · T · fs

Ns∑
i=1

T ·fs∑
j=1

(sj − ŝij), (5.10)

where sj is the true state value at time j and ŝij is the predicted value from the i-th
sampled trajectory at the same time step j. We evaluated the RMSE of the lateral position
and the longitudinal velocity separately for each motion model. Moreover, we selected the
pass model to evaluate the performance of using and not using the time-to-lane-change
information obtained from the upper module. The RMSE results across different motion
models under various prediction horizons are presented in Table 5.1

As shown in Table 5.1, our method has lateral position errors within 0.5m for each model
and a 1.3m/s error in velocity when prediction horizon is 4s. For the lateral position error,
it can be clearly seen that the performance of the reference vehicle is better than that of the
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predicted vehicle. This is because during the lane changing period, the predicted car has
larger lateral displacement than the reference car which usually remains its lateral position.
When the pass model does not use the time information given by the SIMP method, the
RMSE values increase especially for velocity errors. This happened because without the time
constraint, the model may assume both vehicles will remain their speed and none of them
will yield to the other at the beginning stage, which could cause cumulated speed deviations
for both vehicles as well as a delay in the lateral displacement for the predict vehicle (yellow).
Note that only a 4s prediction horizon is examined for the keep model since there won’t have
much motion changes within that period for car following cases.

5.4.2 Visualization of Selected Cases

We selected two distinct traffic situations to visualize our results as shown in Fig. 5.4.
Each situation has a maximum prediction horizon of 4s (40 frames) and four representative
frames are selected from each scenario to illustrate the performance of our framework. In
order to better visualize the results, we did not add the trajectories generated by the keep
motion model on the plot.

At the early stage of the situation in Fig.5.4(a), the predicted vehicle is likely to interact
with its left reference car since the vehicle is closer to the area behind its left car than the
area in front of its right car. Therefore, in the first frame, most trajectories are sampled
from the yield motion model and the yielding pattern can be clearly recognized from the
plot. As time goes, the predicted vehicle starts to increase its speed and finally passes its
right reference vehicle. For case in Fig.5.4(b), the predicted vehicle changes its mind by
first having a large intention to pass its left vehicle and then choosing to yield to its right
reference vehicle. Note that both cases have some intermediate stages where multiple possible
interaction exist and thus it is necessary to predict all these potential joint trajectories to
have a full understanding of the scene.

5.4.3 Framework Robustness Test

Although our framework shows great performances during the evaluation, it is possible
that some corner cases are not included in the test data. Therefore, to examine whether our
method can generate reasonable results under various situations, we manually changed some
parameter settings to have an comprehensive analysis. We used two methods to evaluate
the framework robustness:

• Fix the current input scenario and change motion models in the lower module.

• Fix the motion model in the lower module and change the time-to-lane-change (TTLC)
distribution obtained from the upper module.

For the first evaluation, we chose the 10th frame of the test scenario in Fig. 5.4 (a), where
the predicted car has a similar longitudinal position as its right reference car and the actual
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Table 5.1: RMSE Evaluation Results

Prediction horizon
Model Vehicle 4s 3s 2s 1.5s 1s 0.5s

Keep
pred 0.30 - - - - -
ref 0.28 - - - - -

Yield
pred 0.51 0.48 0.39 0.21 0.14 0.08
ref 0.42 0.36 0.25 0.18 0.11 0.07

Pass
pred 0.43 0.41 0.37 0.21 0.19 0.07
ref 0.41 0.33 0.22 0.14 0.04 0.02

Pass
(w/o time)

pred 1.10 0.77 0.67 0.51 0.28 0.12
ref 0.34 0.30 0.29 0.18 0.07 0.03

(a) RMSE for Lateral Position (m)

Prediction horizon
Model Vehicle 4s 3s 2s 1.5s 1s 0.5s

Keep
pred 1.11 - - - - -
ref 1.07 - - - - -

Yield
pred 1.24 1.19 0.91 0.79 0.70 0.31
ref 1.25 1.05 0.72 0.67 0.33 0.22

Pass
pred 1.23 1.08 0.89 0.74 0.50 0.25
ref 1.34 1.01 0.74 0.58 0.49 0.20

Pass
(w/o time)

pred 2.59 2.25 1.97 1.41 0.90 0.79
ref 2.17 2.06 1.32 1.08 0.64 0.43

(b) RMSE for Longitudinal Velocity (m/s)

motion model is pass. We then changed the motion model to yield and the comparison
results of using different models are shown in Fig. 5.5. As can be seen in the plot, the pass
model predicts that the predicted vehicle will first increase the speed to surpass the reference
vehicle and then perform large lateral deviations for lane change. The yield model, however,
indicates that the predicted vehicle will decrease its speed at the beginning and yield the
reference car while changing its lane. Also, as the model is switched from pass to yield, the
longitudinal velocity of the reference vehicle increases since the predicted car is
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Figure 5.5: Performance comparison using different motion models.
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Figure 5.6: Performance comparison using different temporal information.
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assumed not to insert in front of it due to the decreasing speed of the predicted car.
We used the same test scenario for the second evaluation but evaluated from the starting

frame. By raising the predicted TTLC value from 1s to 4s, the predicted vehicle will have
more time to change its lane. According to Fig. 5.6, when TTLC is 1s, the predicted car
has a 0.6m lateral deviation within one second; when TTLC increases, the vehicle gradually
changes its lane, which takes up to 2s to have the same amount of lateral deviation. The
speed comparison also reasonably indicates that the vehicle will have a larger acceleration
when it decides to change the lane faster.

5.5 Conclusions
In this chapter, a framework for probabilistic traffic scene prediction was proposed. It can

simultaneously predict possible motions for multiple interacting traffic participants under
various circumstances. An exemplar highway scenario with real-world data was used to
demonstrate the performance of the framework. The proposed framework is not only able
to generate accurate trajectories sampled from the predicted joint distributions of scene
entities, but also has the adaptability to different driving situations. Note that we used
the CVAE method to analyze the performance of the framework and it does not necessarily
conclude that this is the best suited to the lower module. Other approaches that can generate
conditional joint distributions are also able to use and we will compare different methods as
well as examine the framework on other scenarios in our future works.
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Chapter 6

Scenario-transferable Semantic Graph
Reasoning for Prediction

6.1 Introduction
Prediction plays important roles in many fields such as economics [69], weather forecast

[70], and human-robot interactions [71]. For intelligent robots such as autonomous vehicles,
accurate behavioral prediction of their surrounding entities could help them evaluate their
situations in advance and drive safely.

6.1.1 Challenges

One challenge of developing prediction algorithms is to find comprehensive and generic
representations for common scenarios that can be encountered in the real world. In fact,
finding suitable representations of the environment has been an open problem not only for
prediction but also for decision making [72] and planning [73] tasks. If such generic repre-
sentations can be found, another challenging problem arises as how to utilize these repre-
sentations for predicting and imitating human behaviors while preserving explicit structures
within these representations. Since prediction is a highly data-driven problem, deep learning
methods are usually used for its strong capacity of learning and modeling complex relation-
ships among predictor variables [74], [75]. However, they may not directly encode tractable
or interpretable structure. Therefore, it is desired to take the advantage of deep learn-
ing models while retaining structural information of extracted generic representations using
existing prior knowledge.

Moreover, human drivers are able to forecast the evolvement of driving environments
regardless of whether they have encountered the same situations before, such as the iden-
tical road structure or traffic density. However, it is difficult for autonomous vehicles to
possess such capability as human drivers when unforeseen circumstances are encountered.
Therefore, for the autonomous vehicle, it is challenging to have a prediction algorithm that
is both flexible and transferable . Specifically, flexibility refers to the predictor’s ability to
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Figure 6.1: Illustration of the overall concept of this chapter. Given any driving scenario,
we are able to extract its generic static and dynamic representations. We then introduce
semantic graphs (SG) to support spatial-temporal structural relations within generic repre-
sentations related to semantic goals. Finally, we utilize semantic graph network (SGN) to
operate on semantic graphs and make predictions by reasoning internal structural relations
of these graphs.
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handle a time-varying number of homogeneous or even heterogeneous agents in a scenario.
Transferability, on the other hand, refers to the degree to which the predictor can be gen-
eralized or transferred to various situations. It is expected that a predictor is transferable
across unseen driving scenarios or domains and such transferability is extremely important
for enabling autonomous vehicles to navigate in dynamically changing environment in real
life.

6.1.2 Insights

Research efforts have been devoted to address the aforementioned challenges separately.
However, these challenging factors are, indeed, highly correlated with each other and cannot
be solved independently. For instance, if generic representations of the road entities can
be found, it will become easier for the predictor to achieve flexibility. In addition, the
flexibility of an algorithm in one scene should be maintained while it is transferred to another
scene, which reflects the necessity of flexibility for a transferable predictor. Furthermore,
transferability of an algorithm largely depends on whether its input and output can be
generically represented under difference scenes. To the best of our knowledge, this is the
first work that manages to tackle all these challenges simultaneously and merge them into a
single behavioral predictor for autonomous vehicles.

6.1.3 Contributions

In this chapter, a scenario-transferable probabilistic prediction algorithm based on se-
mantic graph reasoning is introduced. Several concepts are proposed and defined in this
chapter such as dynamic insertion area (DIA), semantic goals, and semantic graphs (SG),
which are building blocks for the semantic graph network (SGN) we designed to predict
agents’ behaviors. The key contributions of this work are as follows:

• Introducing generic representations for both static and dynamic elements in driving
scenarios, which take into account Frenét frame coordinates, road topological elements,
traffic regulations, as well as dynamic insertion areas (DIA) defined in this chapter.

• Utilizing generic representations to define semantic goals and incorporating them into
the proposed semantic graphs (SG).

• Proposing the semantic graph network (SGN) to reason internal spatial-temporal struc-
tural relations of semantic graphs and make predictions.

• Examine the predictor’s accuracy, flexibility, and transferability via real-world driving
data from two highly interactive and complex scenarios: an eight-way roundabout and
an unsignalized T-intersection with completely different road structures.
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6.2 Related Works
In this section, we provide an overview of related works through four aspects and briefly

discuss how each of them is addressed in this work.

6.2.1 Generic Representations of Driving Environments

Generic representations of driving environments can be regarded as invariant features
across different driving scenarios or domains. Very few works have tried to find generic
representations of driving environments. [76] applied affine transformation of pedestrians’
trajectories into a uniform curbside coordinate frame. [77] utilized the Frenét coordinate
frame along road reference paths to represent feature vectors of two interacting agents. In
[78], self-centered image-based features were used as input to the network, where traffic
regulations were encoded through images. [79] brought forward bird’s eye representation of
the scene surrounding the object, fusing various types of information on the scene which
include satellite images and bounding boxes of other traffic participants.

These works either focus on extracting representations for a specific type of driving sce-
nario (e.g. intersection [76], roundabout [77]) or applying end-to-end learning approaches to
implicitly learn generic representations across different scenarios [78], [79]. A recent work
from Waymo [80] proposed a vectorized representation to encode HD maps and agent dy-
namics. Although such vectorized representations are applicable to various driving scenarios,
even some simple or obvious relations between road or agent vectors have to be learned by
the network and there is no guarantee that those known relations can be learned correctly.

In fact, representations obtained from end-to-end deep learning models are with high
abstraction level, which cannot be fully trusted and may fail under scenarios that are not
well covered by the training data. Instead, in this work, we will take the advantage of
our domain knowledge while constructing desired generic representations for various driving
environments.

6.2.2 Behavior Prediction for Autonomous Vehicles

Many researchers have been focusing on probabilistic behavior prediction of autonomous
vehicles and one of the most common objectives is to predict trajectories. Methods such as
deep neural networks (DNN) [81], long short-term memory (LSTM) [82, 83], convolutional
neural networks (CNN) [11, 84], generative adversarial network (GAN) [85], conditional
variational autoencoder (CVAE) [86], and gaussian process (GP) [6] are typically utilized
for trajectory prediction of intelligent agents. Moreover, inverse optimal control (or inverse
reinforcement learning (IRL)) method has also been use for probabilistic reaction prediction
under social interactions [7], [87].

Alternatively, there are also works focusing on predicting agent’s goal state information
directly, which contain both intention (e.g. left/right turn) and motion information (e.g.
goal location and arrival time). For example, [88] obtained a probability distribution over all
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“ I’ll stop behind the stop line. ”

“ I’ll follow the white car. ”

“ I’ll cut in front of the blue car. ”

semantic goal semantic goal 
accomplished

driving scenario

or

Behavior Prediction Task

Figure 6.2: Illustration of the semantic goal concept as well as our behavior prediction task.
The target vehicle is shown in red and our objective is to not only predict which semantic goal
the driver is going to choose but also forecast corresponding vehicle’s end state of achieving
each semantic goal.

possible exit branches for a vehicle driving in a roundabout using recurrent neural network
(RNN); [60] used LSTM to forecast time-to-lane-change (TTLC) of vehicles under highway
scenarios; [89] proposed to use A*-based inverse planning to recognize the goals of vehicles on
the road. In fact, by predicting goal states and assuming that agents navigate toward those
goals by following some optimal or learned trajectories, the accuracy of prediction can be
improved [58, 90]. For most goal-related prediction methods, the approach to selecting goals
is either task-dependent such as left turn and lane change [91] or by sampling-based method
along lane centerlines [92]. However, these potential goals are either too coerce to capture
intra-category multimodality or based only on static map information without considering
their dependencies with dynamically moving agents.

In this chapter, we introduce the concept of semantic goals based on the proposed generic
representations of driving environments. Our objective is to predict the probability of each
possible semantic goal and agent’s behaviors when each goal is accomplished. Different from
previous works, the proposed semantic goals can cover all possible driving situations by
modeling various goals in the environment uniformly using semantics. As shown in Fig. 6.2,
these semantic goals can not only describe static road information (e.g. stop line), but also
represent dynamic relations among on-road agents (e.g. car following). It is worth mention-
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ing that the predicted outcomes can be further used for goal-based trajectory estimation or
planning tasks but it will not be the focus of this work.

6.2.3 Flexibility of Prediction Algorithms

In order to handle different input sizes (due to frequently changed number of surrounding
agents) and achieve invariance to input ordering, Graph Neural Network (GNN) has been
widely used recently as it processes strong relational inductive biases [93]. In general, graphs
are a representation that supports pairwise relational structure and graph networks are
neural networks that operate on graphs to structure their computations accordingly. In [94],
the authors utilized graph to represent the interaction among all close objects around the
autonomous vehicle and employed an encoder-decoder LSTM model to make predictions.
Instead of treating every surrounding agent equally, the attention mechanism was applied
to GNN in [95], where the proposed graph attention network (GAT) can implicitly focus on
the most relevant parts of the input (i.e. specify different weights to neighboring agents) to
make decisions. Works such as [96], [97], and [98] applied such a method to predict future
states of multiple agents while considering their mutual relations.

Inspired by these works, we design a semantic graph network (SGN) which takes the
advantage of the inductive biases in the graph network structure and operates on semantic
graphs (SG). The proposed semantic graph incorporates generic representations of the envi-
ronment related to semantic goals and its internal spatial-temporal structural relations will
be reasoned by the network.

6.2.4 Transferability of Prediction Algorithms

Researchers have developed various machine learning algorithms to enhance the accuracy
of behavior prediction tasks for autonomous vehicles under one or more driving scenarios
such as highway (e.g. [82], [9], and [99]), intersection (e.g. [81], [6], and [100]), and round-
about (e.g. [101] and [102]). Although these machine learning algorithms provide excellent
prediction performance, a key assumption underlying the remarkable success is that the
training and test data usually follow similar statistics. Otherwise, when test domains are
unseen (e.g. different road structure from training domains) or Out-of-Distribution (OOD)
[103], the resulting train-test domain shift will lead to significant degradation in prediction
performance. Incorporating data from multiple training domains somehow alleviates this
issue [104], however, this may not always be applicable as it can be overwhelming to collect
data from all the domains, especially for the autonomous driving industry.

Therefore, it is important for the predictor to have zero-shot transferability or domain
generalizability, where it can be robust to domain-shift without requiring access to any data
from testing scenarios during training. In this work, we will demonstrate the zero-shot
transferability of our prediction algorithm when limited training domains are available. This
is mainly achieved by combining the proposed generic representations of driving environments
with the SGN framework.
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i ii iii

p1
p2 p3

Figure 6.3: Illustration of reference paths (shown in dashed curves) and reference points (i.e.
p1, p2, p3) on one of the paths (red). The lower-case roman numerals split the scenario into
three different sections which represent various road topological relations.

6.3 Generic Representation of the Static Environment
In order to design a prediction algorithm that can be used under different driving scenarios

(e.g. highway, intersection, roundabout, etc.), we need a simple and generic representation
of the static environment. The extracted expressions of the static environment should be
able to describe road geometries and their interconnection as well as traffic regulations. We
combine all these static environment information into road reference paths and the detailed
methodology is described in this section.

6.3.1 Reference Path

A traffic-free reference path can be obtained either from road’s centerline for constructed
roads or by averaging human driving paths from collected data for unconstructed areas. The
red and blue dashed lines in Fig. 6.3 denote different reference paths in the given scenario.

Reference point

In order to incorporate map information into the reference path, we introduce the concept
of reference points which are selected points on the reference path. Reference points can
either be topological elements that represent topological relations between two paths or
regulatory elements that represent traffic regulations.

According to [105], the topological relationship between any of two reference paths can be
decomposed into three basic topological elements: point-overlap, line-overlap, and undecided-
overlap. In Fig. 6.3, segment (i) has two parallel reference paths and can be categorized as
undecided-overlap case corresponding to lane change or overtaking scenarios, which has no
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fixed reference point; segment (ii) is a merging scenario that belongs to the line-overlap case
with reference point p1; segment (iii) is an intersection and can be regarded as point-overlap
scenario with p3 as the reference point.

Moreover, a traveling path on public road is normally guided by regulatory elements like
traffic lights and traffic signs. Therefore, it is reasonable to incorporate these regulatory
elements into each reference path, where we utilize the reference point to denote the location
of each regulatory element. As an example shown in Fig. 6.3, the point p2 denotes the
location of the stop line, which is one of the reference points on the red reference path.

Mathematical definition

We utilize the notation Xref to represent the property of a reference path and each
reference path is fitted by several way points through a polynomial curve and consists of
various reference points. Therefore, we can mathematically define each reference path as
Xref = {(xk, yk), (xp, yp)}, where x(·) and y(·) are global locations of each point on the refer-
ence path, k denotes the k-th way point, and p denotes the p-th reference point.

6.3.2 Representation in Frenét Frame

In this work, we utilize the Frenét Frame instead of Cartesian coordinate to represent
the environment. The advantage of the Frenét Frame is that it can utilize any selected refer-
ence path as the reference coordinate, where road geometrical information can be implicitly
incorporated into the data without increasing feature dimensions. Specifically, given a vehi-
cle moving on a reference path, we are able to convert its state from Cartesian coordinate
(x(t), y(t)) into the longitudinal position s(t) along the path, and lateral deviation d(t) to the
path. Note that the origin of the reference path is defined differently according to different
objectives and each reference path will have its own Frenét Frame.

6.4 Generic Representation of the Dynamic
Environment

Based on the generic representation of the static environment defined in Section 6.3, we
further design a uniform representation of the dynamic environment that can cover all types
of driving situations on the road. In this section, we first redefine the Dynamic Insertion Area
(DIA) concept, originally introduced in [9], by providing comprehensive and mathematical
definitions. We then thoroughly illustrate how the dynamic environment can be generically
described by utilizing DIAs.
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(a) moving DIA

(b) partially moving DIA

(c) temporarily stopped DIA
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3

Figure 6.4: Basic properties for dynamic insertion area.

6.4.1 Definition of DIA

General descriptions

A dynamic insertion area (DIA) is semantically defined as: a dynamic area that can be
inserted or entered by agents on the road. An area is called dynamic when both its shape
and location can change with time. As can be seen in Fig. 6.4, each dynamic insertion area
contains four boundaries: a front and a rear boundary (i.e. 1 & 4), as well as two side
boundaries (i.e. 2 & 3). The front and rear boundaries of a DIA are usually formulated by
road entities1, but the two boundaries can also be any obstacles or predefined bounds based
on traffic rules and road geometry, which details will be discussed later. Since the two side
boundaries for each DIA are formulated by connecting the front and rear boundary along
road markings or curbs (as seen in Fig. 6.4), the shape of the area highly depends on the
geometry of the reference path it is currently on.

Table 6.1: Features for the Dynamic Insertion Area

Feature Description

Area Spec
l Length of the area along reference path.
θ Orientation of the area.

Front/Rear
Boundary

vf/r Boundary’s velocity in moving direction.
af/r Boundary’s acceleration in moving direction.
dlonf/r Boundary’s longitudinal distance to the active reference point.
dlatf/r Boundary’s lateral deviation from the reference path.

Each DIA has three different states as listed on the right side of Fig. 6.4 and these states
are categorized mainly by the motion of DIA’s front and rear boundaries. For example,
if both boundaries have non-zero speed, the corresponding DIA is called a moving DIA

1The DIA boundaries can be formulated by any types of road entities including vehicles, cyclists and
pedestrians. However, in this work, we will focus on vehicles only.
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(i.e. Fig. 6.4(a)). If only one of the boundaries has zero speed, the DIA is regarded as
partially moving (i.e. Fig. 6.4(b)). If, instead, both boundaries have zero speed, the DIA is
temporarily stopped (i.e. Fig. 6.4(c)). Note that, in this work, we do not consider the case
where the DIA is permanently stationary such as parking areas, which violates the dynamic
property of DIA.

Mathematical definition

We define each dynamic insertion area as A = (Xf ,Xr,Xref ), where Xf and Xr represent
the properties of the front and rear bound of the DIA respectively; Xref , defined in the
previous section, denotes the information of A’s reference path which is the path that the
area is currently moving on. Specifically, Xf = (xf , yf , vf , af ) and Xr = (xr, yr, vr, ar),
where x, y are the global locations of each boundary’s center point, v denotes the velocity,
and a denotes the acceleration. As the geometric properties of DIA’s side boundaries can
be described by Xref and the states of each DIA are mainly depend on its front and rear
boundaries, we do not consider the states of side boundaries in the definition of A.

Selected features

As discussed in the previous section, we are able to utilize reference path Xref as the
reference coordinate under the Frenét Frame and thus the property of each dynamic insertion
area A can also be converted to the Frenét Frame. We extract six higher-level features to
represent each insertion area A from (Xf ,Xr,Xref ) under the Frenét Frame, which are listed
in Table 6.1.

The length l of each DIA is measured along its corresponding reference path, which can
be expressed as: l = dlonf −dlonr . Here, dlon(·) denotes boundary’s distance to the active reference
point rptact which is the point we select as the origin of the environment and might change
with time. Note that for all DIAs in the scene that the predicted vehicle might reach, they
will always share the same rptact at a given time step. The criteria of choosing the active
reference point will be discussed in the next subsection. The orientation θ of each area A is
defined as the angle of the tangential vector to the reference path Xref at the area’s center
point on the reference path, where the vector is pointed towards A’s moving direction. Here,
θ is measured relative to the global Cartesian coordinate instead of the local Frenét Frame.

6.4.2 DIAs in Dynamic Environment

After introducing the basic concept of dynamic insertion area, we will first describe how
to systematically extract DIAs in any given environments. We then illustrate how DIA can
be combined with static environment information to generically represent different dynamic
environments. Besides, we will examine the relationships amongst different DIAs when more
than one DIA exists. As mentioned in Section 6.3, we are able to utilize two different aspects
(i.e. topological and regulatory elements) to design a generic representation for the static
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Figure 6.5: Demonstration of how DIA can be used to represent various driving environment.

environment. Therefore, we demonstrate the adaptability of DIA across several dynamical
environments by varying the two aforementioned perspectives in the map (details shown in
Fig. 6.5).

Algorithm of extracting DIAs

The entire algorithm of extracting DIAs in a scene, at any given time step, is described
in Algorithm 3. The first step is to select the proper active reference point, the procedures
of which are shown in Algorithm 3-(1). After obtaining the active reference point, we are
able to extract all related DIAs in the environment by following the steps illustrated in
Algorithm 3-(2). Since we are interested in the DIAs that the predicted vehicle might be
inserted into, we only need to extract the DIAs within the observation range of the vehicle
and we assume the predicted vehicle has full observation of its surroundings.

It is worth mentioning that it is possible for the predicted vehicle to have several possible
reference paths when its high-level routing intention is ambiguous (e.g. the vehicle can
either go straight or turn left/right at an intersection). In that case, Algorithm 3 needs to
be operated under each potential reference path of the predicted vehicle. However, since
predicting high-level routing intention is not the focus of our interests in this work, without
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loss of generality, we assume that the predicted vehicle’s ground-truth reference path is
known throughout the rest of this chapter.

Algorithm 3: Process of selecting the active reference point and extracting DIAs
in a driving environment
1 For each predicted vehicle and the reference path Xref it is moving on, do the

following steps:
2 (1) Find the active reference point rptact in the scene:
3 flag = False . rptact is not found yet
4 for ∀rpt (in front of the predicted vehicle) ∈ Xref do
5 if rpt ∈ regulatory elements then
6 if rpt ∈ traffic signs or rpt ∈ red traffic light then
7 flag = True . rpt is rptact
8 break the loop
9 end

10 end
11 if rpt ∈ topological elements then
12 if ∃X ′ref in the environment s.t.

(
(X ′ref ∩ Xref = rpt) ∧ (∃car on X ′ref ))

)
then

13 flag = True . rpt is rptact
14 break the loop
15 end
16 end
17 end
18 if flag == False then . no rptact is found
19 define rptact as a point in front of the predicted vehicle along Xref , with

distance duo
20 end
21 (2) Find all DIAs in the scene up until rptact:
22 for ∀X ′ref in the environment s.t.

(
(rptact ∈ X ′ref )∨ (X ′ref is parallel to Xref )

)
do

23 if X ′ref == Xref then
24 extract only the DIA in front of the predicted vehicle
25 else
26 extract all DIAs along X ′ref
27 end
28 end
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DIAs under different topological relations

We can use topological relations to represent the relationship between any two DIAs in
a dynamic environment when they are moving on different reference paths, namely different
Xref . The incorporations of DIAs under three basic topological elements are demonstrated
as follows.

• Point-overlap: This corresponds to scenarios with crossing traffic such as intersections
and an exemplar driving scenario is shown in Fig. 6.5(a). When we consider the red
car as the predicted vehicle, point a is the active reference point in the scene according
to the selection procedure in Algorithm 3. The two extracted DIAs are shaded in
gray and their corresponding reference paths are represented in red (for A1) and blue
(for A2) dashed lines. Hence, we denote the distances from the front bound and rear
bound of A1 to a as dlonf and dlonr , respectively. The variable θA1,2 denotes the relative
angle between A1 and A2, where θA1,2 = θA2 − θA1 . In this example, both A1 and A2

are regarded as moving DIA. Here, we assign A2’s front boundary velocity vA2
f as the

speed limit of its corresponding reference path (i.e. blue dashed line) and assume zero
acceleration (aA2

f = 0).

• Line-overlap: This corresponds to scenarios of merging and car following, where an
exemplar case is shown in Fig. 6.5(b). In this situation, the front boundaries for A1

and A2 have some shared properties including af , dlonf , and dlatf . However, there front
boundaries’ velocities are not the same if their corresponding reference paths have
different speed limits.

• Undecided-overlap: This corresponds to scenarios that do not have a fixed merging
or demerging point such as lane change. As can be seen in Fig. 6.5(c), the two reference
paths do not have a shared topological reference point that is fixed. For such situation,
the active reference point in the scene is chosen to be the point, c, that has a pre-defined
distance duo to the predicted vehicle. Here, the dynamic insertion area A1 is moving
towards A2 with a moving direction vertical to A1’s reference path. Therefore, the
lateral deviation, dlatr , of A1’s rear bound is no longer closer to zero as in the previous
two scenarios. Note that in order to clearly represent each DIA on the map, the front
boundary of A1 shown in Fig. 6.5(c) has the same lateral deviation as that of its
rear boundary, however, the value of dlatf should be consistent with the actual lateral
deviation of A1’s front boundary. Also, in this driving situation, the relative angle
between two areas almost equals to zero (i.e. θA1,2 ≈ 0).

DIAs under different traffic regulations

As there can be several different traffic regulations that guide objects to move on each
reference path, we categorize them into two groups and illustrate the incorporation of DIAs
under each of these regulations.
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• Traffic lights: Traffic lights are usually positioned at road intersections, pedestrian
crossings, and other locations to control traffic flows, which alternate the right of way
accorded to road entities. If a reference path is guided by a traffic light, the reference
point that represents such regulatory element is placed on the corresponding stop line.
The signal color will affect the extraction of the dynamic insertion area. For example,
when we select the vehicle moving in the vertical direction as the predicted vehicle and
the light in front of it is red (see the top scenario in Fig. 6.5(d)), the active reference
point is p3. In such case, the stop line that p3 is on is treated as the front boundary of
A3, where vA3

f = 0 and A3 is a partially moving DIA. When the light is green (see the
bottom scenario in Fig. 6.5(d)) or yellow, the active reference point for A3 switches to
d1. Under such situation, vA3

f equals to the speed limit on the blue reference path and
thus A3 is regarded as a moving DIA.

• Traffic signs: Traffic signs can be grouped into several types such as priority signs,
prohibitory signs, and mandatory signs. In fact, sign groups that contain prohibitory
and mandatory signs can be directly incorporated into the static environment repre-
sentation by defining different reference paths. In this section, we only consider the
sign groups that have influences on the dynamic environment. The sign group that is
most commonly seen on the road is the groups of priority signs. Priority traffic signs
include the stop and yield sign, which indicate the order in which vehicles should pass
intersection points.

When a vehicle is moving towards a stop sign, it will first decrease its speed before
reaching the stop line and then slowly inching forward while paying attention to other
lanes. In order to represent the differences between these two stages through DIA,
we create a virtual stop line at a distance dtr before the actual stop line. Fig. 6.5(d)
illustrates this two-stage process, where the active reference point for the vehicle behind
the stop sign changes from p1 to d1 and the front boundary ofA1 moves from the virtual
stop line to the line across d1 (see the transition from the top to the bottom scenario
in Fig. 6.5(d)). During the whole process, A1 transforms from a partially moving DIA
into a moving DIA. Alternatively, if a yield sign is encountered, the vehicle will not
necessarily decrease its speed unless it has to yield other vehicles on the main path.
However, if the speed limit on the yield path is lower than that of on the main path, the
two-stage process is also necessary. Such situation is illustrated in Fig. 6.5(d) where A2

remains as a moving DIA throughout the process. It is noteworthy that in Fig. 6.5(d),
when we separately predict the two horizontally moving vehicles, the front boundary
for A3 will vary due to different selection of the active reference point (i.e. when the
vehicle behind the stop sign is predicted, the front boundary of A3 is at d1; when the
vehicle behind the yield sign is predicted, A3’s front boundary changes to d2).
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6.5 Semantic Graph Network (SGN)
In this section, we first state the prediction problem we aim to solve in this work. Then

the concept of semantic graph (SG) is explained. Finally, we introduce the proposed semantic
graph network (SGN) which can predict behaviors of interacting agents by reasoning their
internal relations.

6.5.1 Problem Statement

As discussed in Section 6.2.2, we aim at directly predicting vehicle’s behaviors related
to its semantic goals. Specifically, we decide to use our proposed dynamic insertion area
(DIA) as a uniform description of semantic goals and integrate it into the spatial-temporal
semantic graph (SG) to construct a structural representation of the environment. In fact, as
each DIA represents a semantic goal, we will use these two terminologies interchangeably in
the rest of this chapter. It is worth to address that the reason we regard DIA as semantics
is twofold: (1) DIA is defined by semantic description; (2) navigation-relevant semantic map
information can be explicitly or implicitly included in DIAs.

Therefore, in this work, we would like to predict or answer the following questions:
“Which DIA will the vehicle most likely insert into eventually? Where is the
insertion location? When will the insertion take place?" .

6.5.2 Semantic Graphs

The proposed semantic graph network (SGN) operates on semantic graphs (SG), where
both its input and output are represented by graphs. There are two types of semantic graph
in SGN: two-dimensional semantic graph (2D-SG) and three-dimensional semantic graph
(3D-SG).

The 2D-SG is defined similar to the traditional graph [93] G = (N , E) with node n ∈ N
and edge e = (n, n′) ∈ E which represents a directed edge from n to n′. For undirected edge
, it can be modeled by explicitly assigning two directed edges in opposite directions between
two nodes. The feature vector associated with node ni at time step t is denoted as xti. The
feature vector associated with edge eij = (ni, nj) at time step t is denoted as xtij. Note that
within a 2D-SG, only spatial relations are described since different nodes are connected using
edges at the same time-step.

Alternatively, we define a 3D-SG as Gt→t′ = (N t→t′ , E t→t′), where t→ t′ denotes the time
span from time step t to a future time step t′ with t′ > t. The graph Gt→t′ contains informa-
tion that spans the entire period of scene evolution. The spatial and temporal relationship
are jointly described by edges in 3D-SG, where the temporal relation between any of the
two nodes in a 3D-SG can differ. We define node nτ ∈ N t→t′ with {τ ∈ R|t ≤ τ ≤ t′} and
edge et→t′ = (nt, (n′)t

′
) ∈ E t→t′ . The feature vector associated with node ni at time step ti

is denoted as xtii . The feature vector associated with edge eti→tjij = (ntii , n
tj
j ) that spans from
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Figure 6.6: Illustration of various driving scenarios with extracted DIAs and corresponding
2D semantic graphs. The predicted vehicle is colored in cyan. Notice that all DIA nodes in
the scene are defined uniformly and we color the DIAs for better interpretation of different
driving situations.
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ti to tj is denoted as xti→tjij . Note that when ti = tj, the spatial-temporal edge is the same
as the spatial edge in 2D-SG (i.e. eti→tjij = eij ).

For driving scenarios, rather than assigning node attribute as individual entities (e.g.
vehicles), we utilize DIA instead. Since DIA can not only describe dynamic environments
but also inherently incorporate static map information, each node in the graph is able to
represent semantic information in the environment. By defining node attributes as semantic
objects like DIA, we are able to implicitly encode both static and dynamic information into
the graph. Moreover, the egde attribute describes the relationship between any of two DIAs.
For a 2D-SG, each edge may describe the strength of correlation between its corresponding
two DIAs at the same time step; whereas for a 3D-SG, each edge may represent some
future information of the two DIAs. For example, in the 3D-SG of scene in Fig. 6.5(c),
the edge between A1 and A2 might encode the information of when and how two areas will
merge together, which can be interpreted as when the red vehicle will cut in front of its left
vehicle and at what location. Details on how various driving scenarios can be represented
by semantic graphs are illustrated in Fig 6.6.

6.5.3 Network Architecture

The entire architecture of SGN is shown in Fig. 6.7 and each module is explained in
details.

Input and output

For the proposed framework, the input can either be a 2D-SG at the current time step
or a sequence of historical 2D-SGs. The output is a set of 3D-SGs that encompass the
information of how the current scene will progress in the future, which could provide answers
to our questions in Section 6.5.2.

3D-SG

2D-SG

Input

Output

Feature Encoding Layer Spatial Attention Layer Predictor Encoding Layer Output Layer

Watt

Figure 6.7: Semantic graph network (SGN).
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Feature encoding layer

Since the state information of the predicted vehicle is implicitly contained in the DIA
directly in front of it (i.e. the predicted vehicle forms the rear boundary of its front DIA), we
can regard its front DIA as the reference DIA in the scene. Therefore, in a 2D-SG, if node
i is selected as the reference DIA at the current time step t, we can then define the feature
vector of some node nj relative to node ni as xtj→i, denoted as the relative node feature, and
can be obtained by the following equation:

xtj→i = fj→i(x
t
i,x

t
j), (6.1)

where xti and xtj are absolute node features described in Section 6.4.1. We utilize a linear
function fj→i to map from absolute to relative node features. If we also have historical
information of the node attribute, we can add a recurrent layer to further encode these
sequential features:

ĥtj→i = f 1
rec(ĥ

t−1
j→i,x

t
j→i), (6.2)

where ĥtj→i is the hidden state also the output of the recurrent function f 1
rec. We choose

the graph recurrent unit (GRU) [106] as our recurrent function, where for each node nj the
input to the GRU update is the previous hidden state ĥt−1j→i and the current input xtj→i.

Similarly, we encode feature sequences of the reference DIA by applying another recurrent
function f 2

rec:
ĥti = f 2

rec(ĥ
t−1
i ,xi). (6.3)

Spatial attention layer

The task of the attention layer is to help with modeling the locality of interactions among
DIAs and improve performance by determining which DIAs will share information. We first
encode the embedded features from the previous layer to yield a fixed-length vector htj→i:

htj→i = f 1
enc(ĥ

t
j→i), (6.4)

where f 1
enc denotes the encoder. We then compute attention coefficients at(j→i)(k→i) that

indicate the importance of relative node feature htj→i to node feature htk→i as follows:

atjk = fatt(concat(h
t
j→i,h

t
k→i);Watt), (6.5)

where we have simplified at(j→i)(k→i) as a
t
jk for readability. We denote Watt as the attention

weight and fatt as a function that maps each concatenated two node intention features into a
scalar. To make coefficients easily comparable across different node relations, we normalize
them across all choices of j using the softmax function:

αtjk =
exp(atjk)∑

k′∈N ti
exp(atjk′)

, (6.6)
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where αtjk denotes the normalized attention coefficient andN t
i is a set of nodes that surrounds

ni in the graph at time step t. Finally, we derive the attention-weighted relative node feature
h̄tj→i, which is an encoded vector weighted by attention as:

h̄tj→i =
∑
k′∈N ti

αtjk′ � htk′→i, (6.7)

where � is the element-wise multiplication.

Predictor Encoding layer

For a given predicted vehicle, there will always be a DIA that is right in front of it and
we regard this DIA as the reference DIA as stated previously. Therefore, if we want to
infer the relations between the predicted vehicle and each of the DIAs on the road, we can
alternatively infer the relations between the reference DIA and each of the other DIAs. Note
that the predicted vehicle can also insert into the reference DIA (i.e. its front DIA), which
might correspond to car-following in highway scenarios or yielding other cars in merging
scenarios.

Therefore, we need to encode the relationship between any of the two nodes and make a
prediction on their relations in the future. Such predicted relations will be reflected through
the edges in the output 3D-SG. For any pair of nodes (i, j) that has connected edges in the
input 2D-SG, we first concatenate their features to formulate the edge feature as either

ĥtij = concat(ĥtj→i, ĥ
t
i) or etij = concat(xtj→i,x

t
i), (6.8)

depending on whether we have embedded historical node features or not. ĥtij denotes the
hidden edge relation between node i and j over certain past horizon. We can then generate
an embedded vector htij as follows:

htij = f 2
enc(ĥ

t
ij), (6.9)

where the subscript (·)ij denotes that i is the index of the reference node and j is the
index of the node that connects to it. Different from the previous encoding function f 1

enc

that outputs encoded information for each node, the function f 2
enc aims at encoding the

edge information. After the edge encoding, we concatenate the result with the aggregated
feature of the reference node and perform a decoding process fpred to generate predicted edge
information:

oij = fpred(concat(h̄tj→i,h
t
ij)), (6.10)

where oij denotes the encoded feature vector that will be later used to generate features for
the 3D-SG.
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6.5.4 Output Layer

In order to determine what elements should be generated by oij, we first need to know
what behavior we want to predict by revisiting our problem. Our task is to generate prob-
abilistic distributions of the states for every possible insertion area in the input 2D-SG. In
other word, we want to have a probabilistic distribution of states for every edge in the out-
put 3D-SG. Without loss of generality, we assume the distribution can be described by a
mixture of Gaussian. Therefore, we assign a Gaussian Mixture Model (GMM) to each 3D
edge, where each Gaussian mixture models the probability distribution of a certain type of
edge relation between its two connected nodes.

To infer the final insertion location of the predicted vehicle, we need to have at least
two predicted variables: location of the inserted DIA and location of the vehicle in that
DIA. Besides, since the time of insertion is also the focus of our interests, a 3D Gaussian
mixture is used and the predicted variables are constructed as a three dimensional vector:
y = [ys1 , ys2 , yt]

T . The variable ys1 denotes the location of the inserted DIA, ys2 denotes the
location of the predicted vehicle relative to the DIA it enters, and yt denotes the time left
for the predicted vehicle to finish the insertion.

Predicting when and where the predicted vehicle will be inserted into a particular DIA
associated with node j, is equivalent to predict edge relations between the predicted vehicle’s
front DIA (assuming it is associated with node i) and nj. Hence, given the encoded edge
feature vector otij, the probability distribution of the output yti→tjij over the edge eti→tjij is of
the form f(y

ti→tj
ij |oij) . For brevity, we will eliminate the superscript of yti→tjij for the rest

of the chapter. Since we utilize the Gaussian kernel function to represent the probability
density, we can rewrite f(yij|oij) as:

f(yij|oij) = f
(
yij|f 1

out(oij)
)

=
M∑
m=1

αmijN
(
yij|µmij ,Σm

ij

)
, (6.11)

where N
(
yij|µmij ,Σm

ij

)
can be expanded as:

N
(
yij|µmij ,Σm

ij

)
=

exp(−1
2
(yij − µmij )TΣ−1(yij − µmij ))√

(2π)d|Σ|
, (6.12)

where d denotes the output dimension which is three in this problem. In Eq. 6.11,M denotes
the total number of mixture components and the parameter αmij denotes the m-th mixing
coefficient of the corresponding kernel function. The function f 1

out maps input oij to the
parameters of the GMM (i.e. mixing coefficient α, mean µ, and covariance Σ), which in
turn gives a full probability density function of the output yij. Specifically, the mean and
covariance are constructed as:

µ =

µs1µs2
µt

 ,Σ =

 σ2
s1

σ(s1,s2) σ(s1,t)
σ(s2,s1) σ2

s2
σ(s2,t)

σ(t,s1) σ(t,s2) σ2
t

 . (6.13)
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Besides predicting the state of final insertion in each DIA for the predicted vehicle, we also
want to know the probability of inserting into each DIA observed in the scene. Therefore,
given the encoded edge feature vector otij, we further derive the insertion probability of node
j’s associated DIA as:

wij =
1

1 + exp(f 2
out(o

t
ij))

, (6.14)

which is the logistic function of the scalar output from function f 2
out. We also normalize the

insertion probability such that
∑

k∈Ni wik = 1.
Finally, we obtain the feature vector associated with each edge in a 3D-SG as: xti→tjij =

[yij, wij]. In the case where i is the reference node, ti represents the current time of prediction
and tj is sampled from the distribution of the predicted insertion time variable yt. By
sampling from the predicted distribution of each edge in 3D-SG, we are able to formulate
several 3D-SGs as possible outcomes of the scene evolution.

6.5.5 Loss Function

For the desired outputs, we expect not only the largest weight to be associated to the
actual inserted area (Lclass), but also the highest probability at the correct location and time
for the output distributions of that area (Lregress). Consequently, we define our loss function
as

L = Lregress + βLclass

= −
∑
Gs

∑
i∈N s

(
log

{ ∑
k∈N si

ŵikf(yik|oik)
}
− β

∑
k∈N si

ŵik log(wik)

)
, (6.15)

where Gs denotes the s-th 2D-SG, N s denotes all the nodes in the current semantic graph,
and N s

i denotes the set of nodes surround ni. Note that the number of nodes in set N s and
N s
i is not fixed and will vary with time. The one-hot encoded ground-truth final inserting

area is denoted by ŵik. The hyperparameter β is used to control the balance between the
two losses for better performance.

6.5.6 Design Details

In this work, we utilize feed-forward neural networks for all related functions described
in Secton 6.5.3 (i.e. f 1,2

enc, fatt, fpred, f
1,2
out), due to neural network’s strong capacity of learning

and modeling complex relationships between input and output variables. The function f 1
out

can thus be regarded as a GMM-based mixture density network (MDN) [62]. It is important
to note that the parameters of the GMM need to satisfy specific conditions in order to be
valid. For example, the mixing coefficients αm should be positive and sum to 1 for all M ,
which can be satisfied by applying a softmax function. Also, the standard deviation for
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each output variable should be positive, which can be fulfilled by applying an exponential
operator.

Moreover, we should notice that in Eq. 6.12, Σ is invertible only when it is a positive
definite matrix. However, there is no guarantee that our formulated covariance matrix is
non-singular. One solution to fix a singular covariance matrix is to create a new matrix
Σ̂ = Σ + kI, where we want all the eigenvalues of the new covariance matrix be positive
such that the matrix is invertible. Ideally, we prefer k to be a very small number so not
to bias our original covariance matrix. At the meantime, since the eigenvalues of Σ̂−1 are
the reciprocals of the originals, we want k to be large enough so that the eigenvalues of Σ̂−1

won’t explode. Therefore, the best way of selecting k is hyperparameter tuning.

6.5.7 Inference for Semantic Prediction

At test time, we fit the trained model to observed historical 2D-SGs up until the current
time step t and sample from the probabilistic density function f(y|o) to obtain a set of
possible scene evolution outcomes. Although the network only output edge features of the
3D-SG, the node features are implicitly predicted as we know the spatial-temporal relations
between any of two nodes. Hence, each sampled testing results can be formulated as a 3D-SG
and we will thus obtain a set of 3D-SGs.

It should be pointed out that for a given 2D-SG, if the reference DIA is changed, we
might end up obtaining different output 3D-SGs. This is reasonable since as we modify the
reference node, we potentially alter the vehicle we want to predict. Therefore, under the
perspective of distinct drivers, the scene will evolve into the future differently. On the other
hand, if we assume vehicle-to-vehicle (V2V) communication, it is possible for all drivers on
the road to reach a consensus on the future states of the scene.

6.6 Experiments on Real-World Scenarios
In this section, we evaluate the capability of the proposed algorithm through different

aspects, where its overall performance, flexibility, and transferability are examined.

6.6.1 Dataset

The experiment is conducted on the INTERACTION dataset [46], [45], where two differ-
ent scenarios are utilized: a 8-way roundabout and an unsignalized T-intersection. All data
were collected by a drone from bird’s-eye view with 10 Hz sampling frequency. Information
such as reference paths and traffic regulations can be directly extracted from high definition
maps that are in lanelet [107] format. We further utilize piece-wise polynomial to fit each of
the reference paths in order to improve smoothness. Figure 6.8 shows the two scenarios we
used in this work as well as their reference paths.
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(a) 8-way roundabout (b) unsignalized T-intersection

Figure 6.8: Scenarios that are utilized in this chapter as well as their corresponding reference
paths.

The roundabout scenario is used to evaluate the flexibility and prediction accuracy of the
proposed semantic-based algorithm. The intersection scenario, on the other hand, is used
to examine the transferability of the algorithm. For roundabout scenario, a total of 21,868
data points are extracted and randomly split into approximately 80% for training and 20%
for testing. For intersection scenario, there are 13,653 data points in total and we randomly
select 80% of the data to train a new SGN model specifically for intersection scenario. The
rest of the data collected at the intersection are used to evaluate the transferability of the
SGN model learned under the roundabout scenario.

6.6.2 Implementation Details

In our experiment, up to two historical time steps of the semantic graph are utilized as
input to the network although more historical time steps can be considered to improve the
prediction performance. The reason is because, in this work, we focus more on how the
proposed generic representations can be integrated into the graph-based network structure
to enable flexibility and transferability of the prediction algorithm. Moreover, we want to
show that even with limited historical information, the proposed algorithm can still generate
desirable results.

The dimension for GRU-based recurrent functions, f 1,2
rec, is set to 128. All the layers in

the network embed the input into a 64-dimensional vector with tanh non-linear activation
function. A dropout layer is appended to the end of each layer to enhance the network’s
generalization ability and prevent overfitting. The size of the attention weight, Watt, is set
to 128. A batch size of 512 is used at each training iteration with learning rate of 0.001.
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6.6.3 Visualization Results

We selected two distinct traffic situations under the roundabout scenario to visualize
our test results, where the number of road agents in each case is time varying. The se-
mantic intention prediction results and the corresponding normalized attention coefficients
(represented through heatmap) at each tested frame for the two driving cases are shown in
Fig. 6.9. It should be stressed that the attention coefficients are implicitly learned in the
spatial attention layer of SGN during training without any supervision.

Case 1

In Fig. 6.9(a)-(d), the predicted vehicle (colored in black) manages to enter the round-
about and, at the meantime, it needs to interact with the other two vehicles that it may
have conflict with. At the time frame in Fig. 6.9(a), the predicted vehicle begins to enter the
roundabout and it has three options: (1) insert into A1, which can be interpreted as keep
following its front car while expecting the other two cars (i.e. the yellow and green vehicle)
to pass first; (2) insert into A2, which is equivalent to cut in front of the yellow vehicle; (3)
insert into A3, which can be regarded as cut in between the green and yellow vehicle. Our
result reveals that at such situation, the predicted vehicle has roughly equal probability of
inserting into A1 and A2, with slightly lower probability of entering A3. As the predicted
vehicle keeps moving forward (Fig. 6.9(b) - (d)), its probability of inserting into A2 decreases
and goes to zero while the probability of inserting into A3 increases.

We also visualize the learned attention coefficients to examine whether the applied at-
tention mechanism learned to associate different weights to different DIAs with reasonable
interpretations. According to the attention heatmaps, A1’s attention vacillates between A2

and A3 to decide which area the predicted vehicle will insert into. After the decision is
made, A1 does not need to care about other areas besides itself and thus its own attention
coefficient gets higher in Fig. 6.9(d). On the other hand, A2 initially pays some attention
to A1 but it gradually diverse its attention from A1 after realizing A1 does not have much
interaction with itself. Note that A2 pays no attention to A3 throughout the entire period as
its future states will not be influenced by its rearward DIAs. The insertion area A3 uniformly
assign its attention to all DIAs until it is about to be inserted by the predicted vehicle where
A3 starts to pay more attention to A1.

Case 2

Different from case 1, this driving case is a situation where the predicted vehicle has
to interact with vehicles driving on different reference paths while entering the roundabout
(Fig. 6.9(e)-(g)). Initially, the predicted vehicle can choose to insert into either one of the
four areas (i.e. A1, A2, A3, A4). In Fig. 6.9(e), inserting into A3 has zero probability for
the predicted vehicle since the area size is small and it is hard to be reached. Inserting into
A4 also has low probability since the predicted vehicle has large geometric distance to A4 at
the current time step. As the predicted vehicle keeps moving forward (Fig. 6.9(f), (g)), the
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Figure 6.9: Visualization results of semantic intention and attention heatmap for case 1
(a)-(d) and case 2 (e)-(g). The predicted vehicle is colored in black. The darker the color
of the dynamic insertion area, the higher probability for it to be inserted by the predicted
vehicle. For each DIA that might be inserted by the predicted vehicle, the corresponding
horizontal grids in the heatmap reflect how much its states will be influenced by other DIAs
respectively.
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Figure 6.10: Illustration of the behavior prediction results for test case 2. For each DIAs
that might be inserted by the predicted vehicle and for each goal-state variable, we plotted
the predicted mean value and confidence interval based on fifty samples.
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probabilities of inserting into A2 and A4 increase and almost equal to each other. Eventually,
the predicted vehicle inserted into both A2 and A4. The corresponding attention heatmaps
also provide some reasonable interpretations of this driving case. For example, A1 and A2

gradually shift their attention from A4 to A3 as they are being inserted by the red car (which
formulates the rear bound of A3). Also, A3 stops concentrating on A1 and A2 as soon as it
reveals higher chances to pass the reference point first.

We further illustrate numerical results of semantic intention and semantic goal state
prediction for all possible insertion areas at each time step of this driving case, which are
shown in Fig. 6.10. It is worth to note that both A2 and A4 can be regarded as the final
insertion area for this case, but A4 is chosen since its rear bound is closer to the predicted
vehicle than that of A2. The first plot shows the insertion probability of each DIA at each
time step, the value of which coincide with the visualization results in Fig. 6.9(e)-(g). As
can be seen from the last three plots in Fig. 6.10, each predicted state for A4 does not have
large deviation from the ground truth in terms of the mean value. Also, the variance of each
predicted state gradually decreases as the predicted vehicle gets closer to finish insertion.
Moreover, even for those dynamic insertion areas that are not eventually inserted by the
predicted vehicle, our proposed algorithm is still able to make reasonable predictions.

6.6.4 Qualitative Result Evaluation

We compared the performance of our model with that of the following five alternative
approaches2, where three of them are selected baseline methods for probabilistic prediction
and the rest are variations of the proposed SGN method for ablation study. For a fair
comparison, hyper-parameters such as the number of neurons, batch size, dropout rate, and
training iterations in all these methods are kept the same.

• Monte Carlo dropout (MC-dropout): The MC-dropout method [25] is implemented
to estimate the prediction uncertainty by using dropout during training and test
time. The network we use is a four-layer multilayer perceptron (MLP) with tanh non-
linearity. The predicted mean and variance can be obtained by performing stochastic
forward passes and averaging over the output.

• Semantic-based Intention and Motion Prediction (SIMP): This is the method used in
[9], where a fixed number of surrounding DIAs are considered. The entire framework is
based on the standard mixture density network, where the output mean and variance
are directly obtained. Notice that the way that DIAs are defined in [9] is only applicable
to highway scenarios and thus we utilize the generic DIA representation proposed in
this chapter to apply SIMP in other environments.

2Note that since our task is to predict vehicle’s semantic goal information instead of trajectory, our
method is not comparable to most of the state-of-the-art trajectory prediction algorithms. However, our
predicted outcomes can be used for downstream tasks such as trajectory prediction or planning but will not
be the focus of this work.
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• Encoder-Decoder Network (Enc-Dec): The network structure of this method includes
an encoder and a decoder, the implementation of which is similar to [77]. During
inference, points sampled from the encoded latent space will be fed into the decoder
to obtain a set of possible outcomes.

• No-Concatenation SGN (NC-SGN): This is the proposed method with modification
on the predictor encoding layer, where for Eq.(9), we directly use ĥti as input for f 2

enc,
instead of concatenating it with ĥtj→i. In this way, the input of fpred becomes the
hidden edge relation between node i and j.

• Uniform-Attention SGN (UA-SGN): This is the proposed method with modification
on the spatial attention layer, where we manually assign uniform attention coefficient
to each node.

The intention prediction results are evaluated by calculating the multi-class classifica-
tion accuracy and the semantic goal state prediction results are evaluated using root-mean-
squared-error (RMSE) as well as standard deviation. Note that the input dimension has to
be fixed for baseline models due to the limitation of their network structures. Therefore,
only a fixed number of surrounding DIAs can be considered. As most scenarios have three
surrounding DIAs, we select three DIAs that are closest to the predicted vehicle to extract
input features for baseline methods. If less than three surrounding DIAs exist at a certain
time frame, we assign features of those non-existent DIAs to zero.

According to the results shown in Table 6.2, MC-dropout has the lowest intention pre-
diction accuracy and the smallest prediction variance amongst all baseline methods. This is
because the dropout method is incapable of bringing enough uncertainties to the model and
thus it is more likely to have over-fitting problems. Moreover, Enc-Dec has slightly worse
performances than SIMP, which might due to the additional loss term in Enc-Dec. In fact,
the loss function for Enc-Dec method has a trade-off between a good estimation of data and
the Kullback–Leibler (KL) divergence for latent space distribution, which two terms need to
be carefully fine-tuned for desirable results.

Among all the ablation methods, NC-SGN has the worst overall performance, which
shows the necessity of emphasizing the relations between features of the reference DIA and
other DIAs. The test results of our proposed method surpass those of UA-SGN in terms
of the prediction accuracy, which implies the advantages of using attention mechanism to
treat surrounding DIAs with different importance. Also, as the prediction results of all
three SGN-based methods outperforms those of the three baseline methods, we can conclude
that utilizing graph-based networks are, in general, better than traditional learning-based
methods that have weak inductive bias. Specifically, the flexibility of dealing with varying
number of input features as well as the invariance to feature ordering are essential properties
for relational reasoning under prediction tasks.
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6.6.5 Analysis of Scene Transferability

As mentioned in Section 6.2.4, our proposed prediction algorithm is intended to have
zero-shot transferability. In this subsection, we explicitly examine how our model, trained
under a single domain, is performed when tested under a completely unforeseen domain. To
be more specific, we trained our model under an 8-way roundabout and test it under an
unsignalized T-intersection.

Overall qualitative evaluation

As mentioned in Section 6.6.1, to evaluate the transferability of the proposed algorithm,
the prediction performances of two SGN models are compared using selected test data from
the intersection: (1) the first SGN model is learned using only the training data from the
roundabout scenario, which is the same model we used for previous evaluations; (2) the
second SGN model is learned using only the training data from the intersection scenario. It
should be emphasized that the first SGN model is directly tested without additional training
on the intersection data. Therefore, we name the first model as the zero-shot transferred
model. In contrast, the second SGN model is named as the conventional model. The testing
results are shown in Table 6.3.

From the table, we first notice that the performances of the conventional model using the
proposed SGN structure are satisfying in terms of the prediction accuracy. More precisely,
the intention prediction accuracy is close to 95% , the average temporal estimation of the
goal state is less than 1.5s, the average estimation of the semantic goal location is around
2m, and the variances of these predicted variables are within a reasonable range. When the
results of these two models are compared, we observe that the performance of the zero-shot
transferred model still maintain desirable performance compared to the conventional model.
Specifically, the semantic intention prediction accuracy only decreases 1% , the average
temporal prediction error increases 0.5s, and the mean estimation error for semantic goal
locations rises 2m.

Table 6.3: Evaluation of Transferability

Zero-shot Transferred Model Conventional Model

Prob (%) 93.73 94.68

Time - yt (s) 2.12 ± 0.79 1.49 ± 1.55

Loc 1 - ys1 (m) 4.24 ± 3.86 2.67 ± 2.13

Loc 2 - ys2 (m) 4.87 ± 4.13 1.41 ± 2.71
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Case studies

Two testing cases in the intersection scenario are selected to provide visualization results
and detailed analysis. It is worth emphasizing that the testing results shown below are
all generated through the zero-shot transferred SGN model learned under the roundabout
scenario. The differences between these two domains are mainly related to map information
(e.g. road topology) and traffic situation (e.g. number of on-road vehicles).

• Case 3: Figure 6.11(a) is a case where two vehicles reach the stop line simultaneously
and they need to negotiate the road with each other. According to the results in
Fig. 6.11(a) and (c), the transferred model is able to successfully infer the semantic
intention of the predicted vehicle at an early stage (i.e. 7s before it finally inserts into
A2). According to the corresponding heatmaps, the state of A2 have less effects on
the predicted vehicle’s decision than the state of A1. This is because there is no much
change on the state of A2 and thus the predicted vehicle infers that it is unnecessary to
pay much attention to A2. The second plot in Fig. 6.11(c) is the predicted result of ys1
for each DIA. Since the red vehicle keeps waiting behind the stop line, the ground truth
of s1 for A2 is close to zero during this period. According to the plot, our transferred
model successfully predicts such behavior with relatively small variance.

• Case 4: Figure 6.11(b) is a driving case that consists of two different stages, where the
predicted vehicle first need to drive towards the stop line and then make a right turn.
When the predicted vehicle is approaching the stop line, the only available insertion
area is A1. Hence, during the first stage, the probability of inserting into A1 remains at
one and our transferred predictor successfully infers the state changes of A1 as shown
in Fig. 6.11(d). When the predicted vehicle is close to the stop line and preparing
for a right turn, it notices that a yellow car is turning left and has potential conflict
with itself. According to the first plot in Fig. 6.11(d), the inserting probability of A1

gradually increases (i.e. the possibility for the predicted vehicle to yield increases) and
about 6s before the final insertion, the predictor is certain that A1 is the ground-truth
DIA. From the second plot of Fig. 6.11(d), although the ground truth of s1 changes
non-linearly with time, our transferred model are still able to make relatively precise
predictions. Opposite from case 3, the state of A1 has less variances than that of A2

and thus the predicted vehicle’s decision depends more on A2. The intuition is the
predicted vehicle needs to keep track of A2’s state in order to decide when the right
turn can be made.

Discussion and further impact

In fact, since both driving scenarios we considered are in urban area with the same speed
limit, without the loss of generality, we assume that the overall driving styles under these two
domains are similar (i.e. have similar distributions). Therefore, in our case, the train-test
domain shift is mainly due to distinct map information and different inter-vehicle relations.
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Figure 6.11: Visualization results of semantic intention and attention heatmap for test case
3 (a) and test case 4 (b). Also, selected behavior prediction results for case 3 (c) and case
4 (d) are also illustrated. All these results are generated by the zero-shot transferred SGN
model.

However, if the driving style of the test domain is different from that of the training domain
(e.g. two domains belong to different countries), zero-shot transfer may not have desirable
performance and we may need an extra step to align the two domain distributions, which
will be considered in our future works.

In general, after the proposed model is offline trained using data collected from limited
driving scenarios, it can be directly utilized online under unforeseen driving environments
that have different road structures, traffic regulations, number of on-road agents, and agents’
internal relations. Moreover, the proposed method is data-efficient since when a new scenario
is encountered, no extra data have to be collected to re-train the model for prediction tasks.
Indeed, when an autonomous vehicle is navigating in constantly changing environments, it
might be incapable of collecting enough online data to train a new predictor under each
upcoming scenario.

6.7 Conclusions
In this chapter, a scenario-transferable semantic graph reasoning approach was proposed

for interaction-aware probabilistic prediction. A generic environment representation was
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proposed, which are utilized to define semantic goals. These semantic goals are then inte-
grated with the concept of semantic graphs to construct structural relations within these
representations. Finally, by proposing the semantic graph network framework to operate
on semantic graphs, the overall prediction framework is not only flexible to a time-varying
number of interacting entities, but also transferable to unforeseen driving scenarios with
completely different road structures and traffic regulations. Specifically, in our experiments,
we first utilized two representative scenarios to visually illustrate the prediction performance
of the algorithm and demonstrate its flexibility under different traffic situations. We then
thoroughly evaluated the algorithm under a real-world scenario. According to the results,
our method outperformed three baseline methods in terms of both the prediction error and
the confidence intervals. We also evaluated the predictor’s performance of directly transfer-
ring the predictor learned in an 8-way roundabout to an unsignalized T-intersection. The
result shows that by directly extracting interpretable domain-invariant representations based
on prior knowledge and incorporating these representations into the semantic graph struc-
ture as input, the proposed prediction architecture achieves desired transferability or domain
generalizability. Moreover, by using graph networks that operate on these graphs and reason
internal pairwise structural relations, the proposed algorithm is also invariant to the number
and order of input features, which further enables transferability of the predictor.

For future works, we will consider heterogeneous agents (e.g. pedestrians and cyclists) in
the environment and other types of domain shift to improve transferability of the predictor.
We will also use the predicted semantic goal state information for downstream tasks such as
trajectory prediction and goal-based planning.
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Chapter 7

Multi-agent Decision Making with
Adaptive Strategies

7.1 Introduction
Recent advanced driving assistant systems (ADAS) have had functionalities such as adap-

tive cruising control (ACC) and automatic parking, however, autonomous vehicles are still
unable to exhibit human-like driving behaviors which require interactive decision-making.
In fact, to achieve general intelligence, agents must learn how to interact with others in a
shared environment.

7.1.1 Problem Description

For this work, our goal is to solve decision making problems under merging scenarios.
In general, merging scenarios can be divided into two categories shown in Fig. 7.1, which
contain the ones with unknown merge point such as highway entrance and the ones with
known merge point that are mostly seen in urban areas. In our problem setting, only the
latter category is considered, where all vehicles’ motions will be on preplanned paths.

Nowadays, the industry has been taking conservative approaches to deal with merging
scenarios for autonomous vehicles. The decision making is mainly based on the road priorities
(which is defined in the traffic regulation) and rule-based prediction such as constant velocity.
In these methods, the decision making algorithms do not rely on cooperativeness of other
drivers on roads which causes autonomous vehicles make suboptimal decisions. If merging
roads have similar priority as in Fig.1 (c), it is unreasonable to let the self-driving cars yield
at all time and thus it needs to learn how to negotiate with other drivers. Moreover, without
considering the cooperativeness of other drivers, autonomous vehicles may never merge on
to dense traffic on main roads with higher priority. In this , we would like to leverage the
cooperativeness of human drivers to negotiate the road with them. Specifically, we hope to
generate maneuvers for self-driving cars which are safe but less conservative.
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(a) Higher priority (b) Lower priority 

(c) Equal priority (d) Freeway merging  

Figure 7.1: Illustrations of various merging scenarios. Red car represents the autonomous
vehicle. In (a) and (b), cars with higher priorities have the right of way. However, some
level of negotiations is necessary if the traffic gets dense. In (c), the car which is closer to
the merge point has the right of way. However, negotiation is required since sometime it is
difficult to define who is closer and each driver may have different opinions. Different from
other scenarios, the red car in (d) has unknown merge point during merging.

7.1.2 Challenges

Although we focus on the known merge-point scenarios as in Fig. 1(a, b, c) in this work,
it is still non-trivial for the autonomous vehicle to interact smoothly with human-driven cars.
One of the challenges comes directly from the real-world scenarios: drivers on the road can
behave differently from the cooperativeness point of view, which makes the decision making
difficult for self-driving cars. Other challenges come from the implementation aspect. For
example, the driver model for other cars are usually unknown, which is problematic since we
need other cars’ driver model to fine-tune and evaluate our algorithm against it so that we
can develop a robust decision-making algorithm. This is in fact a cause and effect dilemma.
Moreover, the current decision-making approaches cannot achieve a desired generalization.
In order for a decision maker to be used on self-driving cars, it needs to deal with various
merging scenarios instead of one. The vehicle should be able to drive in a constantly changing
environment, where the road priority, traffic density, and driving behaviors of surrounding
road entities will vary.
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7.1.3 Related Works

1) Decision Making: Several rule-based and model-based methods [108, 109, 110, 111,
112] have been utilized to solve the decision making problems under merging scenarios. In
DARPA Urban Challenge, the winner utilized a rule-based behavior generation mechanism
[111] for predefined traffic rules. [112] modeled the decision process through a mixed logical
dynamical system which is solved via model predictive control. Although these methods
have reliable performances, they are only designed for specific domains and fail to model
interactions between multiple road entities, which is a key component for navigating dynamic
traffic environments efficiently and safely in the real-world.

In [113], the authors used Inverse Reinforcement Learning (IRL) to model how agents
react to the robot’s action. Despite interactions are considered, this approach assumes a
full control over other vehicles with known models, which may lead the autonomous vehi-
cle to aggressive and potentially dangerous behavior due to overconfidence in the behavior
model [114]. Other work such as [115] used POMDP to solve decision making problem for
autonomous driving, however, the interaction model they designed consists only a simple
constant braking action that will be activated on emergency.

2) Multi-agent Reinforcement Learning (MARL): A variety of MARL algorithms have
been proposed to accomplish tasks without pre-programmed agent behaviors. Unlike single
agent RL, where each agent observes merely the effect of its own actions, MARL enables
agents to interact and learn simultaneously in the same environment. By utilizing MARL
methods, agents can automatically learn how to interact with each other without any im-
proper hand-design rules.

A multi-agent deep deterministic policy gradient (MADDPG) method is proposed in
[116], which learns a separate centralized critic for each agent, allowing each agent to have
different reward functions. However, it does not consider the issue of multi-agent credit
assignment which concerns with how the success of an overall system can be attributed to the
various contributions of a system’s components [117]. Such problem is addressed by Foerster
et al. in [118] and they proposed a counterfactual multi-agent (COMA) policy gradients
that utilizes an actor and a centralized critic to solve cooperative multi-agent problems. A
recent work by Yang et al. [119] proposed a cooperative multi-goal multi-stage multi-agent
reinforcement learning (CM3) approach, which learns an actor and a double critic shared by
all agents. It not only takes the credit assignment issue into account as in [118], but also
adopts the framework of centralized training with decentralized execution that enables the
policy to use extra information to ease training.

Although the aforementioned actor-critic methods have good performances in some tested
simulation environments under the MARL setting, they consider only a single level of co-
operativeness during interaction . Such problem settings cannot be utilized in real driving
situations since various degrees of interaction exist between vehicles due to their different
cooperativeness level. Also, while driving, the vehicle should not only focus on interacting
with other road entities, but also pay attention to the overall traffic flow to not impede oth-
ers. Therefore, we proposed a modified actor-critic method that takes both the microscopic
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and macroscopic-level interactions into account.
Moreover, the MARL learning process will be inefficient and slow if each agent explores

every possible states including those that are implausible. In [120], a responsibility-sensitive
safety (RSS) model for multi-agent safety is developed, which is a formalism of the common
sense of human judgment. We integrated such idea into our algorithm by introducing a
masking mechanism similar to [121], which prevents autonomous vehicles from learning those
common sense rules.

7.1.4 Contributions

In this chapter, an interaction-aware decision making with adaptive strategies (IDAS)
approach is proposed for autonomous vehicles to leverage the cooperativeness of other drivers
in merging scenarios, which is built upon the multi-agent reinforcement learning (MARL).
The contributions of this work are as follows:

1) Utilizing the multi-agent setup to address the lack of driver model for other agents.
2) Introducing the notion of driver type to address the randomness of other drivers’

behaviors.
3) Learning a single policy to obtain a generalizable decision maker that can apply adap-

tive strategies under various merging situations.
4) Incorporating both microscopic and macroscopic perspectives to encourage interactions

and cooperativeness.
5) Leveraging curriculum learning and masking mechanism to improve learning efficiency.
With the proposed MARL method, each agent will have opportunities to interact with

various types of surrounding agents during training and will be encouraged to learn how to
select proper strategies when dealing with changing environments. In general, we want the
self-driving cars implicitly reason about the cooperativeness of other drivers during interac-
tion and exploit their willingness of cooperation to handle merging scenarios in a strategic
way.

7.2 Preliminaries

7.2.1 Concept Clarification

We introduced two variables throughout the chapter: road priority and driver type. They
will be used as input to the decision maker and the same policy is expected to behave
differently by varying these two values.

1) Road priority : It is a metric defined by traffic law in each city and the value is discrete.
Decision maker does not need to do any assumption about it since it is available in the maps.

2) Driver type: It is a metric to define the cooperativeness of the decision maker and the
value is continuous. Each agent in the environment will be randomly assigned with a fixed
driver type and this information is not shared across agents.
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7.2.2 Markov Games

For this problem, we consider a multi-agent Markov game with N agents labeled by n ∈
[1, N ]. The Markov game is defined by a set of states S describing the possible configurations
of all agents, a set of partial observations On and a set of actions An for each agent. The
road priority and driver-type information {bnprio, bntype} ∈ Bn are two predetermined and fixed
parameters that could influence the agent’s behavior. Each agent n chooses actions according
to a stochastic policy πn : On×Bn×An → [0, 1], and the joint action of N agents move the
environment to the next state according to the transition function T : S×A1× ...×AN → S.
Each agent receives a reward rn : S ×Bn×An → R, which is a function of the state, agent’s
behavior, and agent’s action, to maximize its own total expected return Rn =

∑T
t=0 γ

trnt ,
where γ ∈ [0, 1) is a discount factor and T is the time horizon.

7.2.3 Actor-Critic Methods

Actor-critic methods [122] are widely used for variety of RL tasks in both single-agent
and multi-agent environments. The actor is a parameterized policy that defines how actions
are selected; the critic is an estimated state-value function that criticizes the actions made
by the actor. The parameters of the actor are then updated with respect to the critic’s
evaluation. Different from the REINFORCE [123] algorithm that uses a stationary baseline
value to reduce high variance gradient estimate, actor-critic methods use past experiences to
update the baseline known as the critic. The learned critic components can shift the value
of the critique enabling the gradient to point in the right direction.

Single agent

In a single-agent setting, policy π, parametrized by θ, maximizes the objective J(θ) =
Eπ[R] by taking steps in the direction of ∇θJ(θ), where the expectation Eπ is with respect
to the state-action distribution induced by π. The gradient of the policy can be written as:

∇θJ(θ) = Eπ
[∑

t

∇θlogπ(at|st)(Qπ(st, at)− b(st))
]
, (7.1)

where Qπ(st, at) = Eπ[
∑T

t′=t γ
t′r(st′ , at′)|st, at] is the action-value function for policy π, b(st)

is the introduced baseline, and their difference is known as the advantage function Aπ(st, at).
By choosing the value function V π(st) as the baseline and using the temporal difference
(TD) error as an unbiased estimate of the advantage function, we can rewrite the advantage
function as Aπ(st, at) ≈ r(st, at) + γV π(st+1)− V π(st).

Multi agent

For the multi-agent environment, a paradigm of Centralized Critic, Decentralized Actor
is proposed [116][118], which is an extension of actor-critic methods. The critic is augmented
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with full state-action information about the policies of other agents, while the actor only has
access to local information. Moreover, to address the credit assignment problem in multi-
agent settings, which could enable each agent to deduce it’s own contribution to the team’s
success, a counterfactual baseline

b(s,a−n) =
∑
a′n

πn(a′n|on)Q(s, (a−n, a′n)) (7.2)

is suggested in [118], where it marginalizes out the actions a of an agent n and allows the
centralized critic to reason about the counterfactuals in which only agent n’s actions change.

7.3 Approach

7.3.1 Interaction-aware Decision Making

Our goal is to solve the interaction-aware decision-making problem for autonomous ve-
hicles using MARL strategy. In particular, we proposed to learn a single actor that can
generate various driving behaviors and adaptive interaction strategies, as well as a pair
of decentralized and centralized critics shared by all agents. We first show two learning
objectives, corresponding to the need for agents to drive through merging scenarios while
strictly following the rules, and interact with other agents for a more efficient merging while
maintaining a good traffic flow. Then the combined objective is illustrated.

1) Since each agent is assigned with different individual rewards in order to learn distinct
behaviors, it is difficult to extract various learning signals from a joint reward and thus a
decentralized critic for every agent with shared parameters is needed. The decentralized
critic aimed to provide a policy gradient for agent to learn how to drive under merging
scenarios by strictly following the rules while having different behaviors. The agent is not
expected to react to other agents and it will only learn how to execute rational actions to
finish its own task. By naming this first objective as J1, the policy gradient is given by:

∇θJ1(θ) ≈ Eπ
[ N∑
n=1

∑
t

∇θlogπ(ant |ont , bn)
(
r(ont , a

n
t , bn) + γV π

φ1
(ont+1, b

n)− V π
φ1

(ont , b
n)
)]
,

(7.3)

where V π
φ1

(ont , b
n) is the decentralized critic parametrized by φ1 and is updated by minimizing

the loss:

L(φ1) =
1

2

∑
i

∥∥∥∥r(si,t, ani,t, bni ) + γV π
φ̂1

(oni,t+1, b
n
i )− V π

φ1
(oni,t, b

n
i )

∥∥∥∥2, (7.4)

where i is the number of sampled batches and V π
φ̂1

is the target network with parameters φ̂1

that slowly update towards φ1. The target network is used to stabilize the training process.
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2) Although strictly following the rules will result in no accident for merging scenes, it
is not the optimal strategy if we consider macroscopic-level factors such as traffic flow rate.
The centralized critic encourages each agent to interact with each other in order to have a
joint success and maintain a smooth traffic. We name the second objective as J2 and derive
its policy gradient:

∇θJ2(θ) = Eπ
[ N∑
n=1

∇θlogπ(an|on, bn)(Qπ
φ2

(s,a, b)−
∑
a′n

πn(a′n|on, bn)Qπ
φ2

(s, (a−n, a′n), b))

]
,

(7.5)

where we utilize the counterfactual baseline discussed in the previous section and define the
centralized critic as Qπ

φ2
(s,a, b) = Eπ[

∑T
t′=t

∑N
n=1 γ

t′r(st′ , a
n
t′ , b

n)|st, ant , bn] by considering
a joint reward of all agents. Parameterized by φ2, the centralized critic is updated by
minimizing the loss:

L(φ2) =
1

2

∑
i

∥∥∥∥ N∑
n=1

r(si,t, a
n
i,t, b

n
i ) + γQπ̂

φ̂2
(si,t+1, âi,t+1, b)−Qπ

φ2
(si,t,ai,t, b)

∥∥∥∥2, (7.6)

where π̂ denotes the target policy network and φ̂2 represents parameters of the target cen-
tralized critic network.

The overall policy gradient can thus be defined as:

∇θJ(θ) = α∇θJ1(θ) + (1− α)∇θJ2(θ), (7.7)

where α ∈ [0, 1] is the weighting factor for the two objectives. By considering two separate
objectives, we can easily use curriculum learning strategy during the training process, which
will be introduced in the next section.

7.3.2 Different Driving Behaviors

We aimed at training a single policy network that can be used on roads with different
priorities and is capable of generating different diving behaviors directly according to distinct
behavioral parameters. In this way, the multi-agent driving environment will contain agents
with various driving styles, which will encourage each agent to select adaptive strategies
when interacting with different types of drivers.

To achieve this goal, we defined the reward function as r(s, a, b), such that, besides the
state and action pair, the reward also depends on the priority level bprio and the driver type
btype. Specifically, the reward function for each agent is composed of two sub-reward functions
that are related to the driving behavior : rfinish and rcollide. Each agent will be assigned
with a one-time reward if it safely drives through the merging scenario and the reward value
depends only on the driver type rfinish = f1(btype). For example, a small final reward will
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Figure 7.2: Two-stage curriculum learning structure. The decentralized critic V has the
same input and network structure as the policy network. The centralized critic Q has full
information of all agents as input and is connected to two FC layers with 128 units.

encourage the agent to finish the task faster than a large reward due to the discount factor
γ, which induces a less cooperative driver type. If two agents collide, a negative reward will
be assigned to each agent according to the road priority, namely, rcollide = f2(bprio). For
instance, if an agent driving on the main lane collides with a merging agent, the latter will
take more responsibility since the main-lane car has the right-of-way.

7.3.3 Curriculum Learning

It is difficult and inefficient to let the agent concurrently learn adaptive and interactive
driving behaviors especially under multi-agent setting, where the state and action space grow
exponentially with the number of agents. Therefore, we introduced a two-stage training
process which utilized the curriculum learning [124] strategy. We successively placed the
agent in a Robot World and a Intelligent World during the first and second training stage,
with training episodes of 20k and 50k respectively. The discount factor γ is selected as 0.9
and the weighting factor α is set to 0.7.

For the first stage, we randomly placed an agent in a Robot World environment, where
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Figure 7.3: Policy network with masking mechanisms. We used 32 units in fc1, fc2, and fc3
layers; the observation input are processed by a convolution layer with 2 filters of size 3x30,
stride 1x1; fc4, fc5, and fc6 all have 64 neurons. We used ReLU as the non-linear activation
function for all layers.

multiple robot cars are driving on the road with predetermined maneuvers. These robot cars
are strictly following the driving rules πrobot, where they never yield to the merging car and
always give ways to the main-lane car. In order to drive safely in such robot world, the agent
has to learn how to strictly follow the rules as well while having different driving behaviors.
Under this stage, we trained an actor π1 and decentralized critic V π1 according to the policy
gradient ∇J1, as shown in Fig. 7.2(a).

For the second stage, we randomly placed eight agents on the road with the same policy
trained in Stage1, where no more robot cars are included and agents with different behaviors
will learn how to interact with each other intelligently. Based on the pretrained policy and
decentralized critic, we added a centralized critic Qπ(s,a, b) and continued training π, V , Q
for interactive behaviors using the combined gradient ∇J and the two losses L(φ1), L(φ2).
The structure is shown in Fig. 7.2(b).

7.3.4 Masking Mechanism

Instead of exploring actions that will definitely cause an accident or brake the rules, we
expect our policy to directly learn how to make decisions on the tactical level. Therefore,
a masking mechanism is applied to the policy network, where three kinds of masks are
considered based on vehicle kinematics (Mk), traffic rules(Mr), and safety (Ms) factors.
The direct effect of this is that before choosing the optimal action, we apply the masking
mechanism so that only a subset of feasible actions can be selected. The final mask is equal
to the union of all three masks: M =Mk ∪Mr ∪Ms.

The kinematic mask keeps agent’s acceleration and jerk in feasible ranges; the traffic-rule
mask prevents the agent from exceeding the road speed limit; and the safety mask let the
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agent keep a safe distance from its front car, so that there will be enough reaction time when
emergency happens.

7.4 Experiments

7.4.1 Environments

We developed a driving simulator1 specifically for merging scenarios, where the road
geometry, speed limit, and road priority level can be randomly defined. During training,
the total number of agents on the road, traffic densities, agents’ initial states, and the time
each agent enters the scene are randomly assigned, which provide enough stochasticity to
this merging problem.

7.4.2 Implementation Details

Basic Information

We constructed two roads with 250 meters each, where each of them can be defined as
either the main lane or the merge lane with the speed limit of 20m/s or 15m/s. Similar to the
real driving scenario, we allow the merging vehicle to accelerate and exceed the speed limit
when its distance to the merging point is below 100m. These road constraints are applied
through the rule-based maskMr.

Moreover, we considered some commonly used kinematic constraints for our agents by
adopting the Mk mask, where the acceleration is within [−2, 2]m/s2 and the jerk range is
[−1, 1]m/s3. The Intelligent Driver Model (IDM) is also utilized in order to let the agent
keep a safe distance from its front vehicle, which is implemented in the safety-based mask
Ms. By using IDM, the maximum acceleration can be calculated as:

v̇α = a

(
1−

(vα
v0

)δ
−
(s∗(vα,∆vα)

sα

)2)
s∗(vα,∆vα) = s0 + vαT +

vα∆vα

2
√
ab

,

(7.8)

where v0 denotes the velocity limit, s0 denotes the minimum distance between two vehicles,
which is set to 2m in this problem, T denotes the time headway, and a, b are the maximum
and minimum acceleration respectively.

1The simulation environment and some testing results can be found on https://youtu.be/2CTTFHDW1ec.
Detailed descriptions of the simulation environment as well as a more intuitive summarization of the chapter
can be found in the video attachment.

https://youtu.be/2CTTFHDW1ec
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Policy Network

The policy network structure is shown in Fig. 7.3, which has five types of input and
seven actions. Each agent has a priority number, either 0 or 1, according to its current state,
where 1 have higher priority than 0. Two agents will have the same road priority when their
numbers are both 0 or 1. Note that an agent’s priority will change during the entire process
if its road priority changes. (e.g. merge into the main road from an on-ramp. )

The driver type is a continuous number ranging from -2 (less cooperative) to 2 (really
cooperative), which will be randomly selected and fixed for each agent. Every agent is
able to receive its own local state information including the current speed, acceleration, and
distance to the merging point. According to the sensor range for actual autonomous vehicles,
we assume the visibility of each agent is 100m in front and back, with 0.5m/cell resolution,
for both its current lane (obs_cl) and the other lane (obs_ol). Therefore, the observation
input for each lane is a discretized one-dimensional observation grid centered on the agent,
with two channels: binary indicator of vehicle occupancy and the relative speed between
other vehicles and the agent.

All agents have the same action space, consisting of five discretized values for change of
acceleration ∆a, one hard-brake action, and one release-brake action. Although the action
space is discrete, by assigning small values to ∆a, the corresponding acceleration can become
roughly continuous. Also, in self driving cars, a motion control module will convert the dis-
cretized results of the behavior planner into continuous acceleration by applying algorithms
like Model Predictive Control (MPC) at a higher frequency (100Hz). Moreover, by using ∆a
as our action instead of a, we can have a wide range of actual control input sent to the vehicle
while having a low-dimensional action space, which can enhance the training efficiency.

Based on the jerk range and the 5Hz decision-making frequency, we have ∆a = {−0.2,
−0.1, 0, 0.1, 0.2}m/s2. Although the acceleration is usually between −2 to 2 m/s2, to insure
safety, the vehicle should be able to brake hard during emergency situations. Therefore, we
added a hard-brake action that enables the agent to deceleration at 4m/s2 when necessary.
A release-brake action, with the acceleration of 0m/s2, will be available directly after a hard-
brake action in order to let the agent recover from a large negative acceleration and speed
up quickly. Notice that we no longer need to include the jerk constraint in the Mk mask
since it is already satisfies in the action space.

Rewards

The designed rewards can be divided into two categories. The first two rewards, rfinish
and rcollide, correspond to themicroscopic-level that influence the dynamics of each agent; the
remaining two macroscopic-level rewards take all road participants as a whole and focus on
the traffic flow characteristics. Specifically, rimpede penalizes agents that cause other agents
to hard brake; rflow penalizes every sudden brake happens inside the merging zone which
is defined as the circular area with 50m radius around the merge point. Since every agent
should be responsible for a bad traffic flow, the last reward will be considered only in the
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Figure 7.5: Selected representative scenarios illustrated in the position-time domain and via
the velocity profile. The blue areas are the merging zone as defined in Section 7.4.2. For a
uniform comparison, the driver type for the main-lane car and merge-lane car is -1 and 1
respectively. All agents are operating on our learned policy.

joint reward instead of as a penalization for any agent.

• rfinish : f1 = (15 ∗ btype + 50)/4, btype ∈ [−2, 2]

• rcollide : f2 = −5 ∗ bprio − 5, bprio ∈ {0, 1}

• rimpede : −5

• rflow : −1

7.5 Evaluation and Results
In this section, we first compare the overall performance of our method with other meth-

ods. Then, we select four representative scenarios to assess each approach through further
inspections. Finally, detailed evaluations are provided to illustrate the capabilities of the
proposed approach.

7.5.1 Overall Performance

We selected several criteria for validation and compared our method with the following
four approaches. The first two are used for ablation study and the last two are commonly-
used methods for decision-making problems.
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1) IDAS-V : It only uses the policy generated from the first training stage.
2) IDAS-direct : We directly trained the policy (with 70k training episodes) using our

algorithm structure without utilizing curriculum learning.
3) Intelligent Driver Model (IDM) : The agent will follow its front car using the IDM

model and when no cars in front, it will drive at the road speed limit.
4) Finite State Machine (FSM) + IDM : By incorporating FSM, we manually set how

each agent should interact with other agents on the other lane. Specifically, the agent will
first examine if there is any vehicle on the other lane that has similar distances to the merge
point as itself. If there is such vehicle, the agent will select that car as another front vehicle
besides its actual front vehicle and then utilize IDM to follow both of them.

We randomly generated 100 scenarios that cover various road situations for testing and
the general performances of the above methods are shown in the left table in Fig. 4. Note
that when used in the real world, the learned policy will only be applied by the ego car.
Therefore, to compare these methods, we first randomly selected a vehicle in the scene to be
our agent and then apply each of the selected method to the chosen agent. At the same time,
instead of applying a simple driving model to unselected agents, we used the learned IDAS
policy on them with different assigned driver types, which provides sufficient randomness
to the testing environments. Moreover, to make a fair comparison, all these methods are
equipped with the masking mechanism.

As can be seen in the table, our approach outperforms other methods in all evaluated
metrics and achieves zero collision. Notice that the perfect success rate for IDAS-V is low
even for a high success rate. This is because by strictly following the road priorities, the
merging agents always yield to the main-lane traffic to avoid potential collision while fail
to consider the overall traffic flow and thus impede other agents behind. The success rate
and average speed value for the IDAS-direct are lower than IDAS that uses the curriculum
learning strategy, which is due to the fact that the network tries to learn everything at once
and fails to acquire the desired behaviors within insufficient learning episodes. The two
traditional methods, IDM and FSM+IDM, have reasonable success rates but their perfect
success rates are relatively low. The reason is because these methods strictly follow the hand-
designed rules and cannot have adaptive strategies when dealing with varying situations.
Therefore the ego agent will count on other road entities to react to its maneuvers without
considering the discomforting of other participants and any negative influences to the traffic.
Such behavior will lead to serious collision if other drivers do not pay much attention to the
ego car especially when they have the right-of-way.

7.5.2 Representative Scenes

Based on the evaluation results in the previous section, we selected the best three methods
to further examine their performances. Four scenarios that involve high interactions are
selected, where two agents are placed in the scene with one agent on each road and the
details are shown below:

1) s1: b1prio 6= b2prio, b1type 6= b2type, t1mpt > t2mpt,
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2) s2: b1prio 6= b2prio, b1type 6= b2type, t1mpt < t2mpt,
3) s3: b1prio 6= b2prio, b1type = b2type, t1mpt = t2mpt,
4) s4: b1prio = b2prio, b1type 6= b2type, t1mpt = t2mpt,

where tnmpt denotes the time that car n will arrive at the merge point if no interaction
involved. Note that even if two cars do not arrive at the merge point simultaneously as in
s1 and s2, their time difference of arrival is bounded by a small value ε, |t1mpt − t2mpt| < ε,
to ensure possible interaction. Different from the previous evaluation, we applied the same
decision making approach to both agents. However, since the FSM+IDM method cannot
have different driver types and will have the same driving behavior across all situations, we
apply the IDAS policy to one of the agents in order to test how this decision maker react in
varying environment.

According to the histograms in Fig. 4, IDAS can achieve the highest total reward while
maintaining high merging efficiency in all testing scenarios. The other two methods,on the
other hand, either have long finishing time or low reward values. Also, both methods fail in
the last scene where two roads have same priority. This is because when we set both roads
as the main-lane that have equally high priority, IDAS-V lets two agents strictly follow the
driving rules and without considering other road’s situation, which leads to collision. Note
that FSM+IDM can only handle interaction when the agent has a front car on the other
road and will not decelerate when no cars in front. Therefore, if any vehicle drives slightly
behind the ego car or by its side, it will leave insufficient reaction time for the other agent
and thus collision happens.

7.5.3 Detailed Evaluations of IDAS

Adaptive Strategies

To demonstrate that the agent indeed learns to adapt its strategy during different sce-
narios, we visualized the testing results in the position-time domain as well as through the
velocity profile, which are shown in Fig. 7.5. In all four selected scenarios, both agents will
apply the IDAS policy and one road is defined as the main-lane while the other road as the
merge-lane that has lower priority.

According to the result, although each agent applies the same policy across these scenar-
ios, it exhibit different driving strategies when dealing with different road situations. The
merging car yields to the main-lane car when necessary in (d), and accelerates to merge
when enough gap is available on the main road in (c). An interesting phenomenon we found
in (d) is that although the main-lane agent has the right-of-way, each of the three vehicle
tends to slightly press the brake when it has a similar distance to the merge-point as the
merging agent. Such behavior resembles actual human drivers, where we usually, for safety
purpose, decrease our speed when passing through a road with traffic.

When both agents reach the merging zone simultaneously, Fig. 7.5 (a) and (b), they begin
to negotiate to avoid potential conflict. The difference between these two scenarios is that
the longitudinal distance between the two cars is larger in (b) than in (a). In both situations,
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two agents first start to slightly decelerate before reaching the merging zone, which is similar
to what human driver will do in order to prepare for emergencies. Then, in case (a), the
merging car continues to decelerate due to its higher cooperativeness level and lower priority,
which enables the main-lane car to accelerate since it detects the yielding intention from the
merging car.

Contrarily, in case (b), although it has low priority, the merging car notices that it is
ahead of the main-lane car with an acceptable distance and may have a chance to merge
first. Thus the car on the merge lane begins to accelerate, which causes the main-lane car
to decelerate. Instead of keep accelerating, the merging car remains its speed for a while to
infer the behavior of the main-lane car and then continuous to accelerate as it detects that
the other car has the willingness to yield. In contrast, if two vehicles ignore each other and
fail to interact in both scenarios, a collision will happen as shown in the dashed lines. More
testing results can be seen in the provided video link.

Different Driver Types

To examine whether the learned policy can generate different driving behaviors cor-
respond to different driver types, we fixed all parameters in the scenario considered in
Fig. 7.5(a) except for the driver type of the merging car. As shown in Fig. 6 (a), by
continuously increasing bmergetype from -2 to 2, the average merge time increases. Also, in Fig.6
(b), for different driver types, the merging car’s velocity profile has substantial variations,
which slightly influence the velocity profile of the main-lane car as well. We noticed that
as the merging agent becomes more cooperative, it decelerates for a longer time to ensure a
safer merging. Moreover, after a certain threshold in Fig. 6(b), the merging car discontinue
to decelerate since it learns to merge efficiently and not impede the traffic flow.
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Figure 7.6: Evaluation of different driver types.
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7.6 Conclusions
In this chapter, we proposed an approach called IDAS to solve decision-making problems

under merging scenarios for autonomous vehicles. By introducing the concept of driver type
and road priority, we expect the self-driving cars to automatically infer the behaviors of other
drivers during interaction and leverage their cooperativeness to strategically handle different
merging situations. We solved this problem under the multi-agent reinforcement learning
setting and proposed a double critic containing a decentralized value function as well as a
centralized action-value function. The curriculum learning and masking mechanism is also
applied to the policy network to increase the learning efficiency. According to the evaluation
results, our approach outperforms other selected methods in terms of the success rate and
merging efficiency. Moreover, by further assessing IDAS, we concluded that the learned policy
can successfully generate distinct driving behaviors and make adaptive strategies during
interaction. Although the learned policy can achieve zero collisions in all tested scenarios, one
drawback of RL-based methods is that agent’s safety cannot be fully guaranteed especially
in the real environment with high inherited uncertainty. Therefore, for future work, we
will focus on how to transfer the learned policy from the simulation to the real-world with
sufficient safety considerations. Based on the current algorithm structure, we will also extend
the problem to more complicated scenarios with unknown merge point.
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Chapter 8

Final Words

In this dissertation, we explored the methods to design interaction-aware prediction and
planning models in various problem settings. A combination of forward and backward design
process was proposed and we argued that a model should be designed based on desired
model properties. Chapter 2 and Chapter 3 aimed at designing prediction models for two-
agent interaction problems. More specifically, in Chapter 2, we discussed joint trajectories
prediction of any two interacting agents in the scene, while making sure the model processes
uncertainty, multi-modality, and interpretability. In Chapter 3, we discussed predicting
trajectories of the other vehicle given possible future motion of the autonomous vehicle
itself, while considering model’s generalizability and reliability. Based on explorations of two-
agent interaction settings, we then discussed the design of prediction and planning models
for multi-agent interaction problems in Chapter 4 - 7. The design of motion and intention
prediction model under multi-agent scenarios, while ensuring uncertainty, multi-modality,
and interpretability, was discussed in Chapter 4 and Chapter 5. To enable model’s flexibility
and generalizability, the design of scenario-transferable predictor considering various static
and dynamic environments was discussed in Chapter 6. The design of strategic decision
making model while taking into account reliability and efficiency was discussed in Chapter
7. By utilizing the proposed model design process under different problem settings, we
demonstrated that our models are able to achieve desired properties while having great
performances in terms of various evaluation criteria.

There are many directions for future work, which are listed below.

• To consider unconstructed driving environment

This dissertation focused on developing prediction and planning models under con-
structed driving environment with HD map information. However, it is still difficult
for the autonomous vehicle to navigate under unconstructed environments when both
HD map and previous driving data are unavailable. How to design models that can be
used for unconstructed driving environment is challenging and need to be explored in
the future.
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• To enhance domain generalizability

Contemporary machine learning algorithms provide excellent performance when train-
ing and testing data are drawn from the same underlying distribution. However, it is
often impossible to guarantee prior collection of training data that is representative
of the environment in which a model will be deployed, and the resulting train-test
domain shift leads to significant degradation in performance. Training a predictor on
a large amount of data might ease the problem but the cost of collecting data is ex-
pensive and the prediction accuracy may still degrade when unseen driving situations
are encountered. In this dissertation, we proposed generic feature representations to
increase generalizability, but more theoretical studies are needed to comprehensively
analyze the degree of invariant across more diverse driving domains. Moreover, tech-
niques used in the domain generalization (DG) field can be further explored in order to
increase model’s robustness to domain-shift without requiring access to target domain
data.

• To bridge the gap between prediction and planning models

In this dissertation, we tackled prediction and planning tasks independently, and de-
signed corresponding models. However, since planning is the down-streaming task
of prediction, it is necessary to consider how to connect the two modules, which is
challenging under three main aspects. First of all, due to multi-modality and uncer-
tainty, the predictor could generate several prediction outputs which will be sent to
the planner. Then the question arises as: how can the planner process multiple future
trajectories and generate an optimal path? Moreover, if the weight or confidence of
each predicted result is different, how to incorporate such information in the planner
accordingly? Secondly, when the autonomous vehicle is interacting with multiple ve-
hicles in a dense traffic, there will be sets of joint future trajectories of other vehicles.
What should we do if some or all of these sets cause the planner unable to generate
feasible paths? Last but not least, under the circumstances where the predicted re-
sults might be untrustworthy, how should the planner react? In the future, we will
take these issues into consideration while designing prediction and planning models
independently or jointly.

With the development of technology, it may no longer be a fantasy to have intelligent
and autonomous vehicles that think, behave and interact with the world in the way that
human drivers do, so that they can better serve and assist people in daily lives.
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