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Meta-Analyses of Gender Effects on Conversational
Interruption: Who, What, When, Where, and How'

Kristin J. Anderson and Campbell Leaper?
University of California, Santa Cruz

Meta-analyses of 43 published studies comparing adult women'’s and men’s
interruptions during conversations were conducted. Combined significance
levels and combined effect sizes were analyzed. Across studies, men were
significantly more likely than women to use interruptions. This difference,
however, was associated with a negligible effect size (d = .15). A more
substantial effect size (d = .33) was found when studies looking specifically
at intrusive types of interruption were analyzed separately. Other moderator
variables were found to be related to gender effects on the use of intrusive
interruptions. Most notably, reports of gender differences in intrusive
interruptions were more likely and larger in magnitude when either women
(versus men) were first authors, participants were observed in naturalistic
(versus laboratory) settings, or participants were observed interacting in groups
of three or more persons (versus in dyads). These results lend support to a
contextual-interactive model of gender that emphasizes the importance of
situational moderators on gender-related variations in social behavior.

One of the most widely contested areas of gender and language is whether
men interrupt their conversation partners more often than do women (e.g.,
see Aries, 1996; Crawford, 1995; Tannen, 1983, 1994). Zimmerman and
West (Zimmerman & West, 1975; West & Zimmerman, 1983) were among
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226 Anderson and Leaper

the first researchers to investigate the topic by observing casual conversa-
tion between same and mixed-gender pairs. Their work followed the model
put forth by Sacks, Schegloff, and Jefferson (1974) that conversations are
orderly, whereby one person talks at a time and transitions between speak-
ers occur at the potential end of a unit type (e.g., clause). That is, when
a speaker has appeared to reach a possible completion point, a change in
speaker can legitimately occur. An interruption occurs when a second
speaker begins to speak before a potential transition point occurs (see Zim-
merman & West, 1975). Although few interruptions occurred in Zimmer-
man and West’s (1975) recorded conversations, the pattern of interruptions
between same- and mixed-gender interactants was different. In same-gen-
der interactions, the distribution of interruptions was fairly equally divided
between speakers. In contrast, in mixed-gender interactions men made
nearly all of the interruptions of women’s speech.

Zimmerman and West (1975) concluded that men’s dominance in
conversation via interruption mirrors their dominance in contemporary
western culture. Interruption is “a device for exercising power and control
in conversation” because it involves “violations of speakers’ turns at talk”
(West & Zimmerman, 1983, p. 103). Inasmuch as men typically enjoy
greater status and power than do women in most societies, the inference
is that men are more likely than women to assume they are entitled to
take the conversational floor. Since West and Zimmerman’s early work,
many studies have replicated their findings (e.g., Bohn & Stutman, 1983;
Brooks, 1982; Case, 1988). However, many other studies either have found
no gender differences (e.g., Carli, 1990; Dindia, 1987; Johnson, 1994) or
have found that women interrupt more than men (e.g., Kennedy & Cam-
den, 1983; Nohara, 1992).

In a recent narrative review of articles published between 1965 and
1991, James and Clarke (1993) concluded that there is little evidence that
men interrupt more than women in either same- or mixed-gender interac-
tions. Aries (1996) drew similar conclusions in her narrative review of the
literature. James and Clarke further speculated that women’s and men’s
interruptions may differ in their function (see also Tannen, 1994, for a simi-
lar point).

One helpful strategy has been to distinguish between interruptions
and overlaps. Tannen (1994) defined an interruption as when a second
speaker usurps another speaker’s right to continue speaking by taking the
conversational floor in the absence of any evidence that the other speaker
intended to relinquish the turn. In contrast, an overlap is when a second
speaker begins speaking at what could be a transition-relevant place such
as the end of a clause. Women and members of cultural communities she
describes as “high involvement  often overlap with each other in speech
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as a way of demonstrating cooperation and enthusiasm. Tannen proposes
that “cooperative overlapping [is] supportive rather than obstructive, evi-
dence not of domination but of participation, not power, but the
paradoxically related dimension, solidarity” (p. 62). She argues that by as-
suming that interruption is a monolithic conversational device “we are
forced into a position that claims that high involvement speakers, such as
blacks and Jews and, in many circumstances, women, are pushy, aggressive,
or inconsiderate or foolishly noisy  (p. 73).

A META-ANALYTIC APPROACH TO THE LITERATURE
ON INTERRUPTIONS

In the present review, meta-analyses were conducted in order to ad-
dress the controversy over women’s and men’s interruptions in
conversations. Meta-analysis is the statistical integration of results of inde-
pendent studies. It provides a single set of numbers that describe and
summarize the results of independent pieces of research. Although narra-
tive literature reviews are useful in summarizing the results of a research
domain, meta-analytic reviews are a useful tool because they simultane ously
take into account the significance level, the sample size, and the effect size
of each individual study in order to produce combined significance levels
and effect sizes. Meta-analysis also allows for the statistical analysis of po-
tential moderator variables.

One of the potential moderators of gender effects on the use of in-
terruptions is how interruption is operationally defined in individual studies.
The present meta-analyses distinguished between three definitions of in-
terruptions: (1) those that were either undefined or broadly defined in the
original study; (2) those that explicitly excluded back channels and minimal
listening responses (e.g., “uh-huh”); and (3) those defined as intrusive, and
suggest a dominating motivation on the part of the interrupter. One type
of interruption often defined as intrusive is the “successful interruption”
whereby the interrupting speaker successfully takes over the conversational
floor. Previous work has associated successful interruptions with the mani-
festation of dominance (e.g., Aries, 1996; Kollock, Blumstein, & Schwartz,
1985; Natale, Entin, & Jaffe, 1979; Smith-Lovin & Brody, 1989; see James
& Clarke, 1993 for a contrasting view). Successful interruptions, for exam-
ple, have been rated by people as more domineering than unsuccessful ones
(McLaughlin, 1984). Because men have more often been associated with
dominance in conversational interruptions, we hypothesized that men
would be found to make more intrusive interruptions than women.
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Other Possible Moderators of Interruptions

In addition to the operational definition used, several other variables
may moderate the likelihood and magnitude of gender differences in in-
terruptions. James and Clarke (1992) concluded their narrative review of
interruptions by stating, “Lastly, the ways in which the results of studies
may have been affected by such subject and situational variables as age,
degree of intimacy, size of group, and type of interactional context remain
unclear.” (p. 295) Other publication characteristics such as the year of the
study or the author’s gender may also moderate the likelihood of gender
effects (Leaper, Anderson, & Sanders, 1998).

Publication Characteristics. Year of publication and the first author’s
gender are two publication characteristics that were examined as possible
moderator variables. Publication year may act as a moderator variable to
the extent that either historical changes in gender equality or changes in
how researchers conduct their research have had an impact on the likeli-
hood of finding gender differences. Some prior meta-analyses have found
a decrease over time in the number of studies finding gender differences
on measures such as mathematics (Hyde, Fennema, & Lamon, 1990) and
verbal ability (Hyde & Linn, 1988). Over the years, the performance of
women and men has become more similar in these areas — perhaps the
result of increased opportunities for women. In their narrative review of
interruptions, James and Clarke (1993) report that the gender gap between
women and men in initiating interruptions has decreased or possibly re-
versed over the years between 1965 and 1991. In the present meta-analysis,
we included studies that span over a three decade period during which
many political and cultural changes challenged traditional gender roles.
Therefore, we expected that gender differences in interruptions would de-
crease over time. However, we also note the potential countervailing
influence of methodological advances in observational research that have
occurred over the years (e.g., Bakeman & Gottman, 1986; Bakeman &
Quera, 1995). For example, Hall (1978) found that gender differences in
nonverbal decoding were more common in more recent studies. She pro-
posed that recent improvements in measuring techniques may account for
this pattern rather than historical changes in gender roles.

Another publication characteristic that we considered was the author’s
gender. James and Clarke (1993) speculated that the author’s gender may have
an influence on whether one gender is more likely to interrupt than the other.
However, they did not detect any corresponding patterns in the studies they
reviewed. In contrast, meta-analyses on other topics have found a significant
relationship betwee n author ge nder and the magnitude of the gender difference
(Eagly & Carli, 1981; Leaper et al., 1998). For instance, Leaper et al. (1998)
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examined parents’ talk to their children and found a significant relationship
between author gender and the magnitude of the effect size with some meas-
ures. When author gender did act as a moderator, men authors found gender
differences more often than women authors. Thus, the author’s own gender
may reflect some sort of researcher bias (Beall, 1993). In the present meta-
analyses, we explored whether or not author gender moderates the likelihood,
the magnitude, or the direction of gender effects on interruption.

Aspects of the Interactional Setting as Possible Moderators
of Interruptions

We examined several aspects of the interactive context as potential mod-
erators of interruptions. Recent contextual-inte ractive models of gender-typing
(e.g., Beall, 1993; Deaux & Major, 1987; Leaper et al., 1998) suggest that the
incidence and magnitude of gender effects may largely depend on aspects of
the particular situation. In contrast, essentialist models of gender argue for
the existence of inherent differences between women and men that are re-
sponsible for observed variations in behavior. A contextual-interactive model
of gender differences in interruption would be supported if aspects of the in-
teractive setting — such as the characteristics of participants, the task, or the
setting — were found to moderate the likelihood of gender effects.

Characteristics of the Participants. First, we considered factors associ-
ated with the relationship between the interactants such as gender compo-
sition, group size, and the familiarity of the interactants. James and Clarke
(1993) found that there is a tendency for men to interrupt more often in
mixed-gender than in same-gender interactions. They speculate that if the
major determinant of interruption is simply having more status or power
than one’s conversational partners, then gender effects on interruptions
should be larger in mixed-gender than same-gender interactions. In contrast,
Aries (1996) inferred from her review that there was no pattern of gender
difference in interruption related to the gender composition of the group.
We sought to clarify this matter in the present meta-analyses.

Group size was another potential moderator variable examined here.
We expected that men would be more likely to interrupt in larger groups
than in dyads. If interrupting is a demonstration of dominance, the need
to display dominance would be greater in a more public situation with many
witnesses than in one-to-one interactions in which pressure to act more
stereotyped may be lessened. In their narrative review of interruptions,
James and Clarke (1993) inferred a slight tendency for men to interrupt
more than women in mixed-gender groups than in dyads. We sought to
confirm this interpretation with the present meta-analyses.
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Another possible moderator variable that we investigated was the fa-
miliarity of the interactants. Prior work has found that unacquainted people
are more likely than acquainted people to rely on gender-stereotyped ex-
pectations to guide their behavior, whereas acquainted persons such as
close friends and intimates are more apt to rely on individual characteristics
(Drass, 1986; Wood & Karten, 1986). Extending this rationale to interrup-
tions, men may be more likely than women to interrupt most especially in
unacquainte d interactions because more dominating behavior may be ex-
pected of them. Conversely, to the extent that strangers may feel more
social pressure to be polite, there might be fewer gender differences in
interruption between strangers than between friends or romantic partners.
These two views were tested in the present review when we compared in-
terruptions between strangers, friends, and romantic partners.

Characteristics of the Activity Setting. In addition to examining charac-
teristics of the interactants, we also examined the nature of the task and the
setting as potential moderators of women’s and men’s interruptions. First,
we compared whether the observation took place in a laboratory or in a natu-
ralistic setting. Although James and Clarke (1993) saw no consistent gender
difference in interruptions based on observational se tting when they reviewed
the literature, an effect could emerge in a meta analysis. We expected that
if men were found to make more intrusive interruptions than women, they
would be more likely to occur in naturalistic settings. In laboratory settings,
politeness norms may be more salient and thereby reduce the likelihood of
domineering behaviors such as intrusive interruptions.

Second, we compared studies that examined instrumental, expressive, or
unstructured topics in order to determine whether the type of activity moder-
ated interruptions. James and Clarke (1993) suggested that to the extent that
a given topic is perceived to be women’s or men’s presumed area of expertise,
cither the woman or the man may feel more of an “authority” in that area
and, consequently, may feel more justified in making inte rruptions. Aries (1996)
proposed that during unstructured discussions, women frequently made affili-
ative overlaps in their conversations with each other. Following these views, we
hypothesized that women would make more interruptions during expressive
topics, while men would make more interruptions during instrumental topics.
Based on Aries’ interpretation, we expected that women would make more
interruptions during unstructured than structured discussions.

Finally, we examined the length of observation as a potential mod-
erator. Prior research has suggested that longer observation times tend to
be a more valid measure of social interaction qualitics (see Aries, 1996).
With longer observations, an observer is more apt to see people’s stylistic
variations. Therefore, we expected that gender differences in interruptions
would be larger as the length of the observation increased.
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To summarize, our meta analysis addressed the “Who, What, Where,
When, and How?” of gender effects on conversational interruption. First,
the most pressing issue in the research literature has been the “Who?”
question: Do men and women differ in their likelihood of interruption?
However, the answer to this question may depend on the “How?” question.
Detecting gender differences in interruption depends largely on /Zow the
interruption is defined. Additionally, gender differences in interruption may
depend on the “What?,” “When?,” and “Where?” aspects of the interactive
context. What activities are most likely to be associated with gender differ-
ences in interruption? For instance, is there a difference between structured
and unstructured tasks? When are interruptions likely to occur? In other
words, do either the year of the study or the length of observation moderate
the likelihood of gender effects? Finally, where are gender differences likely
to take place? Do gender effects on interruption differ in naturalistic versus
research laboratory settings?

METHOD
Literature search

Forty-three published studies examining women’s and men’s use of
interruptions were collected through a variety of sources. Ten studies were
counted twice because they had more than one useable analysis resulting
in a total of 53 hypothesis tests.” Most of the studies were identified
through computerized searches of the Psychological Abstracts. We also re-
viewed relevant studies cited in these articles and in James and Clarke’s
(1993) and Aries (1996) reviews. The dates of publication for the collected
studies ranged from 1965 to 1996.

Three selection criteria were used: (1) Only studies that tested for
gender effects on interruptions were included. (2) Only studies using quan-
titative observational measures were included. (3) Only studies published
in either research journals or books were included. Although published
studies may be more biased than unpublishe d studies toward reporting sig-
nificant effects, this was not indicated with our sample of studies (see
description of fail-safe test in Results).

3Specifically, Carli (1990), Jones et al. (1995), Natale et al. (1979), Roger & Schumacher
(1983), and Smeltzer and Watson (1986) separately analyzed two different measures of
interruption. Kollock et al. (1985) analyzed both friends and romantic partners. Bilous and
Kraus (1988), Nohara (1992), Redeker and Maes (1996) and Simkins-Bullock & Wildman
(1991) separately examined interruptions used in same- and mixed-gender pairs. This
information is detailed in Table 1.
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There were several categories of studies that had to be excluded from
these meta-analyses: First, studies with only qualitative analyses and no in-
ferential statistics could not be included (Goldberg, 1990; Murata, 1994,
Thomas, Roger, & Bull, 1983; Woods, 1989). Second, studies that did not
report a sample size were excluded (Beattie, 1977; Murray & Covelli, 1988;
Willis & Williams, 1976). Third, studies that included only men (Rim, 1977,
Thimm, Rademacher, & Kruse, 1995), only women (Ferguson, 1977), or
didn’t compare women and men (Drass, 1986; Hawkins, 1991) were ex-
cluded. Fourth, studies examining perceptions of others who interrupt were
excluded (Chambliss & Feeny, 1992; Hawkins, 1991; Robinson & Reis,
1989). Finally, studies that did not observe face-to-face interactions were
excluded (e.g., talking on the telephone; Mott & Petrie, 1995).

Moderator Variables

Several variables that may moderate the magnitude of effects associ-
ated with women’s and men’s interruptions were examined. The characteristics
for each moderator variable associated with each study are presented in
Table I.

Participant Demographic Characteristics. Studies including samples
other than middle-class, European Americans were too few to permit test-
ing for ethnicity or economic status as potential moderator variables. Also,
although there was variation in the geographical regions of the different
studies, the effects in the present study did not demonstrate any consistent
or meaningful patterns across the different meta-analyses. Consequently,
these results are not presented.

Interruption Classification. The operational definitions of interruptions in
the 53 hypothesis tests varied widely. When considering all studies collapsing
across operational definitions, we will use either the term total interruptions or
overall interruptions. Otherwise, interruptions were divided into three categories
indicating increasing specificity of the definition: The first category of interrup-
tions were general interruptions and consisted of studies in which interruptions
were either not specifically defined or the operational definitions included
broader criteria such as affiliative overlaps, unsuccessful interruptions, and, in
some instances, back channels and minimal responses (e.g., “uh-huh”). Aries
(1996) reports that one way to classify interruptions is to make explicit whether
the definition has excluded or included back channels and minimal responses.
Correspondingly, the second cate gory of inte rruptions were those in which back
channels were excluded in the definition of an interruption , but were still broadly
defined. For instance , the definitions included in this category may have allowed
for affiliative overlaps. The third category included intrusive interruptions which
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indicated an attempt on one speaker to usurp the other speaker’s conversational
turn. Some of the studies in this category measured what were called “success-
ful” interruptions whereby one speaker stops talking as a result of another
speaker’s incursion. The two authors were able to classify interruption categories
with high reliability (k = .90). According to Bakeman and Gottman (1986) , kappa
values above .75 reflect “excellent” levels of agreement.

Other Moderator Variables. The following 8 moderator variables were
also examined: (1) The year of the study refers to the year the study was
published. (2) Author gender refers to whether the first author of the study
was a woman or a man. (3) Gender composition refers to whether the par-
ticipants were observed in same- or mixed-gender interactions, or both (the
latter case includes studies that did not analyze same- and mixed-gender
groups separately). (4) Group size refers to whether participants were ob-
served either in pairs or in groups of 3 or more. (5) Familiarity pertains
to whether the interactants were strangers, friends, romantic partners, or
another type of familiar relationship. (6) The observational setting con-
trasted whether observations took place in either a research laboratory or
a naturalistic setting. (7) The activity structure distinguished between situ-
ations that were either unstructured, instrumental (e.g., a problem-solving
task), expressive (e.g., a self-disclosure task), or otherwise unclassifiable
(e.g., including a combination of tasks). (8) Finally, the length of observation
(in minutes) was taken into account.

RESULTS
Statistical Analyses

We employed Mullen’s (1989) meta-analysis software to carry out the
statistical analyses. Mullen’s program provides the following information
for the meta-analysis of effect sizes: diffuse comparisons, combinations, fo-
cused comparisons, and blocking by levels of a moderator.

Diffuse Comparison of Significance Levels and Effect Sizes. This pro-
cedure tests for the overall variability around the average study outcome.
Significant tests for the diffuse comparisons of significance levels or effect
sizes indicate that the significance levels of the included studies or the
strength of effects were significantly heterogeneous and may be thought of
as having been sampled from different populations (Mullen, 1989). Addi-
tionally, the diffuse comparison tests compute a fail-safe number of
unpublished studies with null results that would be needed to counteract
any observed effects. This number is useful given the possible bias against
publishing nonsignificant results.
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Combinations of Significance Levels and Effect Sizes. Combinations of sig-
nificance levels and effect sizes provide information on the typical study out-
come across studies. Combinations of significance levels e stimate the probability
that the p values of the sampled studies would be obtained if the null hypothesis
were true. This procedure uses the standard normal deviate Z (ie., mean =
0; standard deviation = 1) for significance level. Combinations of effect sizes
estimate the overall magnitude of the effect size across the sampled studies.
Both unweighted and weighted (by sample size) combinations of significance
levels and effect sizes are reported.

Fisher’s z and Cohen’s d are two indices of effect size that are reported
here. Cohen (1977) characterized effect sizes as “small” when d = .2, “medium”
when d = .5, and “large” when d = 8. Thus, an effect size of d = 2 and
above may be viewed as meaningful, whereas an effect size below d = 2 is
considered trivial in magnitude.

Focused Comparisons of Significance Levels and Effect Sizes. Focused
comparison tests estimate how well a particular moderator explains variabil-
ity across studies. Focused comparisons of significance levels and effect sizes
test for the relationship between the moderator and variability across studies
in either statistical probabilities or effect sizes, respectively. Focused com-
parison tests for categorical moderator variables were carried out using the
Z statistic. The effects of continuous moderator variables (year of study and
length of observation) were tested by using regression analyses with study
sample size as a weighted factor. Focused comparison tests are calculated
only for unweighted scores (Mullen, 1989). There is no accepted method for
computing this type of test for weighted scores.

Blocking within Levels of a Moderator. This technique classifies or blocks
studies by levels of a moderator variable allowing for combinations of significance
levels and effect sizes (described above) at each specific level of a moderator.
Comparison tests between each level are also computed. Blocking was carried
out for weighted as well as unweighted scores. Results using both types of scores
are presented in the tables. However, when different effects occurred using un-
weighted versus weighted scores, the results from the weighted scores will be given
priority in the text because they adjust for the sample size in each study.

The results from the analyses are summarized in Table II for overall
interruptions (i.e., collapsing across operational definitions) and in Table III
for intrusive interruptions. Each table breaks down the number of studies
(k), each study’s sample size (N), significance levels and effect sizes (Fisher’s
z and Cohen’s d) for each of the categorical moderator variables in relation
to gender effects on the use of interruptions. Effect sizes with a positive
sign indicate that men interrupted more than women. The results testing
for the correlations between the continuous moderator variables (year of
study and length of observation) are reported in the text below.
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OVERALL INTERRUPTIONS

Diffuse comparisons were significant for the combined significance
levels, X2(52) = 17592, p < .001, and the combined effect sizes, X2(52) =
232.15, p < .001, indicating a significant amount of variability among the
52 studies (hypothesis tests). The fail-safe number was 31, indicating that
it would take that many unpublished studies with null results to reverse
any observed effects. Thus, the use of only publishe d studies did not appear
to bias the overall direction of findings.

As seen in Table II, the combination of significance levels was sig-
nificant using either unweighted or weighted scores. Across studies, men
were significantly more likely than women to interrupt. However, the com-
bination of effect sizes revealed that the magnitude of the difference was
negligible (d < .2) using either unweighted or weighted scores.

Operational Definition

Focused Comparison Tests. Focused comparison tests using unweighted
scores were carried out to test the effect of operational definition (general vs.
back channels excluded vs. intrusive). The results were not significant for either
combined significance levels, Z = .99, n.s., or combined effect sizes, Z = .99,
n.s.

Blocking. Although the focused comparison tests did not reveal a signifi-
cant overall e ffect for operational definition as a moderator, the blocking analy-
ses suggested a different story. As seen in Table II, statistically significant gender
differences with meaningful effect sizes appeared when studies looked specifi-
cally at intrusive interruptions. In contrast, measures of combined significance
levels and combined effect sizes were negligible when studies looked at inter-
ruptions that either were generally defined or were limited to excluding only
back channels. (However, the combined significance level for general interrup-
tions was significant using weighted but not unweighted scores.)

To reiterate, the intrusive inte rruption cate gory was the only measure that
was associated with a significant combined significance level and a meaningful
combined effect size using either unweighted or weighted scores. Conse quently,
subsequent analyses were carried out to test the effects of the other moderator
variables on gender differences in the use of total interruptions (i.e., collapsing
across operational definitions) as well as in the use of intrusive interruptions
in particular. The effects of the moderator variables on total interruptions are
summarized in Table II but are not mentioned any further in the text. The
results from the combinations of significance levels and effect sizes for the 17
studies specifically examining intrusive interruptions are presented in Table III
and are described below.
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INTRUSIVE INTERRUPTIONS
First Author’s Gender

Focused Comparison Tests. The focused comparison tests using un-
weighted scores revealed that first author gender acted as a significant
moderator in relation to both combined significance level, Z = 3.19, p <
.001, and effect size, Z = 3.00, p < .01. Gender differences were more
likely in studies with women as first authors.

Blocking The blocking analyses for author gender are summarized in
Table III. The combined significance level was significant in women-
authored studies. Women-authored studies were also associated with a
moderate combined effect size when weighted scores were used (d = .54).
In contrast, men-authored studies were associated with a nonsignificant
combined significance level and a small combined effect size when weighted
scores were used (d = —.21). The negative direction of the combined effect
size for men-authored studies indicates there was actually a tendency in
these reports for women to use intrusive interruptions more than men.

Publication Date

There was a nonsignificant correlation associated with intrusive inter-
ruptions and the publication date, r(17) = —.28, n.s. The small magnitude
and negative direction of the correlation suggest a slight tendency for
smaller gender differences in more recent studies.

Gender Composition

Focused Comparison Tests. Contrary to expectation, gender composi-
tion did not act as a significant moderator. The focused comparison tests
were not significant when either combined significance levels or combined
effect sizes were analyzed.

Blocking. As seen in Table III, when same- and mixed-gender inter-
actions were analyzed separately, combined significance levels were all
nonsignificant. When weighted scores were used, there was a small com-
bined effect size indicating men used more intrusive interruptions than
women during same-gender interactions (d = .24). The magnitude of dif-
ference during mixed-gender interactions was negligible (d = .11).
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Group Size

Focused Comparison Tests. The focused comparison test for combined sig-
nificance levels was marginally significant, Z = 1.47, p < .10. As seen in Table III,
gender differences in intrusive inte rruptions tended to be more likely when stud-
ies observed groups (3 or more persons) than dyads. The focused comparison
test for combined effect sizes was not significant, Z = 25, n.s

Blocking. As seen in Table II, the Z for combined significance levels
was significant when groups (of 3 or more persons) were analyzed and non-
significant when dyads were studied. When weighted scores were used for
combined effect sizes, a small but meaningful of difference occurred in
groups (d = .31) and a negligible difference occurred in dyads (d = .13).

Familiarity

Due to the limited range of studies examining participants that were not
strangers, it was necessary to combine friends, romantic partners, and other
types of familiar relationships into a single familiar category. This allowed for
11 studies looking at strangers and 6 studies looking at participants who were
familiar with one another (sece Table I for further breakdown).

Focused Comparison Tests. The resulting focused comparison tests us-
ing unweighted scores were nonsignificant for combined significance levels,
Z = 25, n.s., as well as for combined effect sizes Z = .04, n.s.

Blocking. As seen in Table III, when studies were blocked into the
strangers versus familiar levels, the gender effects appeared especially strong
using weighted scores when studies looked at interactions between strangers.
The combined significance levels test was significant and the combined effect
size was in the small-to-moderate range (d = .38). In contrast, when studies
looked at interactions between familiar partners, the combined significance
levels only approached significance and the combined effect size was much
smaller (d = .19). Thus, gender effects on intrusive interruptions may be
more likely between strangers than familiar persons.

Observational Setting

Focused Comparison Tests. Focused comparison tests using un-
weighted scores were significant for both combined significance levels, Z =
2.73, p < .01, and combined effect sizes, Z = 291, p < .01. The likelihood
and the magnitude of gender differences in the use intrusive interactions
was greater in naturalistic than laboratory settings.
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Blocking. As shown in Table III, when weighted scores were used, the
combined significance level was statistically significant in both naturalistic and
lab settings. Howe ver, the combined effect size was substantially large r in stud-
ies of naturalistic settings (d = .76) than lab settings (d = .31). Thus, although
weighted scores indicate that gender differences tended to occur in either set-
ting, they were larger in magnitude during naturalistic settings.

Activity Structure

The analyses of activity structure as a moderator of gender effects
on intrusive interruptions were based on 6 studies of unstructured activities
and 9 studies of instrumental activities. Only one study considered an ex-
pressive activity and another study looked at a mixed-task activity.

Focused Comparison Tests. The comparison of instrumental and un-
structured activities was significant for combined significance level, Z =
2.52, p < .01, as well as for combined effect size, Z = 3.18, p < .001. As
predicted, gender differences in intrusive interruptions were more likely
and of greater magnitude in unstructured activities.

Blocking. As seen in Table III, unstructured activities — but not in-
strumental activities — were associated with a significant combined
significance level. Similarly, substantial effect sizes occurred when unstruc-
tured activities were analyzed (d = .73) but not when instrumental activities
were studied (d = .05).

Length of Observation

There was a nonsignificant correlation between weighted effect sizes
and length of observation, r(17) = .24, n.s. The positive direction of the
correlation suggests a slight tendency for gender differences to be larger
with longer observation times.

DISCUSSION

Meta-analyses of 43 published studies were carried out to address the
controversial issue of whether women or men are more likely to interrupt their
conversational partners. Although some investigations have replicated Zimmer-
man and West’s (1975) often cited finding that men tend to interrupt more
often than women, there have also been contradictory results indicating either
an absence of gender difference or even that women interrupted more than
men (see Table I). Furthermore, two recent narrative reviews (Aries, 1996;
James & Clarke, 1993) concluded that there is no consistent evidence that men
do indeed interrupt more than women.
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When all 43 studies (yielding 53 hypothesis tests) comparing women'’s
and men’s use of interruption were combined, the present meta-analysis
both contradicted and confirmed the conclusion reached in Aries’ (1996)
and James and Clarke’s (1993) narrative reviews. First, a significant com-
bined significance level indicated that men were more likely than women
to initiate interruptions. However, the corresponding combined effect size
was negligible (weighted d = .15), indicatinz% that the magnitude of gender
difference was insubstantial (Cohen, 1977).

Looking beyond the overall analysis of studies, the meta-analysis re-
vealed some factors that may moderate the likelihood and magnitude of
gender differences in interruptions. One of these factors was the operational
definition that is used to measure interruption. As other writers (Aries,
1996; James & Clarke, 1993; Tannen, 1994) have noted, there are multiple
ways in which interruptions have been defined. When interpreting inter-
ruption as a form of domineering behavior, the type we refer to as intrusive
interruptions may be most relevant. Intrusive interruptions function to
usurp the speaker’s turn at talk with the intent of demonstrating domi-
nance. In contrast, interruptions that include back-channel listening
responses or affiliative overlaps may demonstrate enthusiasm, agreement,
or rapport. Therefore, any analysis of conversational interruptions should
take into account the multiple meanings of interruptions. Both Aries (1996)
and James and Clarke (1993) pointed out the inconsistency in researchers’
definitions of interruptions. Indeed, some studies we surveyed did not pro-
vide a specific definition of interruption. Thus, any tendency for gender
differences in conversational interruptions may be more likely to be de-
tected when the more narrowly defined intrusive interruption category is
used. When interruptions in this category were analyzed separately, a small
but substantial effect size emerged (weighted d = .33), indicating that men
interrupted more than did women.

Subse quent analyses using specifically intrusive interruptions revealed
other factors that may moderate gender effects on interruption.5 The mod-
erator variables that were investigated included publication characteristics,
aspects of the participants, length of observation, and aspects of the inter-
active setting.

“When discussing the analyses of effect sizes in the text, the weighted effect sizes will be cited
because these scores adjusted for the sample size of each study.

>There were no major findings that occurred in the analyses of overall interruptions (i.e.,
collapsing across all operational definitions) that did not occur in the analyses of intrusive
interruptions. Therefore, only the results associated with the analyses of intrusive
interruptions are subsequently discussed.
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The year of publication and the first author’s gender were two publi-
cation characteristics that we hypothesized might moderate gender effects
on the use of interruptions. Year of study did not prove to be a statistically
significant moderator. However, consist with our hypothesis, a small nega-
tive correlation suggested a slight tendency for gender differences in
intrusive interruptions to decrease over time. It might be that both re-
searchers and research participants have become less gender-stereotyped
over the three decade period of the studies that were included, although
this interpretation warrants further investigation.

The first author’s gender was a significant moderator. Significant gender
effects and larger effect sizes were more likely when the first author was a
woman. Specifically, women authors were more likely than men authors to re-
port that men interrupted more than women. When effect sizes were analyzed,
there was even a tendency for men authors to report the opposite finding; that
is, men authors tended to report women interrupting more than men. In their
narrative review of the interruptions literature, James and Clarke (1993) inti-
mated that author gender might influence whether one gender is more likely
to interrupt than the other, but they did not speculate on any particular pattern.
Our finding that author gender acted as a significant moderator is consistent
with meta-analyses on other topics (e.g., Eagly & Carli, 1981; Leaper et al.,
1998). The difference between women and men authors potentially reflects
some form of researcher bias: Some women researchers may be biased toward
identifying men as more dominant than women; also, some men researchers
may be biased against identifying men as more dominant than women.

Turning to specific aspects of the research procedures as possible modera-
tors, one factor that we investigated was the length of the observation. Presumably,
detecting stylistic differences in people ’s behavior is more apt to occur when longer
observation periods are used. Accordingly, we expected effect sizes would be posi-
tively correlated with observation length. There was a nonsignificant positive
correlation between interaction time and gender differences in intrusive interac-
tions suggesting a slight tendency for gender differences to increase as the length
of interaction increased. The strength of the correlation was likely restricted by
the narrow range of observation lengths in the studies sampled. Most studies were
limited to a relatively short interaction time (around 10-15 minutes).

There were several aspects pertaining to the interactive setting that
were examined as potential moderators. Contrary to expectations, the gen-
der composition of the group was not a significant moderator of intrusive
interruptions. In their narrative reviews of conversational interruptions,
James and Clarke (1993) found a tendency for men to interrupt more in
mixed-gender than same-gender interactions. In contrast, Aries (1996) in-
ferred no pattern of gender difference related to gender composition. Our
results are consistent with Aries’ (1996) conclusion.
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Group size was another possible moderating factor that was explored.
Consistent with our expectation, significant gender differences in intrusive
interruptions occurred in groups of three or more but not in dyads. When
weighted effect sizes were analyzed, the magnitude of difference was mod-
erate in groups (d = .63) but was negligible in dyads (d = .13). To the
extent that intrusive interruption is a manifestation of dominance, larger
and more public group settings may be especially likely to elicit this be-
havior in men. During childhood and adolescence, boys have been found
to be more likely than girls to emphasize group dominance in their peer
relationships. In contrast, girls are more likely to emphasize closeness in
one-on-one interactions (Leaper, 1994). Thus, interacting in dyads may be
a way for men to mitigate their domineering behavior.

Another aspect of the social relationship that may affect whether or
not gender differences in interruption are found is the familiarity between
interactants. One of the limitations of most conversation research is that it
is based on observations between strangers (usually recruited through intro-
ductory university courses). Relatively few studies have examined interac-
tions between friends or romantic partners (Leaper & Anderson, 1997). In
our analyses of intrusive interruptions, 6 of the identified studies looked at
participants who knew each other in one way or another, the remaining 11
studies examined interactions between strangers. We hypothesized that un-
acquainted people would be more likely than acquainted people to rely on
gender-stereotyped expectations to guide their behavior. In contrast, ac-
quainted persons such as close friends and intimates have been found more
likely to rely on individual characteristics (Drass, 1986; Wood & Karten,
1986). However, the familiarity between the interactants did not prove to
be a significant moderator variable in our analyses. Perhaps the absence of
any difference between strangers and familiar interactants is related to the
short observation periods in most studies. As previously noted, stylistic dif-
ferences related to people’s preferences, personalities, or personal relation-
ships may be more apt to emerge over longer periods of time.

The observation setting was yet another aspect of the interactive context
we considered. Interactions observed in naturalistic settings were contrasted
with those occurring in a research laboratory or office. As hypothesized, gen-
der differences in intrusive interruptions were greater in naturalistic than lab
settings. The combined effect sizes associated with naturalistic settings were
the largest seen in the study (weighted d = .76). To the extent that intrusive
interruptions are generally considered rude conversational practice, perhaps
people feel more inhibited interrupting in laboratory than naturalistic se ttings.
However, the issue deserves further exploration. Only three of the 17 studies
examining intrusive interruptions were in naturalistic settings. Therefore, the
finding should be considered with caution.
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Finally, the activity structure was another observed moderator of gen-
der effects on intrusive interruptions. Specifically, significant gender effects
with larger effect sizes were more likely when participants were observed
in unstructured activities than during instrumental tasks. A moderate-to-
large combined effects size was associated with unstructured activities
(weighted d = .73). In contrast, there was virtually no difference associated
with instrumental activities (weighted d = .05). These findings contradict
our expectations as well as James and Clarke’s (1993) speculation that men
would make more interruptions during instrumental activities since men
are supposedly more “expert’ in those tasks. Instead, open-ended and un-
structured situations seemed to be where gender differences occurred, with
men interrupting more than women. The observed finding is actually con-
sistent with a recent meta-analysis of gender effects on parents’ speech to
their children (Leaper et al., 1998). Differences in mothers’ and fathers’
speech as well as differences in speech directed to daughters versus sons
were more likely during unstructured than structured activities. The effect
was interpreted in relation to ecological-conte xtual models of gender. Ac-
cording to this view, many gender effects on social behavior are mediated
through the types of activities that are selected. By controlling for the ac-
tivity, one constrains the types of behaviors that may follow. Thus, whether
or not men prefer instrumental activities more than women, both women
and men may act similarly when participating in instrumental tasks.

Conclusion

The findings from these meta-analyses are consistent with a contex-
tual-inte ractive model of gender (e.g., Beall, 1993; Deaux & Major, 1987,
Leaper et al., 1998). According to this perspective, gender-related vari-
ations in behavior are influenced more by situational factors than by
inherent individual differences between women and men. Relevant situ-
ational factors include characteristics about the interactions such as the
number of persons, their respective genders, and their relationship to one
another. Also, the activity structure is another potentially important situ-
ational influence. Of these specific factors, we found that group size was
a significant moderator of gender effects on interruption. Studies also in-
dicate that gender-related variations in behavior are reduced or disappear
when the type of activity is taken into account (see Leaper et al., 1998).
If girls and women are apt to select expressive activities, they may act in
a more affiliative manner. Conversely, if boys and men are more likely to
select task-oriented activities, they may act in a more instrumental way.
We found that gender effects were larger when unstructured activities were
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observed. It may be that when participants were assigned specific tasks,
their behavior adapted to the demand characteristics of the situation and
thereby reduced the likelihood of gender differences in interruption. To
the extent that gender variations in social behavior can be found to depend
on situational factors, we see more evidence for contextual-interactive
model of gender as opposed to the essentialist model that emphasizes the
existence of inherent, immutable differences between women and men.

Limitations and Directions for Future Research

Despite the contributions of the present analysis, there are limita-
tions worth highlighting. First, measures of interruption in the research
literature are often vaguely defined. In their narrative reviews both Aries
(1996) and James and Clarke (1993) expressed frustration at the lack of
a consistent definition of an interruption across studies. As our analyses
suggest, the type of interruption is not a trivial matter in the examination
of possible gender differences. Some types of overlapping speech seem
to demonstrate conversational dominance (the “intrusive” interruption),
while other forms indicate affiliative engagement (the “back channel” lis-
tening response). These two types of overlap parallel traditional gender-
role and status differences in communication style (see e.g., Tannen,
1983, 1994; West & Zimmerman, 1983). In an effort to begin considering
how the type of interruption (or overlapping speech) might moderate the
likelihood or magnitude of gender differences, we organized studies into
three categories of interruptions beginning with the most general defini-
tion, which likely included affiliative overlaps and minimal listening re-
sponses. In the most specific category, we included studies that used the
relatively narrow form of intrusive interruptions. However, we were un-
able to go beyond these three somewhat unrefined categories of opera-
tional definition. For instance, few studies included in the present
analyses analyzed affiliative overlaps as a separate category of interrup-
tions. With enough available studies, we would have tested the hypothesis
that women use affiliative overlaps more than did men.

Another limitation was our inability to consider possible sociocultural
moderators of gender effects on the use of interruption. Writers (e.g., Craw-
ford, 1995) have criticized researchers for focusing on mostly on middle-class,
Euro-American samples. Given the predominantly homogene ous nature of the
samples reflected in the studies used in the meta-analysis, we were unable to
consider the possible influences of factors such as cultural background, edu-
cational level, or socioeconomic status. Also, individual psychological factors
such as gender self-concept, gender-role ideology, or personality are worth
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investigating. For example, two studies (Roger & Schumacher, 1983; Roger
& Nesshoever, 1987) found that successful interruptions were associated with
personalities high in dominance more than those with personalities low in
dominance. Finally, relationship qualities were barely addressed due to the
overwhelming number of studies based on interactions between strangers. Be-
sides the type of relationship (e.g., friendship, dating, married, etc.) which we
did examine, relationship qualities such as relative dominance or power might
moderate the use of intrusive interruptions and other power-assertive speech
forms. For instance, Kollock, Blumstein & Schwartz (1985) studied homosex-
ual and heterosexual couples’ decision making and found that those partners
that had more power over day-to-day decision making made more interrup-
tions than those partners more equal in power. Unfortunately, there were not
enough studies that included measures of sociocultural factors, individual-psy-
chological factors, or relationship qualitie s to include in our meta-analysis. We
encourage researchers to explore these factors in future studies on gender and
communication style.
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