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Abstract 

A Micromechanical RF Channelizer 

by 

Mehmet Akgul 

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences 

University of California, Berkeley 

Professor Clark T.-C. Nguyen, Chair 

 

The power consumption of a radio generally goes as the number and strength of the RF signals 
it must process. In particular, a radio receiver would consume much less power if the signal 
presented to its electronics contained only the desired signal in a tiny percent bandwidth frequency 
channel, rather than the typical mix of signals containing unwanted energy outside the desired 
channel. Unfortunately, a lack of filters capable of selecting single channel bandwidths at RF 
forces the front-ends of contemporary receivers to accept unwanted signals, and thus, to operate 
with sub-optimal efficiency. 

This dissertation focuses on the degree to which capacitive-gap transduced micromechanical 
resonators can achieve the aforementioned RF channel-selecting filters. It aims to first show 
theoretically that with appropriate scaling capacitive-gap transducers are strong enough to meet 
the needed coupling requirements; and second, to fully detail an architecture and design procedure 
needed to realize said filters. Finally, this dissertation provides an actual experimentally 
demonstrated RF channel-select filter designed using the developed procedures and confirming 
theoretical predictions. 

Specifically, this dissertation introduces four methods that make possible the design and 
fabrication of RF channel-select filters. The first of these introduces a small-signal equivalent 
circuit for parallel-plate capacitive-gap transduced micromechanical resonators that employs 
negative capacitance to model the dependence of resonance frequency on electrical stiffness in a 
way that facilitates the analysis of micromechanical circuits loaded with arbitrary electrical 
impedances. The new circuit model not only correctly predicts the dependence of electrical 
stiffness on the impedances loading the input and output electrodes of parallel-plate capacitive-
gap transduced micromechanical device, but does so in a visually intuitive way that identifies 
current drive as most appropriate for applications that must be stable against environmental 
perturbations, such as acceleration or power supply variations. Measurements on fabricated 
devices in fact confirm predictions by the new model of up to 4× improvement in frequency 
stability against DC-bias voltage variations for contour-mode disk resonators as the resistance 



2 
loading their ports increases. By enhancing circuit visualization, this circuit model makes more 
obvious the circuit design procedures and topologies most beneficial for certain mechanical 
circuits, e.g., filters and oscillators. 

The second method enables simultaneous low motional resistance (Rx < 130 Ω) and high Q 
(>70,000) at 61 MHz using an improved ALD-partial electrode-to-resonator gap filling technique 
that reduces the Q-limiting surface losses of previous renditions by adding an alumina pre-coating 
before ALD of the gap-filling high-k dielectric. This effort increases the Q over the ~10,000 of 
previous renditions by more than 6× towards demonstration of the first VHF micromechanical 
resonators in any material, piezoelectric or not, to meet the simultaneous high Q (>50,000) and 
low motional resistance Rx (< 200Ω) specs highly desired for front-end frequency channelizer 
requirements in cognitive and software-defined radio architectures. The methods presented in this 
chapter finally overcome the high impedance bottleneck that has plagued capacitively transduced 
micro-mechanical resonators over the past decade.  

The third method introduces a capacitively transduced micromechanical resonator constructed 
in hot filament CVD boron-doped microcrystalline diamond (MCD) structural material that posts 
a measured Q of 146,580 at 232.441 kHz, which is 3× higher than the previous high for conductive 
polydiamond. Moreover, radial-contour mode disk resonators fabricated in the same MCD film 
and using material mismatched stems exhibit a Q of 71,400 at 299.86 MHz. The material used here 
further exhibits an acoustic velocity of 18,516 m/s, which is now the highest to date among 
available surface micromachinable materials. For many potential applications, the hot filament 
CVD method demonstrated in this work is quite enabling, since it provides a much less expensive 
method than microwave CVD based alternatives for depositing doped CVD diamond over large 
wafers (e.g., 8”) for batch fabrication. 

The first three methods described so far focus on a single vibrating disk resonator and improve 
its electrical equivalent modeling, Cx/Co, and Q. Once we craft the resonator that meets the 
challenging design requirements of RF channel-select filters, the last method presents a design 
hierarchy that achieves the desired filter response with a specific center frequency, bandwidth, and 
filter termination resistance. The design procedure culminates in specific values for all mechanical 
geometry variables necessary for the filter layout, such as disk radii, and beam widths; and process 
design variables such as resonator material thickness and capacitive actuation gap spacing.  

Finally, the experimental results introduce a 39nm-gap capacitive transducer, voltage-
controlled frequency tuning, and a stress relieving coupled array design that enable a 0.09% 
bandwidth 223.4 MHz channel-select filter with only 2.7dB of in-band insertion loss and 50dB 
rejection of out-of-band interferers. This amount of rejection is more than 23dB better than 
previous capacitive-gap transduced filter designs that did not benefit from sub-50nm gaps. It also 
comes in tandem with a 20dB shape factor of 2.7 realized by a hierarchical mechanical circuit 
design utilizing 206 micromechanical circuit elements, all contained in an area footprint of only 
600μm×420μm. The key to such low insertion loss for this tiny percent bandwidth is Q’s>8,800 
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supplied by polysilicon disk resonators employing for the first time capacitive transducer gaps 
small enough to generate coupling strengths of Cx/Co ~0.1%, which is a 6.1× improvement over 
previous efforts. The filter structure utilizes electrical tuning to correct frequency mismatches due 
to process variations, where a dc tuning voltage of 12.1 V improves  the filter insertion loss by 1.8 
dB and yields the desired equiripple passband shape. An electrical equivalent circuit is presented  
that captures not only the ideal filter response, but also parasitic non-idealities that create electrical 
feed-through, where simulation of the derived equivalent circuit matches the measured filter 
spectrum closely both in-band and out-of-band. 

The combined 2.7dB passband insertion loss and 50dB stopband rejection of the demonstrated 
206-element 0.09% bandwidth 223.4-MHz differential micromechanical disk filter represents a 
landmark for capacitive-gap transduced micromechanical resonator technology. This 
demonstration proves that the mere introduction of small gaps, on the order of 39 nm, goes a long 
way towards moving this technology from a research curiosity to practical performance specs 
commensurate with the needs of actual RF channel-selecting receiver front-ends. It also 
emphasizes the need for tuning and defensive stress-relieving structural design when percent 
bandwidths and gaps shrink, all demonstrated by the work herein. 

Perhaps most encouraging is that the models presented in dissertation used to design the filter 
and predict its behavior seem to be all be spot on. This means that predictions using these models 
foretelling 1-GHz filters with sub-200Ω impedances enabled by 20nm-gaps might soon come true, 
bringing this technology ever closer to someday realizing the ultra-low power channel-selecting 
communication front-ends targeted for autonomous set-and-forget sensor networks. Work towards 
these goals continues. 
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Chapter 1  

INTRODUCTION 

Wireless communications has become an integral part of our daily lives, and revolutionized 
this century by fundamentally changing the way we connect to each other with unprecedented ease 
and speed. Today we expect all of the gadgets that make our lives easier to connect with each other 
and create a hive mind, and bring us copious amounts of information on topics ranging from real 
time traffic conditions as we commute to work, to air quality monitoring information collected 
from autonomous wireless motes spread over hundreds of miles. Information is the fuel that the 
modern society runs on, and enabling masses with easy access to free flow of information with a 
simple tap on a smart phone is a game changer that will snowball into even more acceleration for 
innovation. 

Of course, trying to scale connectivity on such a massive scale using wired networks would be 
highly impractical, and it is no coincidence that the rise of today’s information society coincides 
with the emergence of low cost and reliable wireless technologies. Since Marconi performed the 
landmark experiment that sent messages wirelessly over the English Channel in 1897, the way we 
build radios improved continuously due to a strong demand from numerous markets. Research on 
radars and microwave theory has been at the very center of our technological advances in particular 
during WWI and WWII. The following advances in transistor technology and RF circuit fabrica-
tion driven by scaling have continuously reduced the cost, power consumption, and area footprint 
of transceivers to eventually bring the ubiquitous use of voice telephony and wireless internet ac-
cess to the back pockets of more than a billion users worldwide. 

The adoption of wireless technologies at such a staggering pace; however, brings certain chal-
lenges with it. The wireless spectrum is a shared and limited resource, and it is already crowded 
and tightly regulated to ensure various technologies can coexist without compromising the quality 
of service of each other. The conventional way we have been building our radios to operate in a 
statically assigned band, where one’s transmission acts as a strong blocker for devices operating 
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in adjacent channels, does not easily scale to accommodate the ever-increasing number of users 
that compete over the same spectrum. There are numerous efforts to address this problem by in-
creasing the spectral efficiency of radios using both software techniques, such as by using com-
pression or spread spectrum coding techniques like CDMA [1]; and by improving hardware to use 
available spectrum most effectively, such as spectrum sensing cognitive radios [2]. Here, the radio 
hardware improvements play a much more important role in increasing the reliability of the com-
munication channel, as well as introducing drastic changes to reduce the cost and power consump-
tion of transceiver systems. 

1.1 Conventional Wireless Receiver Design Architectures 

Wireless transceivers are designed to transmit and receive signals over a frequency band allo-
cated for a specific transmission protocol within a spectrum crowded with many other strong in-
terfering signals, some, in fact, may be actively trying to disrupt communications by jamming. As 
Figure 1.1 describes, the transceiver consists of two main paths, a receiver path to sense incoming 
data, and a transmit path to broadcast information. The transmitter performs modulation of base-
band data, and up-converts it to transmission frequency with a high frequency carrier and uses a 
power amplifier to send the signal with a controlled dynamic range, where transmit filters that 
precede the antenna prevent leakage to adjacent channels as tightly regulated by wireless trans-
mission protocols. 

 

Figure 1.1: Simplified schematic of a conventional transceiver that identifies the transmit 
and receive paths. 
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In contrast, the receiver must be able to sense the desired signal while suppressing unwanted 

signals, such as interference. Unlike the transmitter, the receiver does not have active control over 
the dynamic range of the received signal power, where communication standards define the oper-
ating conditions that the receiver is expected to perform. The power difference between the desired 
signal and the unwanted blockers that falls in the vicinity of the desired communication frequency 
can be as high as 100dB, e.g. as in the 3G GSM specification [3]. In addition to handling the high 
power dynamic range, the receiver sensitivity, which defines the minimum detectable signal level 
over input referred noise figure of the receiver that enables reliable demodulation of the infor-
mation, poses another challenge. Therefore, the receiver architecture is more demanding to opti-
mize compared to a transmitter due to challenges posed by noise, interference rejection, high dy-
namic range, and frequency selectivity. 

Among various receiver architectures that employ creative methods to mitigate these chal-
lenges, the superheterodyne [4] and direct conversion [5] architectures are the most widely used 
ones due to their distinctive advantages. The direct conversion receiver, also known as zero-IF, 
uses the simplest method capable of demodulating the received signal by directly converting it to 
the baseband, where a low-pass filter recovers the original signal. However, this seemingly simple 
scheme has major design challenges due to dc-offsets stemming from local oscillator leakage from 
the mixer and 1/f noise of the baseband electronics, and has only recently became popular in con-
temporary receiver handsets once recent advances in RFIC design tackled these challenges. In 
comparison, the super heterodyne receiver relaxes these issues by introducing the intermediate 
frequency, commonly referred as IF, concept that improves the robustness of the receiver signifi-
cantly at the expense of increased number of components, and thus cost. Instead of down-convert-
ing the received signal directly to the baseband, the superheterodyne receiver first mixes the input 
signal to IF, where it performs channel-selection by using a filter with narrow enough bandwidth 
to eliminate all blockers, which eliminates high dynamic range burden for the succeeding demod-
ulation electronics. Despite using more off-chip components, primarily the bulky IF channel-select 
filter, the performance requirements for the superheterodyne receiver is in fact easier to realize 
compared to the direct receiver. In addition, superheterodyne achieves better dynamic range per-
formance than that of the direct conversion architecture.  

The following sections will describe the basic details of these two architectures as case studies 
and identify the primary issues that pose bottlenecks for further performance improvements. Fi-
nally, a novel, single-chip, low cost and low power MEMS-based RF front-end architecture will 
be presented that improves over these conventional methods by eliminating off chip passives that 
pose the fundamental size and performance improvement bottlenecks for future multi-band re-
ceiver architectures. 
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1.1.1 The Superheterodyne Receiver 

The superheterodyne receiver was originally designed by Edwin Armstrong [4] during WWI 
to overcome the poor RF performance of vacuum triodes as high frequency amplifiers used in 
radars by implementing channel selection at low IF frequency, where design requirements for very 
narrow bandwidths capable of selecting individual channels is much more relaxed compared to 
that of RF channel-select filters. Initial implementations used self-resonance of iron core coupling 
transformers to filter the IF frequency, which implemented the characteristic IF channel-selection 
operation of superheterodyne receivers performed by low frequency tuned circuits to ease the high 
dynamic range burden imposed by strong interferers for the demodulation circuitry that follows 
the IF stage. 

Figure 1.2 schematically describes a conventional superheterodyne receiver, where the RF pre-
select filter placed directly after the antenna performs band-selection to remove interferers that fall 
outside its bandwidth. However, the information bandwidth of the desired signal is still a fraction 
of this wideband filter and close-to-carrier interferers also pass to the succeeding stages since the 
pre-select filter fails to perform channel-selection directly at RF, i.e. to achieve a narrow enough 
bandwidth for selecting only the frequency of interest and rejecting everything else. The received 
desired signal is typically very low in power as it weakens due to path losses across the transmis-
sion distance (unlike interferers that can be coming from much nearer transmitters), and also to 
save power at the transmitter end of the communication channel.  

The noise performance of the amplifier that follows the pre-select filter is of critical importance 
for good receiver sensitivity, because the noise performance of the components that precede the 
initial high gain elements primarily determine the overall noise figure of the receiver. Friis’ for-
mula calculates the input referred noise figure of a system consisting of cascaded stages like filters, 
amplifiers, mixers, etc. to form a receiver, such as the one depicted in Figure 1.2, given by [6] 

 

Figure 1.2: Schematic description of a conventional superheterodyne receiver diagram. The 
highlighted elements indicate off-chip components that pose a bottleneck for miniaturiza-
tion, parasitic elimination and cost reduction. 
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where Fi and Gi represent the noise factor and gain for stage i, respectively. Inspection of this 
expression clearly identifies the critical importance of the first two terms that dominate the overall 
receiver noise factor F assuming the first amplifier has high gain G1 >10, so that the noise contri-
bution from stages following the first antenna gets suppressed. This amplifier is called a low noise 
amplifier, commonly referred to as LNA, with special attention paid during its design to minimize 
its noise figure to amplify the pre-select filtered signals with little noise added.  

Clearly, all filters preceding the LNA should have very low insertion loss, because the noise 
figure of a passive system equals its insertion loss. A high pre-select filter insertion loss would 
increase the F1 term in (1.1), and thus directly add to the noise figure of the receiver. This obser-
vation is key to understand why current receiver designs have to be contented with band-select 
filters at the RF front-end that have bandwidths wider than that is actually needed to select only 
the frequency channel of interest, and thus allow undesired interferers through, as well. As it will 
be the primary focus of this thesis, true RF channel-select filters that can realize the very narrow 
bandwidths capable of selecting individual channels right at RF frequencies require resonator tech-
nologies with quality factors exceeding 30,000. Indeed, capacitive transduced micromechanical 
disk resonators demonstrated such high Q’s and constantly improve other design variables, such 
as electromechanical coupling and motional resistance, to potentially realize RF channel-selection. 
Nonetheless, currently commercialized resonator technologies, such as FBARs [7] or quartz crys-
tals [8] fall rather short of such high Q’s at GHz frequencies. Therefore, filter designers compro-
mise the filter bandwidth to achieve acceptably low filter insertion loss, as seen in the widely used 
RF duplexers [9] used for RF pre-selection in modern transceivers. 

After the LNA boosts the received signal level, an image reject (IR) filter removes the image 
signal [6] to prevent down-converting both the desired signal and its image to the same IF fre-
quency during the following mixing operation. The desired signal and its image are separated by 
2×fIF in the frequency domain, where fIF is the chosen IF frequency. This creates a trade-off be-
tween design parameters of the image reject (IR) filter that operates at the RF frequency and the 
IF filter that operates at a much lower frequency. Choosing a low fIF, referred to as low IF receivers, 
makes it much easier to design a channel-select filter at the low IF frequency using low-Q resona-
tors. However, the reduced frequency separation between the desired signal and its image band 
requires the image reject filter to have a narrower bandwidth and sharper roll-offs to sufficiently 
suppress the image signal at RF frequencies, which is a challenging task for conventional filters. 
Once more, the ability to realize narrow-band filters at RF frequencies as a highly desired design 
tool emerges clearly. However, lacking the required currently commercially available RF fre-
quency high-Q resonators, the system designer makes a compromise between the IR filter design 
specifications and the IF operation frequency to ensure sufficient image rejection before mixing. 
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After solving the image frequency problem via the IR filter, the mixer down-converts the signal 

frequency to IF using a local oscillator (LO) signal generated by a voltage controlled oscillator 
(VCO) controlled by a phase locked loop system (PLL) that is referenced to a lower frequency, 
but very low phase noise mechanical quartz crystal oscillator. Quartz crystal oscillators provide a 
very stable output with impressive phase noise performance to provide a frequency reference that 
is resilient to aging and temperature changes. However, they are off-chip components with a large 
area footprint, and their frequency range is typically limited to 10-20 MHz, which is too low for 
mixing the RF signal down to IF. Therefore, the PLL locks into the low phase noise reference of 
the quartz crystal to suppress the phase noise of the much higher frequency VCO that serves as the 
mixing tone that down-converts the desired signal to IF. The PLL also provides a flexible and wide 
tuning range for the mixing LO frequency, which allows using a constant IF frequency regardless 
of the RF signal frequency. Otherwise, a constant LO frequency would require an IF filter tunable 
over a wide frequency range, which would be a challenging design for the high order filters re-
quired to achieve sharp stop-band roll-offs required from the IF filter. However, the reduced LO 
phase noise and tuning range benefits provided by the PLL comes with a hefty power consumption 
penalty that typically comprises a major portion of the overall power consumption of the receiver.  

Once again, if channel-selection directly at RF were possible to remove all blocker signals 
right after the antenna, a much higher phase noise VCO signal would be sufficient for mixing, and 
eliminate the design complexity and high power consumption that the PLLs require [10]. After the 
down-conversion mixer, a passive off-chip high order filter operating at the IF frequency with very 
sharp stop-band roll-offs and high stop-band rejection performs channel selection to eliminate un-
desired out-of-channel blockers and decreases the dynamic range requirement of the following I/Q 
demodulation circuitry. 

As a second best alternative to RF channel-selection that eludes the quality factor performance 
of commercially available on-chip resonators, the superheterodyne receiver uses channel-selection 
at IF to create a robust receiver that performs well even when strong blockers interfering with the 
desired signal are present. As a result, it has found use in virtually all modern receiver systems 
until the recent popularity of the direct conversion architecture that reduces the number or compo-
nents in the receiver chain, i.e. cost at the expense of increased design complexity. The robustness 
that stems from the multiple off-chip filters placed along the receiver chain as shown by the shaded 
elements in Figure 1.2; however, increases the number of components and area that raises the cost 
of the receiver. Furthermore, the input and output ports of these off-chip filters require impedance 
matching to maximize power transfer between the elements linked to them, unlike single-chip 
integrated components that can work with higher impedances without worrying about transmission 
line effects due to the orders-of-magnitude smaller compactness of connected components. More-
over, receiver architectures aiming to support multiple transmission standards like GSM, CDMA, 
etc. simultaneously require more of such off-chip filters to be able to operate at different frequency 
bands. Clearly, these off-chip components pose a bottleneck in miniaturization, power reduction, 
and production cost of next generation multi-mode receivers. 
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1.1.2 Direct Conversion Receivers 

The superheterodyne receiver explained in the previous section revolutionized receiver design 
by introducing the IF channel-selection concept that modulates the RF signal to a much lower 
frequency for easier signal processing; but at the expense of increased number of components, 
cost,  and design complexity. The direct receiver architecture goes one more step ahead and asks 
the question “what would happen if we down-convert the RF signal even further from low-IF to 
DC?” The direct receiver architecture is commonly referred to as the zero-IF receiver for this rea-
son. Since the LO and RF frequencies match in the zero-IF scheme, there is no image frequency 
problem and thus no need for an image-reject filter between the LNA and the mixer. As a result, 
the LNA drives only on-chip loads, typically the input stage of the mixer with relatively high 
impedance. Therefore, the output impedance of the LNA does not need to be 50Ω, since impedance 
matching to off-chip IR filters is eliminated, which relaxes the design requirements of the LNA 
and the mixer significantly. 

Figure 1.3 presents the schematic diagram for a typical direct-conversion receiver, where the 
highlighted building blocks indicate the off-chip components. Here, the preselect filter is the only 
filter in the receive path that cannot be on-chip integrated with contemporary resonator technology. 
Compared to the superheterodyne receiver illustrated in Figure 1.2 that requires three off-chip 
filters, the direct conversion receiver achieves significantly better integration that makes it more 
suitable for today’s multi-mode receiver handsets. In fact, the lower cost and smaller form factor 
advantages make the direct conversion receiver the most widely used architecture in conventional 
receiver design. However, these benefits trade-off design complexity and challenges that include 
high sensitivity to dc offsets, I/Q mismatch, even order distortion, and baseband 1/f noise [6]. 

 
 
Figure 1.3: Schematic description of a conventional direct-conversion receiver diagram. 
The highlighted elements indicate off-chip components that pose a bottleneck for minia-
turization, parasitic elimination and cost reduction. 
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The direct conversion receiver minimizes the need to interface to off-chip components, and 

thus saves power compared to the superheterodyne receiver with multiple off-chip filters. On the 
other hand, the superheterodyne receiver performs signal processing at a much lower frequency at 
IF that consumes less power compared to the processing performed at RF for the zero-IF receiver. 
In addition, eliminating the IF-channel select filters significantly increases the dynamic range that 
the baseband has to handle for the direct conversion receiver, which increases the linearity and 
power consumption. Therefore, both receiver architectures experience bottlenecks that prevent 
them from achieving very low receiver power consumption. Furthermore, both architectures re-
quire an off-chip RF duplexer after the antenna, and a high-Q external crystal for a stable and low 
phase noise frequency reference, both of which impose area and cost penalties. In order to achieve 
a single-chip multi-mode ultra low power receiver, an architecture that uses on-chip high-Q pas-
sives towards enhancing the robustness and power efficiency of the complete receiver chain is 
needed. 

1.2 RF-Channel Selecting Front-Ends 

The power consumption of a radio generally goes as the number and strength of the RF signals 
it must process [10]. In particular, a radio receiver would consume much less power if the signal 
presented to its electronics contained only the desired signal in a tiny percent bandwidth frequency 
channel, rather than the typical mix of signals containing unwanted energy outside the desired 
channel that may be much stronger than the desired signal, e.g. by 70dB for the W-CDMA standard 

 
Figure 1.4: Proposed RF channel-select filter bank architecture that eliminates blockers 
directly at RF front-end right after the antenna. Therefore, electronics working at RF fre-
quency, e.g. LNA, mixers, etc. have reduced dynamic range requirements with lower 
power consumption. 
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[3]. Unfortunately, a lack of filters capable of selecting single channel bandwidths at RF forces the 
front-ends of contemporary receivers to accept unwanted signals, and thus, to operate with sub-
optimal efficiency. 

Figure 1.4 presents an alternative receiver architecture with an RF channel-selecting front-end 
filter bank. Here, a parallel bank of filter capable of selecting individual frequency channels match-
ing the desired information bandwidths for various communication standards come right after the 
antenna. The key goal here is to select just the signal of interest and eliminate all the unwanted 
blockers, and thus the dynamic range they impose, before any further signal processing down the 
receiver chain occurs. If channel-selection occurs directly at RF frequencies as proposed in Figure 
1.4, rather than just at IF as in the superheterodyne receiver, electronics blocks working at RF 
frequencies would no longer need to handle the power of alternate channel interferers, which 
would enable significant power reductions and a much more robust receiver. This proposed re-
ceiver topology uses and abundance of micromechanical circuits to realize an RF-channelizer [10], 
an IF mixer+filter [11], and stable LO synthesizers [12] by taking advantage of the small footprint 
and low cost of MEMS technology. Unlike the superheterodyne architecture that is boggled with 
multiple high cost off-chip components as illustrated in Figure 1.5(a), a large number of on-chip 
high-Q vibrating micromechanical signal processors, cf. Figure 1.5(b), can potentially enable a 
low cost multi-mode receiver very extremely low power consumption. In this way, the high quality 
factor, stability, small size, and low cost of these devices enable a paradigm shift in transceiver 
design. 

 
 
Figure 1.5: (a) The standard superheterodyne architecture with multiple off-chip compo-
nents. (b) MEMS based RF channelizer single-chip front-end architecture. 
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1.2.1 Software Defined Cognitive Radio 

Reconfigurable radios capable of adapting to any communication standard at any location 
worldwide is of great interest, and is commonly referred as software defined radio (SDR) [13][14], 
which produces the frequencies and modulation schemes of any existing communication standard 
in real time by simply using an appropriate software implementation. The ideal rendition of such 
a radio would digitally realize all radio functions, including the RF front-end, using a programma-
ble microprocessor, e.g. an FPGA. Towards performing as much signal processing as possible 
digitally, the ADC that normally resides near the baseband circuits of a conventional receiver 
would need to be placed as close to the antenna as illustrated in Figure 1.6. Practically, a frequency 
gating function must precede the ADC to remove blockers (i.e., out-of-channel interferers) that 
can be many orders stronger than the desired signal at the receive antenna [3]. For reasonable ADC 
power consumption, all blockers, even those within its communication standard’s band very close 
to the desired channel must be removed. Removing such blockers relaxes the ADC’s dynamic 
range and power requirements, which otherwise would be too excessive for portable applications.  

Figure 1.7 conveys the importance of filtering out interferers before they reach the ADC input, 
by summarizing the SNR and the consequent power consumption requirement for an ADC with 3 
GHz bandwidth, i.e. 6 GHz sampling rate, to digitize to complete RF spectrum directly after the 

 
Figure 1.6: A software defined radio architecture operating in a GSM-like spectrum. The 
bandwidth of the pre-select filter determines the dynamic range the ADC must handle, 
where RF channel-selection enables practical ADC designs with low power consumption. 
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antenna. A state-of-the-art ADC published by [15] that achieves an impressively low figure-of-
merit 58 fJ/conversion is used for the power consumption calculations. The analysis assumes a 
GSM-like blocking scenario with an input sensitivity requirement of –104 dBm in a 200 kHz 
bandwidth [16]. With no RF front-end filtering, the 0 dBm out-of-band blockers assumed in the 
GSM standard [16] demand an ADC dynamic range of DR = 104 dB. This dynamic range would 
correspond to an equivalent number of bits (ENOB) of 17 according to 

 6.02 1.76  DR ENOB dB   (1.2) 

The power consumed by 16 17-bit ADC using the FOM = 58fJ/conversion with fs = 6 GHz sam-
pling rate can be approximated by 

 2   ENOB
sPower f FOM   (1.3) 

that demands 45.1 W power consumption. Clearly, this would be excessive power consumption 
even for a table-top receiver setup and definitely impossible for a mobile receiver. Decreasing the 
bandwidth of pre-select filter suppresses more interferers and relaxes the dynamic range of the 
ADC. As Figure 1.7 shows, however, even the 35 MHz bandwidth of a conventional duplexer 
filter widely used in receivers today is still grossly insufficient for low power portable software 
defined radio since the interferers impose 25.3 W power consumption. 

As Figure 1.7 shows, low ADC power consumption on the order of 2 mW is only achieved 
when the filter bandwidth corresponds to that needed to eliminate all interferers. i.e., by selecting 
the desired channel and only this channel. For GSM, emissions are regulated such that each 200 
kHz information bandwidth allocated in any time division multiple access (TDMA) slot has 200 
kHz guard-bands around it. Therefore, a filter bandwidth of 600 kHz operating at 1800 MHz car-
rier, i.e. 0.03% fractional bandwidth, would be necessary to achieve RF channel-selection that 
reduces the ADC power consumption by four order-of-magnitude compared to the no-filtering 
case. Here, rather than relying on a single very narrow band filter to sweep a much wider band, a 

 
Figure 1.7: Power consumption as a function of dynamic range for an ADC designed to 
sample a 3GHz-wide RF spectrum assuming an SDR in a blocker environment identical to 
that assumed by the GSM standard. 
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bank of RF channel-select filters in parallel, cf. Figure 1.4, solves the impractically high sweeping 
time and the tuning range requirements. Depending upon the standard, this could involve hundreds 
of filters in parallel, which would be an irrational design if today’s off-chip macroscopic filters 
were to be used, which; however, maybe perfectly reasonable for filters comprising microm-
achined vibrating resonators. MEMS technology offers the desired programmable frequency gate 
and encourages designers to use mechanical devices the same way transistors are used: in massive 
numbers. This would conceivably realize a programmable frequency gate via a bank of on/off 
switchable micromechanical filters, where each filter is realized using an interconnected network 
of micromechanical resonators, which will be focus of this dissertation as described in the follow-
ing sections. 

1.3 A Review of Previous Vibrating Micromechanical RF Channel-
Select Filter Efforts 

Given their potential for improving the robustness and power consumption of receivers, it is 
not surprising that attempts to realize RF filters with percent bandwidths on the order of 0.1% 
sufficient to remove all interfering signals, leaving only energy in the desired RF channel, are 
abundant in the literature. These studies employ various resonator technologies using piezoelectric 
[17][18][19][20], internal dielectric [21][22], and capacitive [23][24] actuation. Unfortunately, so 

 

Figure 1.8: Previous vibrating channel-select filter work using piezoelectric actuation. 
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far none of the explored approaches truly achieves the needed performance, which demands not 
only small percent bandwidth, but also low passband insertion loss and high stop-band rejection. 
Piezoelectric materials lack the needed Q to achieve low insertion loss in so small a percent band-
width, and lead to high passband losses that exceed 15 dB for 0.1% bandwidths [5] as a result, as 
shown in Figure 1.8. 

On the other hand, approaches that attain sufficient Q’s on the order of 10,000, e.g., capacitive-
gap transduced resonators, so far do not possess enough electromechanical coupling to attain 50dB 
stop-band rejection at UHF. Nonetheless, capacitive actuated filters come closest to achieving low 
loss RF channel-selection by demonstrating <0.1% bandwidth passbands with less than 3 dB in-
sertion loss [23][24], as presented in Figure 1.9. However, previous capacitive actuated filter stud-
ies left a lot of room for improvement. Specifically, capacitive actuation gaps > 80 nm limits their 
stopband rejection to a mere 25 dB, and requires rather large termination impedances exceeding 
1.5 kΩ that necessitate the use of inductors to resonate out shunt input and output capacitance. 
Finally, their yield of devices with adequately small passband ripple is quite low. 

1.3.1 Summary of Improvements to Previous Work by this Dissertation 

Pursuant to fixing these deficiencies, the work presented in this dissertation modifies the design 
of [23] presented in Figure 1.10-(a) to that of Figure 1.10-(b), which points out the major design 
changes. Now, smaller electrode-to-resonator gaps on the order of 39nm amplify the input/output 

 

Figure 1.9: Previous work on capacitive actuated vibrating disk channel-select filters. 
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electromechanical coupling by more than 8.6×, which directly contributes to larger stop-band re-
jection and removes the need for inductors. The new design also introduces additional electrodes 
around disks specifically tasked for frequency tuning towards higher device yield; as well as care-
fully designed electrode-less buffer devices that alleviate post-fabrication stress, thereby also con-
tributing to higher yield. Combined, these design changes yield a 223.4-MHz two-resonator filter 
that employs 206 resonant micromechanical elements to realize a channel-selecting 0.09%-band-
width while achieving only 2.7dB of in-band insertion loss together with 50dB of out-of-channel 
stop-band rejection. This amount of rejection is more than 25dB better than that of [23] and comes 
in tandem with a 20dB shape factor of 2.7 commensurate with its use of two array-composite 
resonators. The following chapters of this dissertation will elaborate on the milestones achieved 
that contributed to the aforementioned performance boost with the new design approach.  

1.4 Micromechanical Vibrating Disk Filter Design Basics 

Figure 1.11 describes the transmission response of a typical bandpass filter and identifies the 
commonly used performance metrics [25]. Such filter characteristics are typically achieved using 
the coupled-resonator network topology shown in Figure 1.12-(a) [25][26]. Here, each resonator 
element implements a frequency selective bi-quad transfer function with an associated resonator 
Q and the electrical equivalent LCR tank representation as shown in Figure 1.12-(b). When the 
filter is terminated, loading of the resonators with the termination resistors RQ widens their fre-
quency response spectra, allowing them to add constructively between peaks and subtract outside, 
yielding the desired filter spectrum. 

 

Figure 1.10: Comparison of (a) the filter design presented in [23] with labels indicating 
limitations that hinder performance; and (b) the improved design of this work with indi-
cated improvements; both in preferred bias and excitation configurations used to evaluate 
filter performance. 
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The desired filter amplitude response, cf. Figure 1.11-(a), minimizes the passband insertion 
loss, ripple, and the filter shape factor defined here by the ratio of the 20dB band-width to the 3dB 
bandwidth; and maximizes the stopband rejection. The group delay characteristic illustrated in 
Figure 1.11-(b) is a measure of how much the filter phase response deviates from the ideal linear-
phase response. The group delay is inversely proportional to the filter bandwidth, and its variation 
characteristic over the passband depends on the filter type and order. Chebyshev and Elliptic type 
filters display a rippled group delay over the pass-band as seen in Figure 1.11-(b), whereas Bessel 
type filters achieve maximally flat group delay at the expense of increased shape factor [25]. The 
communication standards specify the maximum allowed group delay ripple that sets the usable 
bandwidth of the filter as described in Figure 1.11-(b). The ultimately achievable performance of 
a filter relies primarily on the properties of its constituent resonators; therefore, the following sec-
tions will investigate the basic resonator requirements to meet the design goals described above. 

 

Figure 1.11: Schematic description of (a) transmission amplitude, and (b) group delay re-
sponse metrics used to specify a bandpass filter. 
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1.4.1 Contributors to Filter Insertion Loss 

The passband insertion loss, denoted as IL, of a pre-select filter is perhaps the most important 
performance metric because it strongly affects the receiver sensitivity due to the position of this 
filter in the receiver chain, cf. Figure 1.4. The noise figure of a passive filter equals its IL and adds 
directly to the overall noise figure of the receiver since the pre-select filter precedes the low noise 
amplifier (LNA) [6]. Any resonator targeting the needs of an RF channel-selecting filter must 
possess both sufficient Q to prevent undue insertion loss, and enough input/output (I/O) electro-
mechanical coupling to overpower feed-through currents that would otherwise exert additional 
passband loss. Given their critical importance, the following sections will outline the minimum 
sufficient resonator Q and electromechanical coupling strength requirements towards minimizing 
the IL of RF channel-select filters. 

1.4.1.1 High Resonator Quality Factor 

The insertion loss of any coupled-resonator filter is primarily determined by the following 
figure of merit [26] 

 o
f

Qq
Q

  (1.4) 

defined as the ratio of the Q of resonators comprising the filter and the quality factor Qf of the filter 
itself defined as 

  o
f

fQ
B

  (1.5) 

 

Figure 1.12: (a) Schematic description of general implementation topology of a band-pass 
filter consisting of a chain of discrete resonator tanks linked with coupling elements. (b) 
Electrical equivalent circuit representation of the generic filter. 
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where fo is the filter center frequency and B is the filter 3 dB bandwidth. The filter type and order 
set the minimum qo required to achieve the desired IL, which is tabulated in filter cookbooks [26]. 
For example, the minimum qo required for less than 2 dB IL for a 2nd order Chebyshev filter is 9.7; 
and increases to 18.6 and 31.1 for third and fourth order filters, respectively [26]. It is important 
to note that the relation between the figure of merit set by (1.4) and the filter IL is independent of 
the resonator technology used to implement the filter. 

Evidently from (1.4), filters with higher Qf, i.e. narrower fractional bandwidth, require a pro-
portionally higher resonator Q to sustain the high qo and the resulting low insertion loss. This 
observation sets the design requirements of RF channel-select filters with high Qf distinctly apart 
from those of band-select duplexers with much larger bandwidths, i.e. lower Qf, that fall short of 
rejecting adjacent-channel blockers. 

Figure 1.13 illustrates the vital importance of high resonator Q >10,000 in achieving low IL 
for filters with high Qf >1,000 (i.e. fractional bandwidth < 0.1%) by comparing the simulated fre-
quency spectrum of a three-resonator Chebyshev filter operating at 225 MHz for band-select and 
channel-select cases with 3% and 0.1% fractional bandwidths, respectively. This simulation varies 
the Q of the resonator tanks comprising the filter to gauge influence of Q on the filter IL for both 
cases. As Figure 1.13-(a) indicates, the band-select filter with 3% fractional bandwidth achieves 
less than 3 dB insertion loss with resonator Q’s as low as 500. In contrast, the insertion loss of the 
channel-select filter with 0.1% fractional bandwidth, i.e. Qf = 1,000, shown in Figure 1.13-(b) 

 

Figure 1.13: Simulated frequency spectrum for a 3rd order Chebyshev filter operating at fo 
= 225 MHz with (a) 3% bandwidth for a wideband band-select application, and (b) 0.1% 
bandwidth for a narrow band channel-select application for varying resonator tank Q’s. 

-50

-40

-30

-20

-10

0

217.0221.0225.0229.0233.0

Tr
an

sm
is

si
on

 (d
B)

Frequency (MHz)

-50
-45
-40
-35
-30
-25
-20
-15
-10
-5
0

224.5 225.0 225.5

Tr
an

sm
is

si
on

 (d
B)

Frequency (MHz)

Q = 30,000Q = 5,000

Q = 10,000

Q = 5,000
Q = 4,000

Q = 3,500

Q = 15,000Q = 1,000
Q = 500
Q = 300

(a) (b)

R1 C1 L1 R2 C2 L2 R3 C3 L3

Cc,12 Cc,23

Resonator 
Tank

Band-Select
3% BW Filter

Channel-Select
0.1% BW Filter



18 
displays a much stronger dependence on resonator quality factor, where Q’s < 10,000 lead to un-
acceptably high IL for an RF front-end filter. 

1.4.1.2 Sufficient Electromechanical Coupling Strength 

Sufficient electromechanical coupling strength must accompany the high resonator Q to miti-
gate the passband loss and distortion levied by the input and output capacitance of the filter. Here, 
the ratio Cx1/Co [27] from the circuit of Figure 1.12 provides a convenient measure of electrome-
chanical coupling strength, the value of which must exceed the fractional bandwidth of the filter 
to avoid excessive passband distortion. The degree by which it must exceed the fractional band-
width depends upon the filter type and order, i.e., the number of resonators used. For example, if 
the three-resonator filter depicted in Figure 1.12 aims to effect a Chebyshev response, then the 
(Cx/Co)’s of the I/O resonators must be 2.5× larger than the filter fractional bandwidth. Frequency 
spectrum for a 3rd order Chebyshev filter operating at fo = 225 MHz with (a) 3% bandwidth for a 
wideband band-select application, and (b) 0.1% bandwidth for a narrow band channel-select ap-
plication for varying resonator tank Q’s. 

 

Figure 1.14: Simulated frequency response of a three-resonator RF channel-select filter 
with 0.1% fractional bandwidth for different resonator Q and Cx/Co combinations as (a) Q 
= 15,000 and Cx/Co = 0.25%, (b) Q = 5,000 and Cx/Co = 0.25%, and (c) Q = 15,000 and 
Cx/Co = 0.01%. 
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Figure 1.14 illustrates the importance of Q and (Cx/Co) for an example three-resonator Cheby-

shev filter, this one centered at 225 MHz with a 0.1% bandwidth. When using resonators with Q’s 
at least 15× the filter Qf and (Cx/Co) at least 2.5× the fractional bandwidth, the desired response in 
Figure 1.14-(a) results. A drop in resonator Q from the desired 15,000 to just 5,000 yields the 
response in Figure 1.14-(b), which now sports 11.4 dB of insertion loss—clearly too much loss. 
On the other hand, a drop in resonator (Cx/Co) from the desired 0.25% to 0.01% introduces undue 
passband ripple, as shown in Figure 1.14-(c). Clearly, the filter response is good only when its 
constituent resonators possess sufficient quantities of both Q and I/O coupling. 

It is important to note that the needs of a 0.1% RF channel-select filter differ significantly from 
those of conventional 3% band-select filters used in today’s handsets. In particular, conventional 
3% filters put a premium on strong coupling, where (Cx/Co) ~7% is often needed, and not so much 
on Q, for which 500 is often acceptable as in Figure 1.13-(a). On the other hand, a 0.1% RF chan-
nel-select filter places a high premium on Q, which must often be greater than 10,000, and not so 
much on (Cx/Co), for which values on the order of only 0.25% are acceptable. 

1.4.2 Filter Termination Impedance & Electromechanical Coupling Strength 

RF channel-selects filter must not only provide low passband loss to avoid taxing the overall 
receiver noise figure, but also attain high stopband rejection towards sufficiently suppressing 
strong adjacent channel blockers. To this end, the value of the termination resistors RQi, cf. Figure 
1.12, must be minimized, because these resistors form voltage dividers with the parasitic feed-
through current paths that shunt the desired micromechanical signal processing path. Conse-
quently, low filter termination resistor values reduce the coupling of the parasitic electrical feed-
through paths to the I/O ports of the filter. 

The filter termination resistors, denoted as  RQ, provide Q-control for the end resonators to 
flatten the otherwise jagged filter passband, and the required termination resistor value is given by 
[26] 
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 

   
 

Q x
f i

QR R
Q q

  (1.6) 

where qi is a normalized termination constant obtained from filter cookbooks [17], and Rx is the 
motional resistance of the resonator terminated by RQ. The desired RQ value is typically set by 
the system requirements, such as the impedance of the preceding antenna and the succeeding LNA, 
and is typically less than 1kΩ. 

Evidently from (1.6), reducing Rx is key to achieve low RQ; however, even though a higher 
resonator Q reduces Rx, the Q term cancels in (1.6) and does not affect RQ for Q >> Qf  that must 
hold for low passband loss. Instead, increasing the electromechanical coupling coefficient η, de-
fined as the ratio of resonant force applied to a resonator to the applied input voltage [28], serves 



20 
as the key strategy to minimize RQ. For this very reason, the filter design hierarchy presented in 
this dissertation incorporates various methods that increase electromechanical coupling. 

1.5 High-Q Micromachined Vibrating Resonators for Low Loss RF 
Channel-Selection 

Much like individual transistors in a VLSI circuit, the vibrating micromechanical resonators 
are the unit cell components for realizing complex micromechanical signal processor circuits, such 
as filters [23] and oscillators [12]. Signal processing using vibrating mechanical elements, initially 
in the macro-level using quartz [8] and relatively large SAW filters [29], became ubiquitous in 
modern receiver design for frequency control and synthesizer circuitry design. However, a poten-
tially CMOS compatible and very small footprint solution is needed to realize the multi-mode filter 
bank solution illustrated in Figure 1.4 to avoid excessive area and cost. The advances in microm-
achined resonator technology gets us ever closer to this goal by scaling the resonator dimensions 
and increasing operation frequency and performance. However, the requirements for a microm-
achined channel-selecting RF front-end include much more than merely small size. The piezoe-
lectric FBARs [7], for example, that have already become a successful high volume product in the 
wireless handset arena, although small, are perhaps not suitable for circuit design, since their fre-
quencies are governed almost entirely by thickness, which is not a parameter that can be specified 
via computer-aided design (CAD) layout. Given how instrumental CAD has been to the success 
of VLSI transistor IC design, one would expect CAD amenability to be equally important for mi-
cromechanical ICs. In this respect, the resonators and other elements in the repertoire of a micro-
mechanical circuit design environment should have frequencies or other characteristics definable 
by lateral dimensions easily specifiable by CAD. A list of requirements necessary for creating 
micromechanical circuit design environment can be listed as: 

 Q’s > 10,000 from 1–3000 MHz. Q’s this high are needed to allow cascading of circuit 
blocks without accumulating excessive loss, and to allow channel selection at RF. 

 Strong electromechanical coupling. Cx/Co on the order of 0.1-1% is highly desired for 
RF channel-select front end designs. A technology that scales the Cx/Co coupling figure 
of merit with smaller dimensions, much like the effect of scaling on the ft of transistors, 
is needed to retain sufficeient coupling at high operation frequencies. 

 CAD-amenable design. Frequencies should be determined by lateral dimensions that 
can be specified via CAD, which makes possible an ability to attain many different 
frequencies in a single layer on a single chip. Relying on vertical dimensions for verti-
cal dimensions for frequency control is incompatible with automated CAD design, as 
well as impose a fabrication challenge that requires very uniform and repeatable control 
of film thickness over multiple large area wafers. 



21 

 On/off switchability. Here, the overriding preference is for vibrating micromechanical 
devices that can switch themselves, i.e., that do not require extra series switches to do 
so, and that thus avoid the extra cost and insertion loss. 

 Thermal and aging stability to better than 2 ppm, or at least amenable to compensation 
or control to this level. 

 Nonlinear characteristics that enable such functions as mixing, amplification, limiting, 
and other useful signal processing abilities. 

A mechanical circuit technology with the attributes mentioned above might make possible fil-
ter banks capable of selecting channels (as opposed to just bands) right at RF with zero switching 
loss added by series on/off switches. Similarly, these properties would enable oscillators using 
multiple high-Q resonators to attain improved long- and short-term stability; oscillators with oven-
control-like temperature stability, but consuming only milliwatts of power; ultra-low power com-
pletely mechanical RF front ends for wireless handsets; and all of these realized on a single silicon 
chip. 

 

Figure 1.15: (a) Previous work on capacitive transduced vibrating disks that attains ex-
tremely high Q’s exceeding 50,000 at ~500 MHz, but high motional resistance Rx. (b) Pie-
zoelectric actuated vibrating ring resonator with impressively low motional resistance, but 
low Q ~3,000. 
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Figure 1.15 compares the two major micro-resonator actuation technologies that find the most 

common use in contemporary vibrating micromechanical resonator design. Figure 1.15-(a) pre-
sents an example capacitive actuated vibrating disk resonator that is capable of attaining Q’s ex-
ceeding 50,000 at ~500 MHz [30] and Q >230,000 at 61 MHz. In addition to impressively high Q, 
capacitive transduction also achieves flexible geometries with CAD-definable frequencies ranging 
from HF [31] to UHF [30], voltage controlled tuning [28], thermal stability [32], and on/off switch-
ing capability [33]. Clearly, the capacitive transduction method exemplified in Figure 1.15-(a) 
satisfies the list of requirements necessary for an RF channel-selecting front end, which makes it 
a very attractive technology candidate for future RF-MEMS front-end designs. Especially the high 
Q > 10,000 enabled by capacitive transduction is indispensable for low loss RF channel-selection, 
as demonstrated in Figure 1.13-(b). However, in the past, the electromechanical coupling strength 
of capacitive actuators was limited because of actuation gaps were restricted to 100 nm or wider 
due to fabrication constraints. Fortunately, as the following chapters of this dissertation will illus-
trate, recent techniques such as partial gap filling via ALD high-k dielectrics [34][35] enable gaps 
as small as 25nm. Such small gaps overcome the high impedance barrier that hindered the adapta-
tion of capacitive transducers in practical systems and provide the designers with a wide range of 
Cx/Co and motional resistance using capacitive actuated micromechanical circuits. 

In comparison, the piezoelectric actuation technique, cf. Figure 1.15-(b), excels in very strong 
electromechanical coupling with its inherent Cx/Co in the 1-10% range. However, the Q of piezo-
electric actuated resonators have historically been limited to 3,000 [36]. Piezoelectric actuation 
also lacks inherent electrical tuning, such the electrical spring softening effect [37] that capacitive 
actuators leverage for frequency control. It is possible to use varactors or switchable bank of ca-
pacitors as external elements to affect the resonance frequency of a piezoelectric resonator, but 
such solutions are bulky and do not scale well for large scale mechanical circuits. The low Q and 
tuning limitations render the current generation of piezoelectric actuated resonators hard to adapt 
to low loss RF channel-select circuits. However, for wideband systems, such the typical 3% band-
select filters, cf. Figure 1.13-(a), that can tolerate high frequency variations without requiring tun-
ing and low Q ~500; piezoelectric actuators present a very good solution. In fact, they are ubiqui-
tous in contemporary wideband front-ends as duplexer filters and frequency sources [9]. The trade-
off by choosing to work with low Q resonators and wideband front-ends; however, is being forced 
to work with a very high dynamic range exceeding 100 dB and the resulting high power consump-
tion. 

1.6 Dissertation Overview 

This dissertation focuses on very narrow band, <0.1% fractional bandwidth RF front-end fil-
ters. Therefore, the primary focus will be on capacitive actuated micromechanical circuits. To this 
end, Chapter 2 will introduce the high-Q micromechanical vibrating disk resonators that forms the 



23 
unit element of the ensuing low loss RF channel-select vibrating disk filters. This chapter will also 
develop a small-signal equivalent circuit for parallel-plate capacitive-gap transduced microme-
chanical disk resonators that employs negative capacitance to model the dependence of resonance 
frequency on electrical stiffness. This negative-capacitance model will prove very valuable in ac-
curate modelling of electrical tuning of filters, as well as thoroughly capturing the effects of arbi-
trary port termination impedances on the filter pole locations. 

Chapter 3 will follow up the electromechanical coupling model presented in Chapter 2 by in-
troducing a capacitive actuation gap scaling that uses high-k ALD dielectric films to partially fill 
the electrode-to-resonator gap. Capacitive actuation gap scaling is perhaps the most pressing need 
for capacitive actuated vibrating disk filters to complement the very high Q of the capacitive res-
onators with sufficient electromechanical coupling. The Al2O3-TiO2 bi-layer ALD partial gap fill-
ing approach presented in Chapter 3 achieves just this by demonstrating 61 MHz wineglass reso-
nators with simultaneous high Q > 70,000 and motional resistance Rx < 140Ω. This result demon-
strates the first VHF micromechanical resonators in any material, piezoelectric or not, to meet the 
simultaneous high Q (>50,000) and low motional resistance (<200Ω) commonly desired in many 
RF and frequency control applications. 

After presenting a method that not only boosts electromechanical coupling but also preserves 
the high Q of capacitive actuated vibrating disks in Chapter 3, Chapter 4 delves into resonator 
materials that will sustain the high Q and sufficient electromechanical coupling at frequencies 
beyond 1 GHz. Chapter 4 introduces a capacitively transduced micromechanical resonator con-
structed in hot filament CVD (HFCVD) boron-doped microcrystalline diamond (MCD) structural 
material that posts a measured Q of 146,580 at 232.441 kHz, which is 3× higher than the previous 
high for conductive polydiamond fabricated using the costlier MPCVD method. Moreover, radial-
contour mode disk resonators fabricated in the same MCD film and using material mismatched 
stems exhibit a Q of 71,400 at 299.86 MHz, which is the highest series-resonant Q yet measured 
for any on-chip resonator at this frequency. For many potential applications, the hot filament CVD 
method demonstrated in this work is quite enabling, since it provides a much less expensive 
method than microwave CVD based alternatives for depositing doped CVD diamond over large 
wafers (e.g., 8”) for batch fabrication. 

Having covered the two primary needs for RF channel selection, i.e. sufficient electromechan-
ical coupling > 0.1% and high Q > 10,000, Chapter 5 introduces a design flow for micromechanical 
RF channel-select filters capable of eliminating strong adjacent channel blockers directly after the 
antenna, which greatly reduces power consumption in RF front-ends. The presented design hier-
archy achieves the desired filter response with a specific center frequency, bandwidth, and filter 
termination resistance. The design procedure culminates in specific values for all mechanical ge-
ometry variables necessary for the filter layout, such as disk radii, and beam widths; and process 
design variables such as resonator material thickness and capacitive actuation gap spacing. Perhaps 
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the most significant contribution of Chapter 5 is the demonstration of an intuition based mechani-
cal circuit design flow that works just as powerful as those used in the transistor world to enhance 
functionality via a hierarchical building block approach. 

Finally, Chapter 6 presents the fabrication and measurement results of an RF channel-select 
filter created using the theory and design procedure elaborated in Chapter 5. Unlike the ideal filter 
treated in Chapter 5, the real filter has non-idealities such as structural film stress, parasitic trace 
resistance, and process variations. Therefore, this chapter focuses on the practical implementation 
of a filter that accounts for these non-idealities. The introduction of a 39nm-gap capacitive trans-
ducer, voltage-controlled frequency tuning, and a stress relieving coupled array design has enabled 
a 0.09% bandwidth 223.4 MHz channel-select filter with only 2.7dB of in-band insertion loss and 
50dB rejection of out-of-band interferers. This amount of rejection is more than 23dB better than 
a previous capacitive-gap transduced filter design [23] that did not benefit from sub-50nm gaps. It 
also comes in tandem with a 20dB shape factor of 2.7 realized by a hierarchical mechanical circuit 
design utilizing 206 micromechanical circuit elements, all contained in an area footprint of only 
600μm×420μm. The key to such low insertion loss for this tiny percent bandwidth is Q’s>8,800 
supplied by polysilicon disk resonators employing for the first time capacitive transducer gaps 
small enough to generate coupling strengths of Cx/Co ~0.1%, which is a 6.1× improvement over 
previous efforts [23]. The filter structure utilizes electrical tuning to correct frequency mismatches 
due to process variations, where a dc tuning voltage of 12.1 V improves  the filter insertion loss 
by 1.8 dB and yields the desired equiripple passband shape. An electrical equivalent circuit is 
presented  that captures not only the ideal filter response, but also parasitic non-idealities that cre-
ate electrical feed-through, where simulation of the derived equivalent circuit matches measured 
filter spectrum closely both in-band and out-of-band. 

The combined 2.7dB passband insertion loss and 50dB stopband rejection of the demonstrated 
206-element 0.09% bandwidth 223.4-MHz differential micromechanical disk filter represents a 
landmark for capacitive-gap transduced micromechanical resonator technology. This demonstra-
tion proves that the mere introduction of small gaps, on the order of 39 nm, goes a long way 
towards moving this technology from a research curiosity to practical performance specs commen-
surate with the needs of actual RF channel-selecting receiver front-ends. It also emphasizes the 
need for tuning and defensive stress-relieving structural design when percent bandwidths and gaps 
shrink, all demonstrated by the work herein.  

The kernel at the center of all these results is the unit element: the capacitive actuated vibrating 
disk resonators with very high Q. Consequently, Chapter 2 will ensue with an elaborate analysis 
of the parallel plate capacitor actuated vibrating disks. 
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Chapter 2  

A NEGATIVE CAPACITANCE EQUIVALENT 

CIRCUIT MODEL FOR PARALLEL-PLATE 

CAPACITIVE-GAP TRANSDUCED 

MICROMECHANICAL RESONATORS 

This chapter introduces a small-signal equivalent circuit for parallel-plate capacitive-gap trans-
duced micromechanical resonators that employs negative capacitance to model the dependence of 
resonance frequency on electrical stiffness in a way that facilitates circuit analysis, that better elu-
cidates the mechanisms behind certain potentially puzzling measured phenomena, and that in-
spires circuit topologies that maximize performance in specific applications. For this study, a mi-
cromechanical disk resonator serves as the vehicle with which to derive the equivalent circuits for 
both radial-contour and wine-glass modes, which are then used in circuit simulations (via SPICE) 
to match measurements on actual fabricated devices. The new circuit model not only correctly 
predicts the dependence of electrical stiffness on the impedances loading the input and output 
electrodes of parallel-plate capacitive-gap transduced micromechanical device, but does so in a 
visually intuitive way that identifies current drive as most appropriate for applications that must 
be stable against environmental perturbations, such as acceleration or power supply variations. 
Measurements on fabricated devices in fact confirm predictions by the new model of up to 4× 
improvement in frequency stability against DC-bias voltage variations for contour-mode disk res-
onators as the resistance loading their ports increases. By enhancing circuit visualization, this cir-
cuit model makes more obvious the circuit design procedures and topologies most beneficial for 
certain mechanical circuits, e.g., filters and oscillators. 

Parallel-plate capacitive transducers enjoy widespread use in the MEMS industry, where they 
are employed in applications ranging from accelerometers [38], to gyroscopes [39] and other res-
onant sensors [40], to RF MEMS switches [41], to vibrating RF MEMS resonators [10]. The last 
of these often employ relatively large circuits of resonant MEMS devices [23] coupled electrically 
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or mechanical at very specific locations, so requires models for such devices that are accurate, 
scalable, location de-pendent, and amenable to simulation via established soft-ware, like SPICE 
[42]. 

Unfortunately, several of the classic equivalent circuit models for capacitive-gap transduced 
micromechanical resonators lack sufficient location dependence [43][44], and one is curiously 
asymmetric in that it models voltage-to-force and velocity-to-current coupling via different cou-
pling coefficients [43]. All of the above, plus those of [31] and [45], do not allow sufficient visu-
alization for insightful circuit design, to the point where they actually hide important aspects of 
capacitive-gap transduced device behavior in circuit networks. Since circuit design and analysis is 
largely a skill of recognition, insufficient visualization is a significant shortcoming for any equiv-
alent circuit. 

 

Figure 2.1: Conventional small-signal AC equivalent circuit for a four-port capacitive-gap 
transduced micromechanical resonator, such as that of Figure 2.2, when operating in the 
radial-contour mode of Figure 2.2-(d). Here, terminal 1 corresponds to the electrode 1, 
terminal 2 to electrode 2, terminal 3 to electrode 3, terminal 4 to electrode 4, and terminal 
5 to the body of the conductive resonant structure. The core lcr models the dynamic be-
havior of the resonant structure, where the variable capacitor cx includes the effects of elec-
trical stiffness. 
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Take for example the small-signal dynamic equivalent circuit of Figure 2.1 [31][44] [46] that 
models the disk micro-mechanical resonator depicted in Figure 2.2-(a) and (b) when operating in 
its radial-contour mode, cf. Figure 2.2-(d). This particular circuit has been used successfully in 
various incarnations to design micromechanical resonator oscillators [45] and even much more 
complex filters [23][31][46]. It is perhaps the best to date for mechanical circuit design, since it 
captures the full flexibility of inputs and outputs for any capacitive-gap transduced micromechan-
ical resonator by using transformers to couple location dependent electrical and mechanical input 
energy to the mechanical response of the structure, and vice versa. It also conveniently uses actual 
values of dynamic mass, inverse stiffness, and damping, as values for its core motional inductance 
lx, motional capacitance cx, and motional resistance rx. The motional resistance rx further captures 
the complete noise performance of the device, where a noise force generator with value 4kTrx 
placed in series with rx fully models the thermal noise. 

 

Figure 2.2: Pictorial summary for a micromechanical disk resonator with four in-put/output 
ports and a resonator body port. (a) Layout view. (b) Cross-section view. (c) Perspective 
view. (d) Radial-contour mode shape. (e) Wine-glass mode shape. 
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This circuit, however, has faults. In particular, it models the influence of electrical stiffness 

[37] on the resonance frequency of the device via the arrow through the capacitor cx (that indicates 
this capacitor is tunable) and by setting the value of cx equal to 1/(km-ke), where km is the mechanical 
stiffness and ke the voltage-tunable electrical stiffness. Although this method for capturing electri-
cal stiffness adequately predicts the frequency, it does not convey clearly to a circuit designer the 
impact of electrical stiffness on the overall circuit performance. Modeling the electrical stiffness 
in this way in fact hides some very important capacitive-gap transduced resonator behaviors when 
emplaced into certain circuits. This model also encourages designers to dismiss the impact of elec-
trical stiffness, since many designers just neglect the ke part in the value of cx when drawing up 
mechanical circuits. 

 

Figure 2.3: Negative capacitance small-signal AC equivalent circuit for a two-port capac-
itive-gap transduced micromechanical resonator, such as that of Figure 2.2, when operating 
in the radial-contour mode shown in Figure 2.2(d). Here, negative capacitors exactly equal 
to the shunt electrode-to-resonator static overlap capacitors are used to model the effect of 
electrical stiffness in a way that more clearly conveys interaction between them and the 
static electrode-to-resonator overlap capacitance at each port. 
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To remedy the above deficiencies, this chapter introduces a more circuit design-friendly model 

presented in Figure 2.3  that captures the influence of electrical stiffness on device and circuit 
behavior using a negative capacitance exactly equal in magnitude to the shunt static electrode-to-
resonator overlap capacitance Co at each electrode terminal. The presence of this negative circuit 
element obviously presents opportunities to negate the effect of the shunt Co, which has historically 
proven troublesome for certain oscillator, filter, and sensor designs. As will be seen, recognition 
of the negative Co also suggests circuit topologies for oscillators that should greatly enhance their 
stabilities against environmental perturbations, such as temperature-induced drift or acceleration. 

This chapter begins in Section 2.1 with a simple derivation for the circuit model of Figure 2.3 
and follows in Sections 2.2 and 2.3 with the complete development of element expressions for the 
specific cases of capacitive-gap transduced disk resonators operating in the radial-contour mode 
and the wineglass mode. After establishing proper design procedures via actual design examples 
in Sections 2.2 and 2.3, Section 2.4 then confirms model accuracy by comparison with measured 
data that includes frequency response matching, as well as plots of frequency versus DC-bias ver-
sus input/output load impedance, where the new equivalent circuit proves especially adept at ex-
plaining the behavior of these curves. Section 2.5 finally explores the impact that use of this equiv-
alent circuit should have on practical applications. 

2.1 Negative Capacitance Equivalent Circuit 

A succinct derivation of the equivalent circuit of Figure 2.3 follows directly from consideration 
of the forces generated by voltages applied to terminals of the disk resonator device depicted in 
Figure 2.2. As shown, this device comprises a conductive disk surrounded by electrodes spaced 

 

Figure 2.4: Schematic showing the general electrical input/output configuration for a ca-
pacitive-gap transduced micromechanical disk resonator. 
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very close to its edges and supported at its center by a conductive stem above a uniform ground 
plane at the same potential as the disk. 

Figure 2.4 presents a general electrical input/output configuration that can excite the disk into 
either of the modes shown in Figure 2.2-(d, e). Here, a DC-bias voltage VP is applied to the con-
ductive structure (i.e., at terminal 5) and in general combinations of dc VEi and ac voltages vi either 
applied or generated (e.g., by transistor circuit inputs) at each of the electrodes. The combination 
of these voltages generates a force from each electrode i to the disk structure given by 
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where ∂Ci/∂r is the change in port i electrode-to-resonator capacitance per unit radial displacement 
of the disk, and VPi is the dc voltage applied across the resonator-to-electrode gap at port i. For the 
simple case where the radial displacement of the disk remains the same over the span where the 
electrode at port i overlaps the disk, ∂Ci/∂r can be obtained from the port i electrode-to-resonator 
capacitance Ci(r) as follows: 
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where Coi is the static electrode-to-resonator overlap capacitance at port i, do is the electrode-to-
resonator gap spacing (assumed the same for all ports), and r is radial displacement. For small 
displacements, (2) Taylor expands to 
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where 
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Inserting (2.3) into (2.1), taking only the first two terms of (2.3), yields 
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where the last form includes only terms that can generate force components at the frequency of the 
input voltage vi. Recognizing that at resonance the displacement is 90° phase-shifted from the drive 
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voltage, so r =  sinωot when vi = Vi cosωot, then inserting these plus the first term of (2.4) into 
(2.5) yields for the force at resonance 
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where t is time. 

The first term of (2.6) represents the force at resonance generated by the input voltage vi, which 
is of course in phase with vi. In transformer-based equivalent circuits, such as those of  Figure 2.1 
and Figure 2.3, this force is often written as 
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is the electromechanical coupling factor that defines the value of the transformer turns ratio at port 
i in Figure 2.3. In the last form of (2.8), κi is a modifying factor (to be derived later) that applies 
when the displacement amplitude of the resonator varies over the span of overlap by electrode i. 
(When the displacement amplitude is constant over this span, κi equals 1.) As will be seen, κi 
mainly modifies (Coi/do). So in general, formulas derived assuming a constant displacement am-
plitude over a given electrode span can be generalized to the non-constant case by merely multi-
plying any (Coi/do) term by κi calculated for the corresponding vibration mode shape. 

At resonance, the second term of (2.6) is 90° phase-shifted from the input, which means it is 
in phase with the displacement. This, together with the fact that it is also proportional to the dis-
placement amplitude , identifies this force component as equivalent to a stiffness, but in this 
case, one generated via electrical means. In particular, this component arises from the increase and 
decrease in electric field strength across the electrode-to-resonator gap as the gap shrinks and 
grows, respectively, during mechanical resonance vibration. When the disk sidewall gets close to 
the electrode, the force pulling it into the electrode grows, and vice versa for the other direction, 
i.e., it shrinks as the disk sidewall moves away from the electrode. Thus, rather than acting to 
oppose displacement, as is the case for mechanical stiffness, this force acts to enhance it, which 
effectively makes it a negative electrical stiffness at port i, with spring constant magnitude equal 
to (using (2.6)) 
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where the last form assumes that Vi is much smaller than VPi—a condition for which the reader is 
cautioned isn’t always the case, such as in micromechanical mixlers [11]. For the case where the 
dynamic stiffness of the resonator varies over the span of the electrode-to-resonator overlap, Sec-
tion 2.3 will show that the κi factor once again applies, and (2.9) becomes 
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When the frequency of vi matches one of the mode frequencies of the disk, the force given by 
(2.6) ensues, and the disk begins to vibrate in (essentially) that mode shape, with a resonance 
frequency shifted by the electrical stiffnesses generated by the electrode-to-resonator voltage drops 
at each port i according to [47] 
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where fnom is the nominal resonance frequency of the disk (i.e., with no voltages applied), kr is the 
total stiffness including mechanical and electrical components of the resonator at a maximum am-
plitude location, n is the number of parallel-plate electrodes overlapping the disk, and mm and km 
are its dynamic mechanical mass and stiffness, respectively, again at the specified maximum am-
plitude location. 

To attain the circuit of Figure 2.3, we start with the circuit of Figure 2.1 and first separate cx 
into four capacitors: cx = 1/km to model the mechanical stiffness of the resonator structure, and four 
negative capacitors of the form 
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to model electrical stiffnesses generated at the i ports, as shown in Figure 2.5. Reflecting the elec-
trical stiffness-based capacitors through the transformers to outside the core lcr loop yields the 
circuit Figure 2.3, where the physical shunt electrode-to-resonator capacitors Coi are now matched 
by series negative capacitors of exactly the same values. 

Note that the disk’s resonance frequency dependence on DC-bias voltage VP is now entirely 
captured by the electromechanical coupling coefficients ηei. Thus, no arrow is needed through the 
motional capacitor, as needed in the conventional circuit of Figure 2.1, although one might want 
to draw arrows through the ηei’s as reminders that they are tunable via the VPi’s. More importantly, 
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the value of the core cx element stays constant, as it should. The negative Co is also a static capac-
itor, just like the positive Co of the physical shunt electrode-to-resonator capacitance. With this 
circuit, by mere inspection, a designer can now immediately see that the electrical stiffness phe-
nomenon presents the opportunity to effectively cancel the shunt Co in certain circuit configura-
tions—something often desirable in filter applications—or vice versa, i.e., the shunt Co negates 
the electrical stiffness—something often desirable in some oscillator applications. These opportu-
nities will be explored later in Section 2.5. 

First, however, explicit expressions for the equivalent circuit elements in Figure 2.3 for a disk 
operating in its radial-contour and wine-glass modes are needed. 

 

Figure 2.5: Circuit for the device of Figure 2.4 explicitly showing capacitors modeling the 
mechanical stiffness and electrical stiffness normally combined into cx. Here, negative ca-
pacitors modeling electrical stiffnesses from ports 1 and 2, and equal to –1/ke1 and –1/ke2,  
respectively, are shown with their actual values (in terms of Co and ηe). 
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2.2 Negative Co Equivalent Circuit for a Capacitive-Gap Transduced 

Radial Contour Mode Disk 

Table 2-I:  Radial-Contour Mode Design Equations and Procedure Summary 
 

Objective/Procedure Parameter Relevant Design Equations for a Given Parameter Eq. 
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where R denotes the disk radius, E and  are the Young’s 
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(2.14) 

Given: fnom, VP, Rxij (= re-
sistance between terminals 
i and j). 
Find: radius R, electrode-
to-resonator gap spacing 
do. 
1. Choose E, , and  by 
choice of structural mate-
rial. 

2. Choose thickness h. 
3. Use (2.14) to find the R 
needed to achieve fnom. 
Use  (2.13) to get  in the 
process. 
4. Use (2.18) to find the do 
needed to achieve Rx. 
5. (2.15)-(2.18) yield all 
needed values in the trans-
former-based negative Co 
equivalent circuit. 

Core 
Equiv. Cir-

cuit 
Elements 

 
 

 

















2

2

2
1

0

2
1

122
2

2














EE
,

RJ

drrrJh
Rml o

R

mx

  mnomm
x mRk

c 2
11


   ,   

 
Q

m
Q

mk
Rbr mnommm

mx




 

(2.15) 

Static 
Overlap 

Capacitor 

 
 

o

iio
oi d

RhC 12  
  

(2.16) 

Electro-
mech. 

Coupling 
Coefficient 

 

o

oi
Piei d

CV  
(2.17) 

Motional 
Resistance, 

Capaci-
tance, and 
Inductance 

 

ejei

x
xijejeixxij

ejei

x
xij

lL,cC,rR







 

(2.18) 



35 
As shown in Figure 2.2(d), the radial-contour mode shape is one where all points on the side-

walls of the vibrating disk move the same amount, with the same velocity. As such, displacement 
as a function of angle θ is constant, so κi = 1 in the formulations of the previous section. In partic-
ular, (2.8) with κi = 1 provides the needed value of turns ratios ηei for each of the transformers in 
Figure 2.3. 

With knowledge of the transformer turns ratios, all that remains to specify the entire equivalent 
circuit is specification of the core lcr. In the circuit of Figure 2.3, the values for the core lcr ele-
ments take on the actual values of dynamic mass, stiffness, and damping, for the resonator being 
modeled at the core lcr location. Each of these can be derived by consideration of the total kinetic 
energy of resonant disk structure and its radial velocity at the disk edges. Reference [47] has actu-
ally already correctly derived expressions for the core lcr of a radial-contour mode disk resonator, 
as well as associated mathematical expressions describing its mode shape and resonance fre-
quency. Thus, there is no need to do this, here. Instead, Table 2-I summarizes the needed expres-
sions while also succinctly presenting a design flow to achieve a radial-contour mode disk resona-
tor like that of Figure 2.2 with a specific operating frequency and with specific motional resistances 
Rxij between its electrode terminals. 

Since the displacement amplitude is the same at all locations along the perimeter of a disk 
vibrating in the radial-contour mode shape, the expressions for the turns ratios in Figure 2.3 are 
quite simple, requiring no integration. In addition, the integral formulation of (2.15) needed to 
determine the dynamic mass mm of a disk operating in its mth radial-contour mode always yields 
the same factor χ modifying the physical mass of disk for that value of m, regardless of disk radius. 
In other words, for a radial-contour mode disk of any radius, the dynamic mass expression in (2.15) 
reduces to 

 2
m totm M R h     (2.19) 

where ρ, R, and h are the mass density, radius, and thick-ness, respectively, of the disk, and χ = 
0.763, 0.967, 0.987 for a disk operating in its first, second, and third radial-contour modes, respec-
tively. Note how the disk dynamic mass approaches its physical static mass as mode number rises. 
The simplicity of its equivalent circuit model afforded by equal displacements along its contour 
makes a radial-contour mode disk resonator ideal for use in complex mechanical circuits, such as 
that of [23][48], which employs large arrays of such disks. 

One consequence of a mode shape with equal displacements at all points on the disk perimeter 
is that all currents flow in the same direction, i.e., either into the port or out of the port. They thus 
sum and flow into the DC-bias voltage source in phase. This by itself is not overly problematic. 
However, if there is any resistance in series with the DC-bias voltage source, e.g., interconnect or 
contact resistance, currents flowing through this resistance manifests as loss that lowers the Q of 
the device. In other words, radial-contour mode devices suffer from Q-loading by not only parasitic 
input and output interconnect resistance, but also from the DC-bias interconnect line. To correctly 
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model this important behavior, the radial-contour mode equivalent circuit of Figure 2.3 reverses 
the polarities of the transformers on the right side with respect to those on the left. (Note that the 
circuit could also be drawn with all ports on the left, in which case all transformers would have 
the same turns polarity.) As will be seen, when used in a multiple port con-figuration with desig-
nated inputs and outputs, the above makes the device appear inductive when interacting with feed-
through currents—something that could be used to advantage to effect loss poles below the pass-
band in certain filters [31]. 

2.2.1 Design Example: 218-MHz Radial-Contour Mode Disk 

Table 2-III presents the results of using the procedure of Table 2-I to design a 218-MHz radial-
contour mode disk with characteristics as presented in the top “Design Variables” section. Given 
the desired resonance frequency and thick-ness, solution of (2.14) yields a needed radius of 12.1 
μm. With all dimensions now established, and assuming an electrode configuration like that of 
Figure 2.2(c) the values for the equivalent circuit elements of Figure 2.3 now follow from (2.15)-
(2.18) and are summarized in the “4-Port  Equivalent Circuit Variables” section of Table 2-III. 

The actual radial-contour mode device to be evaluated in Section 2.4 was designed to resonate 
at 218 MHz, but is actually a two-port device that essentially combines ports 1 and 2 to form an 
input port A and ports 3 and 4 to form an output port B. This electrode configuration favors the 
radial-contour mode and suppresses to some degree the wine-glass and other modes. The actual 
tested device uses electrodes that do not quite span half the disk’s circumference, each rather span-
ning only -65° to +65°. The “2-Port Equivalent Circuit Variables” section of Values of the electro-
mechanical couplings for ports A and B of the fabricated two-port version of this device, plus 
element values seen looking across its two opposing electrodes, are listed in the “2-Port Equivalent 
Circuit Variables” section of Table 2-III. 

It should be noted that there are many other electrode configurations capable of exciting this 
mode, using any number of electrodes, including just one fully surrounding electrode [49], which 
is actually the most effective way to excite this mode, since it suppresses other modes and provides 
the largest electromechanical coupling. It, however, does not suppress parasitic feedthrough cur-
rents the way a multiple electrode device can, so is useful mainly when disks are coupled to form 
a separate input and output, as in [23][48]. 

2.3 Negative Co Equivalent Circuit for a Capacitive-Gap Transduced 
Wine-Glass Mode Disk 

Figure 2.2(e) presents the wine-glass disk (or more precisely, compound-(2,1)) mode shape 
[43][45][50], in which the disk expands along one axis while contracting along the orthogonal 
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axis. As shown, the wine-glass mode exhibits a perimeter displacement that varies over its elec-
trode lengths. Thus, κi is not equal to 1, and determination of values for the effective electrome-
chanical coupling and the electrical stiffness imposed by each electrode requires integration. 

The mode shape further features sections on the disk edges that move out of phase. In particu-
lar, sections over-lapping electrodes 1 and 3 move in phase, while those overlapping 2 and 4 move 
in the opposite phase. Their currents are thus similarly out-of-phase. For the case where the com-
bination of all electrodes fully covers the edge of the disk, e.g., as in Figure 2.1, the total current 
going into the disk equals that exiting, and (ideally) none of the current enters the DC-bias source, 
VP. This then eliminates loss due to resistance in series with the DC-bias voltage source, giving 
the wine-glass disk a Q-advantage over its radial-contour mode counterpart. Figure 2.6 presents 
the wine-glass disk negative capacitance equivalent circuit for the device of  Figure 2.2(c), where 
ports 2 and 4 on the right side possess transformer polarities that reflect the stated current direc-
tions. 

 

Figure 2.6: Negative capacitance small-signal AC equivalent circuit for a four-port capac-
itive-gap transduced micromechanical resonator, such as that of Figure 2.2, when operating 
in the wine-glass mode shown in Figure 2.2(e). Here, the polarities of the right side trans-
formers are opposite to those in Figure 2.3. 
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The device of Figure 2.2(c) situates its four electrodes such that their midpoints overlap the 
disk at anti-nodes, where the dynamic mass and stiffness are minimized. Alignment of electrode 
midpoints with anti-nodes, together with proper phasing of signals applied to these electrodes, is 
key to selecting the mode in question. In general, however, any number of electrodes can be used, 
and they can span any angular range over the disk circumference that still excites the wine-glass 
mode. Thus, for greatest generality, the formulation for equivalent circuit elements should be ap-
plicable to an electrode with any span over the disk perimeter. 

2.3.1 Core LCR 

As with the radial-contour mode version, the element values of the core lcr in Figure 2.6 are 
specified by the actual values of dynamic mass, stiffness, and damping, for the resonator being 
modeled. The equivalent dynamic mass at a location (r, θ) on a disk operating in its wine-glass 
disk mode can be obtained by dividing the total kinetic energy of the disk by one-half the square 
of the velocity at that location [27] [31]. Doing so, with reference to Figure 2.7, yields 

 

Figure 2.7: Schematic showing variables used in the derivation of the negative capaci-tance 
equivalent circuit for a capacitive-gap transduced disk operating in its wine-glass mode 
shape. 
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where v(r,θ) = ωo (r,θ) is the resonance radial velocity amplitude at location (r,θ),  (r,θ) is the 
radial displace-ment amplitude at location (r,θ), dm is a differential mass element, R is the disk 
radius, and mode(r,θ) describes the mode shape, essentially giving the relative radial amplitude of 
vibration at a point (r,θ) versus a point (r,θ) on the disk. For the wine-glass mode, the mode shape 
function takes on the approximate form [50] 
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and where Jn(x) is the Bessel function of the first kind, E and σ are the Young’s modulus and 
Poisson ratio, respectively, of the resonator structural material, B/A = -4.5236 and n = 2 for the 
wine-glass mode, and fnom is the nominal resonance frequency of the disk (in this case, when op-
erating in the wine-glass mode). 

The resonance frequency fnom can be determined by simultaneously solving (2.22) with [50] 
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and where n denotes the compound mode in question. As previously mentioned, the wine-glass 
disk mode corresponds to the (n,m) = (2,1) compound mode, where the “1” denotes the fundamen-
tal of this mode. Although higher modes exist for m >1, this discussion focuses on the com-pound-
(2,1) mode. 

Although solution of (2.22)-(2.24) as described provides an accurate value for the resonance 
frequency of the wine-glass (i.e., compound-(2,1)) mode, it does not readily impart design insight. 
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To provide better insight to variable dependencies, rearrangement and simplification of (2.22)-
(2.24) yields the closed form 
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where the constant 
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is a dimensionless frequency parameter that depends upon the structural material and is independ-
ent of radius. It can be obtained by first solving (2.22)-(2.24) for ξ = ξ(n,m),mat  then substituting this 
value into (2.26). For polysilicon structural material (with E = 150 GPa, ρ = 2,300 kg/m3, and σ = 
0.226), ξ(2,1),polySi = 2.344, and K(2,1),polySi = 0.476. For polydiamond (with E = 1,198 GPa, ρ = 3,500 
kg/m3, and σ = 0.0691 [51]), ξ(2,1),polyDiamond = 2.339, and K(2,1),polyDiamond = 0.509. 

With knowledge of the resonance frequency, the expression for dynamic stiffness follows read-
ily from that for mass via the relationship between resonance frequency, mass, and stiffness, given 
by (2.11). Use of (2.11) yields 

    2, ,m nom mk R m R      (2.27) 

where ωnom is the nominal radian resonance frequency of the disk (with no voltages applied). 

 

Using (2.20) and (2.27), Figure 2.8 plots the dynamic mass and stiffness at locations on the 
edge of a disk, i.e., at r = R, vibrating in the wine-glass mode as a function of θ, showing minima 
in both at mode shape maxima, i.e., at anti-nodes. By convention, the point where the equivalent 
mass minimizes is taken as the location governing the core lcr in the equivalent circuit of Figure 
2.6, which in the coordinate system of Figure 2.8 occurs at θ = θcore = 0° for electrode 3. Of course, 
there are other minimum mass locations, e.g., θ = 90° for electrode 2, and any of these can also be 
selected as the core location, but for this analysis, we choose θcore = 0°. At this location, the values 
of the elements in the core lcr become 
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where the bm in (2.30) is the damping constant from the equation of motion describing this system: 

  m m m im r b r k r F t     (2.31) 

Using (2.28), the mass modifier factor in (2.19) that relates the actual physical mass of a disk to 
its dynamic mass at θcore = 0° on its perimeter when vibrating in its wine-glass mode is found to 
be χ = 0.360. As with the radial-contour mode, this value is largely independent of radius, thick-
ness, and material type. 

From (2.19), the dynamic mass at the core lcr location θcore = 0° of a disk vibrating in its wine-
glass mode has a quadratic dependence on disk radius. The dynamic stiffness at this location, on 
the other hand, is independent of radius and depends mainly on thickness, as can easily be seen 
using (2.19), (2.25), (2.26), and (2.27) to yield 

   3 2
(2,1),,0m matk R K Eh    (2.32) 

As similar analysis for the damper constant yields 

 

Figure 2.8: Plot of dynamic (a) mass and (b) stiffness at locations on the edge of a disk, 
i.e., at r = R, vibrating in the wine-glass mode as a function of angle θ. The circular axis 
convey lines of (a) equal mass and (b) equal stiffness. 
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which clearly has a linear dependence on radius R that, from (2.25), amounts to a reciprocal de-
pendence on frequency, i.e., it gets smaller as frequency increases. (But note that, as will be seen, 
motional resistance rises linearly with frequency, since the electrode-to-resonator overlap shrinks 
as radius decreases.) 

2.3.2 Static Electrode-to-Resonator Overlap Capacitance 

For the case of an electrode spanning  = to as shown in Figure 2.7, the static overlap 
capacitance is given by 
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where εo is the permittivity of vacuum. This equation holds whether the disk operates in the radial-
contour or wine-glass mode. As will be seen, this equation forms the starting point from which the 
electromechanical coupling factor for a capacitive transducer can be derived. 

2.3.3 Electromechanical Coupling Factor 

As mentioned in Section 2.1, the electromechanical coupling factor ηei at port i determines the 
turns ratio of the transformer used to model the input voltage-to-force and/or input current-to-
velocity transfer functions at that port. As such, it can be expressed as either 
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where Vi is the magnitude of the AC voltage applied across the electrode-to-resonator gap at port 
i, Fi is the magnitude of the total lumped force generated by Vi and applied to the disk sidewall at 
the core lcr location (R,θcore), i is the ensuing radial displacement amplitude at that same location, 
and  Iri is the resulting current going into the electrode. Note that there should be only one coupling 
factor to simultaneously model both transfer functions—something that [43] lacks. 

Derivation of the electromechanical coupling factor from the voltage-to-force relationship 
starts with the general expression for force at resonance, which from (2.1) takes the form 

 i
i Pi i

CF V V
r





  (2.36) 



43 
Because the dynamic mass and stiffness for the wine-glass mode are not constant over the length 
of (or angle subtended by) the electrode, determination of the Ci/x term requires a double inte-
gration over the electrode length to first obtain an expression for the resonance displacement at the 
core lcr reference location as a function of the excitation voltage across the electrode-to-resonator 
gap. 

To do this, referring to Figure 2.7, the electrode is first sectioned into infinitesimally small 
portions dθ along its length, each of which contributes a radial force 
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Each such force induces a radial displacement amplitude at its location (i.e., at θ) given by 
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At resonance, the radial displacement amplitude at each location is related to that at another 
location by the mode shape expression, given by (2.21) for the wine-glass mode. In particular, the 
radial displacement amplitude contribution at location θ generated by a force at   is 
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To obtain the total resonance displacement amplitude at a location , one must sum, i.e., integrate, 
all displacement contributions to location  from forces at all other port i electrode-to-resonator 
overlap locations   as follows: 
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Again, for equivalent circuit purposes, the resonance displacement amplitude at the core lcr loca-
tion θcore, where the displacement amplitude is greatest, is of particular interest and can be found 
by evaluating (40) at θ = θcore. For the electrode of Figure 2.7, θcore = 0° for the wine-glass mode 
shape shown. 

To obtain an expression for electromechanical coupling ηei, (2.40) can be used to express the 
resonance lumped force Fi at port i as a function of input voltage amplitude Vi as follows: 
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where (2.34) has been used along with (2.29), and where the electromechanical coupling factor is 
seen to be 

 oi
ei Pi i

o

CV
d

    (2.42) 

where 

 
 

 
 

2

1

mod

2 1 mod

,1
,

i

i

e
i

i i e core

R
d

R





 

  


 

    (2.43) 

is a factor that modifies the (easy to remember) electromechanical coupling of an ideal parallel-
plate capacitive-gap transducer to account for a non-constant resonance displacement (or velocity) 
profile over the electrode length. Equation (2.43) should be evaluated for each electrode i overlap-
ping the disk sidewalls to obtain the turns ratio ηei for each transformer modeling electromechani-
cal couplings through the electrodes. Doing so for θcore = 0° reveals that κi remains constant as disk 
radius changes, posting a value of 0.724 for the wine-glass mode shape for a layout defined elec-
trode span angle of θi2=-θi1=38.6°, which is the angle used for the measured devices to be de-
scribed later. 

To provide a sense of how strongly κi changes with the length of an electrode centered at θcore 
= 0°, Figure 2.9 plots κi versus electrode length, as defined by the inset figure. Here, κi = 1 when 
the electrode length is infinitesimally small, as expected, but decreases steadily as the electrode 
grows, until the electrode angle subtends the entire right half of the disk, at which point κi goes to 
zero. This makes sense, since a semicircular electrode should (ideally) not be able to excite the 
wine-glass disk mode (although it can certainly excite the radial-contour mode). 
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2.3.4 Motional Current 

To obtain an expression for the motional current into port i, integration is also required, since 
the velocity term r/t in the general expression for output current at port i 

 i i
ri Pi Pi

dC C ri V V
dt r t

 
 

 
  (2.44) 

varies with angle θ. Pursuant to performing this integration, the current flowing through a differ-
ential slice of electrode-to-resonator overlap d at   takes on the form 
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where ωo is the frequency of vibration. Integrating this over the electrode overlap length yields 

 

Figure 2.9: Plot of electromechanical coupling modification factor κi versus electrode 
length. 
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where (2.29), (2.34), (2.42), and (2.43) have been used to obtain the final form. Note that the value 
of ηei given by (2.46) is identical to that for the voltage-to-force expression of (2.41), as it should 
be. 

2.3.5 Electrical Spring Stiffness 

The second term of (2.6) indicates that the force generated by the electrical stiffness phenom-
enon is a function of the displacement amplitude. Thus, for a disk vibrating in the wine-glass 
mode, the variation of displacement amplitude along the angle subtended by an electrode-to-reso-
nator overlap requires that integration be employed to obtain an accurate expression for the fre-
quency-pulling electrical spring stiffness at that electrode. 

Using the second term of (2.6), the differential element of electrical spring force over a differ-
ential angle d  at location (R,) along the ith electrode-to-resonator overlap can be expressed as 
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Integrating over the angle subtended by the electrode yields for the total force (in quadrature with 
the input force at resonance) due to electrical stiffness 
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where 
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is the electrical stiffness as a function of angular location θ. Again, the location dependence of 
(2.49) comes about due to the variation of displacement amplitude over the angle subtended by the 
electrode in question. The dependence modeled in (2.49) is not, however, sufficient to correctly 
model the frequency pulling afforded by the electrical stiffness. This is because the frequency 
pulling efficacy of electrical stiffness also depends on the mechanical stiffness over the electrode 
length, which also depends on angular location. 

Indeed, from (2.11), the important parameter that gauges the frequency pulling efficacy of the 
electrical stiffness is the effective integrated ratio of the electrical stiffness to the mechanical stiff-
ness averaged over the electrode length, which can be expressed as 
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The expression for the total effective electrical stiffness (to be used in (2.11)) at port i then becomes 
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where (2.42) and (2.43) have been used to match (2.10). 

It should be noted that all of the above formulations, specifically (2.41)-(2.43), (2.46), and 
(2.51), are completely consistent with the general ones of Section 2.1. 
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2.3.6 Wine-Glass Disk Equivalent Circuit Summary 

Table 2-II summarizes the equations needed to generate specific values for the elements in the 
small-signal equivalent circuit of Figure 2.6 for a wine-glass disk resonator. Like Table 2-I, the 

Table 2-II: Wine-Glass Mode Design Equations and Procedure Summary 
 

Objective/Procedure Parameter Relevant Design Equations for a Given Parameter Eq. 
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Given: fnom, Rx, VP. 
Find: R, do. 
 
1.  Choose E, , and  by 
choice of structural material. 
2.  Choose thickness h. 
3.  Use (2.53) to find the R 
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expressions are presented in a design flow that achieves a wine-glass mode disk resonator with a 
specific operating frequency and with specific motional resistances Rxij between its electrode ter-
minals. 

2.3.7 Design Example: 61-MHz Wine-Glass Mode Disk 

Table 2-III: Summary of Designed and Simulated Disk Equivalent Circuit Element Values 

 Parameter Source 
Radial-Contour Mode Wine-Glass Mode 

Units 
Designed Simulated Designed Simulated 

D
es

ig
n 

V
ar

ia
bl

es
 

Disk Radius, R Layout 12.10 12.15 32.0 32.07 m 

Frequency, fo (2.11) 218.138 217.170 61.181 61.033 MHz 

Nominal resonance frequency, 
fnom 

(2.14)
(2.53) 218.260 217.288 61.201 61.055 MHz 

Electrode Span Angle, -θi1, θi2 Layout 65° 65° 38.6° 38.6° ° 

Disk Thickness, h Layout 2.1 2.1 2.1 2.1 m 

Resonator Quality Factor, Q Measured 15,000 12,392 50,000 46,560 − 

DC Bias Voltage, VP Measured 15 15 14 14 V 

Electrode-to-Resonator Gap, do Measured 40.0 40.56 85.0 84.1 nm 

4-
Po

rt
 E

qu
iv

al
en

t  
C

ir
cu

it 
V

ar
ia

bl
es

 Inductance at θcore, lx 
(2.15)
(2.54) 1695.410 1710.623 5395.005 5420.964 fH 

Capacitance at θcore, cx 
(2.15)
(2.54) 313.628 313.628 1253.507 1253.507 nF 

Resistance at θcore, rx 
(2.15)
(2.54) 155.002 188.464 41.492 44.664 n 

Static Overlap Capacitance, Co (2.34) 12.762 12.643 18.863 19.111 fF 

Electromech. Coupling, ei 
(2.17)
(2.56) 4785.600 4676.075 1124.270 1151.220 nC/m 

2-
Po

rt
  E

q.
 C

ir
cu

it 
V

ar
ia

bl
es

 

Electromech. Coupling, eA = eB (2.58) 4785.600 4676.075 2248.540 2302.440 nC/m 

Motional Resistance, Rx12 
(2.18)
(2.57) 6768.1 8618.9 8812.9 8425.3 

Motional Capacitance, Cx12 
(2.18)
(2.57) 0.007 0.007 0.006 0.007 fF 

Motional Inductance, Lx12 
(2.18)
(2.57) 0.074 0.078 1.067 1.023 H 

Pa
ra

si
tic

 
E

le
m

en
ts

 

Bond Pad Capacitance, Cpad Measured 362 300 186 160 fF 

Parasitic Tuning Inductor, LTune (2.59) 1.469 1.788 36.368 42.479 H

Interconnect Trace Resistance, Rp Measured 0.8 5 1,080 1200 

Feedthrough Capacitance, Cf Measured − 7.3 − 5.9 fF 

* Boldface value indicates a change from the design value needed to curve fit the simulation to the actual measured 
data. 
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Table 2-III presents the results of using the procedure of Table 2-II to design a 61.2-MHz wine-

glass mode disk using the electrode configuration of Figure 2.1(c) with characteristics as presented 
in the top “Design Variables” section. Here, given the desired resonance frequency and thickness, 
solution of (2.53) yields a needed radius of 12.1 μm. With all dimensions now established, the 
values for the equivalent circuit elements now follow from (2.54)-(2.56), and are summarized in 
the “4-Port Equivalent Circuit Variables” section of Table 2-III. 

The wine-glass mode device to be evaluated by measurement in Section 2.4 is operated as a 
two-port device that combines ports 1 with 3 to form an input port A, and ports 2 with 4 to form 
an output port B. In this configuration, electrodes on opposite sides of the disk are electrically 
connected, one pair serving to excite the disk, the other to detect output currents. With the disk 
perimeter moving in opposite directions over the input and output electrodes, currents that go into 
the disk at the input electrode leave the disk at the output electrode, with ideally none of the current 
flowing through the DC-bias voltage source, VP, thus avoiding loss from resistance in series with 
the DC-bias supply voltage. 

Since the wine-glass mode shape is identical along ports 1 and 3, and ports 2 and 4, merging 
of these electrodes generates an electromechanical coupling turns ratio given by the sum of the 
individual electrode turns ratios, or 

 1 3

2 4
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eB e e
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The “2-Port Equivalent Circuit Variables” section of Table 2-III provides the turns ratio values 
associated with ports A and B. 

2.4 Efficacy of the Equivalent Circuit: Theory vs. Measurement 

Since the described negative capacitance alters device behavior under different input/output 
port load conditions, the described negative capacitive circuit model is perhaps best confirmed by 

1. comparison with measured S21 plots as a function of DC-bias and port loading; and 
2. comparison with measured plots of resonance frequency as a function of DC-bias and 

port loading. 

2.4.1 Fabrication Process 

Pursuant to obtaining such plots, disks designed to operate in radial-contour and wine-glass 
modes were fabricated using a process flow similar to that of [47], but for the case of radial-contour 
mode devices, using tungsten metal in contact with and buried under its conventional polysilicon 
interconnect; and using Al2O3 as the release etch-resistant isolation layer, rather than the usual 
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Si3N4, in order to allow vapor phase HF release; all depicted in the cross-section of Figure 2.2(b). 
The metal reduces the typical bond pad-to-device interconnect resistance to values around 5Ω, 
which is much lower than the 1.2kΩ of polysilicon-only interconnect. The use of low resistance 
interconnect becomes more important as electrode-to-resonator gaps shrink to yield correspond-
ingly smaller motional resistances that are more easily loaded by interconnect resistance. Metal 
lines are especially beneficial for disks operating in radial-contour modes, since as described in 
Section 2.2 their currents enter or leave both input and output electrodes in phase, so are subject 
to resistive loading from DC-bias lines, as well as from the input/output lines. 

Figure 2.10 presents scanning electron micrographs (SEMs) of a fabricated 218-MHz radial-
contour mode disk with 40nm gaps and submerged metal interconnect; while Figure 2.11 presents 
the same for a 61-MHz wine-glass disk with 80nm gaps large enough to not require metal lines. 
For this reason, the wine-glass disks did not employ buried metal interconnect, and were fabricated 
using a process identical to that of [47]. 

 

Figure 2.10: Scanning electron micrograph (SEM) of the fabricated 218-MHz radial-con-
tour mode disk. 
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2.4.2 Measurement and Simulation Circuits 

The measurement circuit and corresponding simulation circuits used to compare measured and 
predicted frequency characteristics for the radial-contour mode and wine-glass mode devices are 
presented in Figure 2.12. During measurement, the die containing each device sits atop the chuck 
of a Lakeshore Model FWPX probe station that maintains a 100 μTorr vacuum environment while 
providing electrical probe access to devices and electrical feedthroughs to connect them to outside 
measurement instrumentation. An Agilent E5071C network analyzer allows software emulated 
placement of potentially large resistors RS and RL as port impedances to gauge the effect of ter-
mination resistance on frequency tuning range. Standard SOLT calibration on a CS5 substrate 
moves the measurement plane to the tips of the GSG probes used for RF input and output to the 
device bond pads as seen in Figure 2.12, and nulls the signal line-to-shield capacitors of the coaxial 
cables and probes to elimi-nate frequency cutoff concerns for measurements that use large source 
and load resistors. Shunt inductors can also be simulated by the E5071C to resonate out bond pad 
capacitance, allowing observation of performance that would ensue under fully on-chip integrated 
environments with no bond pads. All measured results are obtained using two-port direct meas-
urement with the network analyzer, hooked up as shown in Figure 2.12(a). As shown in Figure 

 

Figure 2.11: Scanning electron micrograph (SEM) of the fabricated 61-MHz wine-glass 
mode disk. 
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2.12(d) and Figure 2.12(e), each of the circuits used for simulation include not only the base device 
as modeled by two-port versions of Figure 2.3 or Figure 2.6, but also measured values of parasitic 
interconnect resistance, and bond pad capacitance. 

 

Figure 2.12: (a) Schematic description of the measurement system used to test the disk 
resonators of this work, (b) schematic of the electrode configuration of the contour-mode 
device and (c) the wine-glass mode device; and the electrical equivalent system circuit used 
to compare measurement with theory for (d) the contour-mode resonator and (e) wine-glass 
mode resonator. 
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Table 2-III summarizes the device dimensions and parameters used to generate the simulation 

circuits of Figure 2.12(d, e) as covered in the design Sections 2.2 and 2.3. For each device, the first 
column presents direct design values, obtained using the procedures of Table 2-I and Table 2-II; 
and the columns to the right of these (to be referred to as the second columns) the actual values 
simulated to match measured curves. The values in the second columns comprise a combination 
of direct design values, i.e., the values used in layout and targeted in fabrication, and values (in 
boldface) either directly measured or extracted from sets of data using methods to be described in 
full detail. The latter is needed for elusive dimensions, like the electrode-to-resonator gap spacing, 
which if less than 100nm is very difficult to determine with the needed accuracy using SEM photos 
or capacitance measurements. Gap spacing is thus often determined indirectly from frequency ver-
sus DC-bias curves using a procedure that (as will be seen) can yield erroneous results if one does 
not utilize the negative capacitance equivalent circuit of Figure 2.3 or Figure 2.6. 

The circuits of Figure 2.12(d) and (e) differ in not only their element values, but also in the 
polarity of the transformers at their output ports. As mentioned in Section 2.2, for the radial mode, 
since the disk moves in the same direction over all electrodes, if current flows into one electrode, 
it flows into all of them. This can be modeled by either a circuit like that of Figure 2.3, where the 
polarity of the output transformer is flipped relative to that of the input, or by merely situating the 
output transformer on the same side as the input, as is done in Figure 2.12(d). For the wine-glass 
mode, since the disk moves in the opposite direction at the input electrodes versus the output elec-
trodes, when current goes into an input electrode, it goes out of an output terminal, and thus, the 
output transformer situated on the other side of the input in Figure 2.12 (e). 

 

Figure 2.13: Measured and simulated (dashed lines) S21 plots for the radial-contour mode 
disk with 50Ω source and load termination resistors for varying values of DC-bias voltage 
VP without using Ltune. 
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2.4.3 Frequency Response versus DC-Bias 

Figure 2.13 presents measured and simulated S21 plots (using the Figure 2.12(d,e) circuit sans 
Ltune) for the radial-contour mode disk for varying values of DC-bias voltage VP. Here, the simu-
lated plots not only match measured values at the peaks, but also match measured curves over the 
whole frequency range shown, from the slopes of the series resonant peaks, to the locations and 
depths of the parallel resonant zeros. Both theory and measurement indicate a series resonance 
frequency and motional resistance at VP = 15V of 217.170 MHz and 8.6 kΩ, respectively. 

One interesting difference between these curves and those for more common resonators, e.g., 
quartz crystals, is the location of the parallel resonance peak, which is now below the series reso-
nance frequency, rather than above. That this should be the case comes from the fact that the cur-
rent exiting the output electrode of a radial-contour mode disk is opposite in phase to that entering 
its input, meaning that current entering the input incites current entering the output. This to be 
contrasted with a typical two-terminal quartz crystal, where current entering the input terminal 

 

Figure 2.14: Simulated magnitude and phase curves contrasting parallel resonance peak 
formation for the case of (a) a quartz crystal, with circuit shown; and (b) a radial contour-
mode disk resonator. 
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exits via the output terminal, i.e., current goes through a quartz crystal. As a result, as shown in 
Figure 2.14, the frequency at which the feedthrough current is opposite in phase to the radial-
contour disk’s output current occurs below the series resonance, where the phase is -90° relative 
to the input voltage, and thus, 180° from the 90° feed-through current. Since the parallel resonance 
peak arises from cancellation of motional and feedthrough currents that add out-of-phase, this peak 
occurs below the series resonance peak for a radial-contour mode disk. 

Figure 2.15 presents similar measured and simulated S21 curves for the wine-glass mode disk 
for varying values of DC-bias voltage VP. Again, the curves are well predicted by the equivalent 
circuit of Figure 2.12(e). Both theory and measurement indicate a series resonance frequency and 
motional resistance at VP = 14V of 61.03 MHz and 8.4 kΩ, respectively. Here, the parallel reso-
nance peak occurs above the series resonance, just like in a quartz crystal. This makes perfect 
sense, since as described in Section 2.3, current flows through a wine-glass disk resonator, into the 
input electrode and out the output electrode, just as in a quartz crystal, so the relative output cur-
rent-to-feedthrough phasing is the same. 

2.4.4 Frequency Response versus Resonator Port Resistance 

Figure 2.16 presents measured and simulated S21 plots for the radial-contour mode disk for 
varying values of terminating port resistance RQA and RQB in series with the measured device and 
with Ltune engaged to null shunt bond pad capacitance at the device terminals. Here, the buried-

 

Figure 2.15: Measured and simulated (dashed lines) S21 plots for the wine-glass mode disk 
with 50Ω source and load termination resistors for varying values of DC-bias voltage VP 
without using Ltune. (Note that the depths of the measured parallel resonance peaks are not 
as deep as predicted by theory only due to measurement instrument limitations, i.e., due to 
its insufficient noise floor.) 
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metal interconnect described in Section 2.4.1 suppresses Q loading by parasitic resistance RP from 
the DC-bias line to allow a more accurate determination of Q when the input/output termination 
resistors are small. Comparison of measured and simulated plots using the equivalent circuit of 
Figure 2.12(d) reveals excellent agreement. 

Figure 2.17 presents measured and simulated S21 plots, this time for the wine-glass mode disk, 
again for varying values of port resistance values RQA and RQB in series with the measured device 
and with Ltune engaged. For this device, the DC-bias line trace parasitic RP has no effect, since the 
polarity of motion at the input port is opposite that of the output port for this mode of vibration, so 
current flows into the input port and out the output port, i.e., it flows through the device. Thus, 
ideally none of it flows through RP, so no power dissipates in the resistor, and the Q of the device 
is independent of RP. Again, the simulated plots using the equivalent circuit of Figure 2.12(e) agree 
quite well with the measured plots. 

 

Figure 2.16: Measured and simulated (dashed lines) S21 plots for the radial-contour mode 
disk for varying values of termination resistance RQ = RQA = RQB with Ltunei’s engaged to 
null Cpadi’s, all measured under the conditions of Table 2-III. 
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2.4.5 Frequency Versus DC-Bias, Termination Resistance, and Electrode-to-Reso-
nator Gap Spacing 

The dependence of resonance frequency on DC-bias voltage VP and electrode-to-resonator gap 
spacing do is well known for capacitive-gap transduced micromechanical resonators. What is less 
apparent is that the frequency versus DC-bias curve for a given capacitive-gap transduced micro-
mechanical resonator is also a function of the termination resistances, RQA, RQB, and RpC, in Figure 
2.12(d,e) in series with all ports of the device. More generally, it is a function of the termination 
impedance, to include reactive components, i.e., capacitance and inductance, as well. A lack of 
understanding of how termination impedance influences frequency dependence on electrode-to-
resonator DC-bias voltage can in fact be responsible for incorrect experimental determination of 
electrode-to-resonator gap spacing for capacitive-gap transduced devices. 

Pursuant to first exploring the ideal case where the resonator device is loaded only by pure 
resistance, with no reactance, the first set of measurements employ Figure 2.12(d) and (e) schemes 
that include the tuning inductor Ltune, given by 

 

Figure 2.17: Measured and simulated (dashed lines) S21 plots for the wine-glass mode disk 
for varying values of termination resistance RQ = RQA = RQB with Ltunei’s engaged to null 
Cpadi’s, all measured under the conditions of Table 2-III. (Again, the measurement instru-
mentation noise floor limits the depth of the measured parallel resonance peak for the 
RQ=50Ω case.) 
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to null out any non-device capacitance in shunt with the terminals, e.g., due to bond pads. Here, 
measurements indicate that the influence of termination resistance RQi at port i on DC-bias fre-
quency dependence is a strong function of the size of the electrode-to-resonator overlap capaci-
tance Coi at that port. To illustrate, Figure 2.18 and Figure 2.19 present measured plots of resonance 
frequency versus DC-bias voltage VP, also as a function of the time constant τ = RQiCoi formed by 
the product of the electrode-to-resonator overlap capacitance Coi and termination resistance RQi 
applied to each I/O port of Figure 2.12, for disks vibrating in the radial-contour and wine-glass 
modes, respectively. As shown, the efficacy of the electrical stiffness is strongly dependent upon 
the relative values of Coi and RQi, where large frequency shifts are observed when the product 
RQiCoi is small, but the frequency shifts are much smaller over the same range of VP when RQiCoi 
is large. Specifically, from Figure 2.18, the contour mode devices with 40nm gaps reduce their 
frequency tuning range from 493ppm to 124ppm over a DC-bias sweep between 5V to 10V when 
their termination resistance increases from 50Ω to 100kΩ, which represents a 3.97× improvement 
in frequency stability against bias voltage fluctuations. Similarly, from Figure 2.19, larger gapped 

 

Figure 2.18: Measured plots of resonance frequency versus DC-bias after the parasitic ca-
pacitance Cpad is tuned out for varying values of source and load resistances denoted by RQ 
as third variable for the radial-contour mode disk. Solid curves indicate simulated plots that 
fit the measured data point using the equivalent circuit of Figure 2.12(d). 
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wine-glass mode resonators improve their frequency stability by a smaller, but still significant, 
2.57× from 319ppm to 124ppm measured over a DC-bias sweep be-tween 5V and 14V when the 
termination resistance sweeps from 50Ω to 100kΩ. 

The mechanism behind this dependence on RQiCoi is not immediately apparent in the circuit of 
Figure 2.1, but quite easy to see in the negative capacitance circuit of Figure 2.12(d,e) with Cpad 
tuned out. In particular, since this circuit models the electrical stiffness by the –Coi capacitor, the 
efficacy of the electrical stiffness depends upon the degree of cancellation of –Coi by Coi. When 
RQi is small, it effectively shorts the shunt electrode-to-resonator overlap capacitor Coi, leaving the 
series –Coi free to influence resonance frequency via changes in VP that in turn change the trans-
former turns ratios ηei. As RQi increases, the current into the parallel combination of RQi and Coi 
prefers to pass through Coi instead of RQi, effectively activating Coi and allowing it to cancel –
Coi, negating the electrical stiffness in the process. When the impedance of RQi is considerably 
larger than that of Coi, complete cancellation of electrical stiffness ensues, and the resonance fre-
quency is no longer dependent upon dc-bias voltage VP, electrode-to-resonator gap spacing, or any 
other parameter in (2.10). 

 

Figure 2.19: Measured plots of resonance frequency versus DC-bias after the parasitic ca-
pacitance Cpad is tuned out for varying values of source and load resistances denoted by RQ 
as third variable for the wine-glass mode disk. Solid curves indicate simulated plots that fit 
the measured data point using the equivalent circuit of Figure 2.12(e). 
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The efficacy of the negative capacitance equivalent circuit in predicting this dependency on 
RQi is clearly seen by the accuracy to which simulation of the circuits of Figure 2.12(d) and Figure 
2.12(e) match the measured curves in Figure 2.18 and Figure 2.19, respectively. 

2.4.6 Electrode-to-Resonator Gap Extraction 

With a better understanding of parameters (especially load resistances) that influence the fre-
quency versus DC-bias VP curve, one can now extract the average electrode-to-resonator gap spac-
ing at a given port more accurately than previous work [31]. In particular, by fitting values of 
electrode-to-resonator gap spacing (for each set of resistances RQA and RQB used) so that simulated 
curves using the Figure 2.12(d) and Figure 2.12(e) circuits match those of measured data at all 
values of VP, one obtains very accurate estimates of the average electrode-to-resonator gap spacing 

 

Figure 2.20: Plots of (a) extracted gap and (b) the corresponding motional resistance versus 
termination impedance using for extraction the circuit of Figure 2.12(d) (black curves) and 
the same circuit sans the negative capacitance (red curves). Percent discrepancy between 
the curves is also provided for each extracted point. 
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for each device. Note that lack of knowledge of the influence of the RQi’s on the efficacy of elec-
trical stiffness can lead to very incorrect estimates for gap spacing, especially when the gap is very 
small. 

The above procedure yields for the wine-glass disk an average electrode-to-resonator gap spac-
ing of 84.1 nm, and for the radial-contour more disk 40.56 nm. These values are in fact the ones 
used for all simulations in this section, i.e., Figure 2.18 and Figure 2.19 had to be measured before 
any of the simulations could be generated. 

To convey the degree to which ignoring the influence of RQi on electrical stiffness impacts 
extracted parameters, Figure 2.20 plots the gap and corresponding motional resistance Rx versus 
termination impedance for the 40nm-gap radial-contour mode device using extraction based on 1) 
the negative capacitance circuit of Figure 2.12(d); and 2) the same circuit, but without the negative 
capacitance and without otherwise accounting for the change in cx due to electrical stiffness. Here, 
the discrepancy between results yielded by each circuit increases with termination resistance, with 
errors for method 2 rising to 58.3% for gap spacing and an astonishing 529% for motional re-
sistance when the termination resistance is 100kΩ. Plots for devices with different gaps reveals 
that errors are larger when the gap is small, emphasizing the importance of including negative 
capacitance when designing mechanical circuits composed of devices with aggressively small 
gaps. 

2.4.7 Effect of Parasitic Trace and Bond-Pad Capacitance 

Of course, in any practical circuit not using Ltune, bond-pad and interconnect capacitance will 
change the load condition from the pure resistance considered in Sections 2.4.4 and 2.4.6 to a more 
general impedance that includes reactance from the bond-pad capacitance Cpad, shown in Figure 
2.12(d,e). This extra capacitance not only steals current from the resistor RQi, but also changes the 
shunt capacitor value so that the –Coi in the series arm cannot be cancelled completely, even if RQi 
becomes infinite. As a result, the frequency versus VP dependence cannot be nulled. 

For the simpler case of only one electrode in the Figure 2.12(d) circuit for the radial mode disk 
loaded by the parallel combination of RQA and CL=Cpad, the resonance frequency is found by equat-
ing the total reactance around the LCR loop to zero, i.e., 
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which reduces to 
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where 
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The frequencies ωQz and ωQp can be interpreted loosely as zero and pole locations that govern 
the frequency dependence of the electrical stiffness magnitude. In particular, the expression for 
electrical stiffness magnitude as a function of device resonance frequency is easily extracted from 
(2.61) to be 
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Plotting (2.63) on a Bode plot-like graph for the case ωQz =10 ωQp yields Figure 2.21, where 
the frequencies ωQz and ωQp clearly delineate the start and stop points, respectively, where the 
electrical stiffness magnitude drops at a rate of 40dB/dec towards a final value attained when ωo 
exceeds ωQz, i.e., when the RQACoA product is large. 

 

Figure 2.21: Plot of ke,eff/keA in dB versus the log of resonance frequency normalized to ωQp 
for the case where ωQz=10ωQp. 
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For useful insight, one can take (2.61) to extremes where ωQz and ωQp are both very small or 
both very large. For the latter, where ωo<<ωQ, (2.61) reduces to 
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which is the familiar equation for the case where frequency pulling via electrical stiffness is at 
maximum strength. This is consistent with the data in Figure 2.18 and Figure 2.19, since a large 
ωQ implies a small RQACoA product. 

On the other hand, when RQACoA is large, ωQ is small, and ωo>ωQ. When ωo>>ωQ, (2.61) re-
duces to 
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Figure 2.22: Measured plots of resonance frequency versus DC-bias, with termination im-
pedance time constants τi=RQiCpad as a third variable without using Ltune, for the radial-
contour mode disk. Solid curves indicate the theoretical expectation from the simulation of 
the circuit model presented in Figure 2.12(d). The identical least-square curve fitted elec-
trode-to-resonator gap spacing of 40.56 nm is used for all simulated plots that match very 
well to the measured data points for different source and load termination resistors. 
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where the magnitude of the effective electrical stiffness can be extracted as 
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Note that if CL =0, or CoA >>CL, the effective electrical stiffness would disappear. Thus, the pres-
ence of CL prevents a large RQ from nulling the DC-bias dependence of the resonance frequency. 
Overall, when extra shunt capacitance loads the device terminals, the degree to which –Co series 
arm capacitance cancels reduces considerably, as shown in Figure 2.22 and Figure 2.23, which 
present measured curves of frequency versus DC-bias with bond-pad capacitance present, i.e., 
without use of the Ltune’s. 

 

Figure 2.23: Measured plots of resonance frequency versus DC-bias, with termination im-
pedance time constants τi=RQiCpad as a third variable without using Ltune, for the wine-glass 
mode disk. Solid curves indicate the theoretical expectation from the simulation of the cir-
cuit model presented in Figure 2.12(e). The identical least-square curve fitted electrode-to-
resonator gap spacing of 84.1 nm is used for all simulated plots that match very well to the 
measured data points for different source and load termination resistors. 
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2.5 Impact on Applications 

From a practical circuit perspective, the use of small source and load resistances equates to the 
use of voltage drive and current sensing. Conversely, the use of large source and load resistances 
equates to the use of current drive and voltage sensing. From the results of Section 2.4, voltage 
drive makes most sense where frequency tuning is needed, such as for a tunable filter passband 
application, or a voltage-controlled oscillator. On the other hand, current drive is most appropriate 
when frequency stability is paramount. 

2.5.1 Reference Oscillator Design Insights 

One example application where the choice of drive and sense type could make a big difference 
is that of a reference oscillator that must be stable against a variety of environmental perturbations. 
These include acceleration, power supply noise, drift, and undue charging (e.g., due to radiation), 
all of which can induce instability in the oscillator’s frequency. Interestingly, the most significant 
mechanism for frequency instability caused by these particular perturbations ends up being insta-
bility in the electrical stiffness. For instance, theoretical analysis of micromechanical wine-glass 
disk resonators reveals that acceleration-induced changes in electrode-to-resonator gap spacing or 
overlap area that in turn induce shifts in electrical stiffness dominate among sources that shift 
frequency during accelerations [52]. In addition, noise or drift on the power supply manifests as 
fluctuations on the resonator DC-bias VP that obviously destabilize the electrical stiffness, and 
thereby, resonance frequency. 

As revealed by the negative capacitance equivalent circuit and verified by the measurements 
in Figure 2.18 and Figure 2.19, frequency dependence on electrical stiffness can essentially be 
nulled by using a high impedance input, high impedance output sustaining amplifier. Here, high 
impedance is defined relative to the impedance presented by the shunt Coi at the resonator I/O 
terminals, i.e., the resistance presented by the drive/sense circuit loading each I/O port is consid-
ered “high” when it is at least 5 times larger than 1/(sCoi). This suggests that to maximize frequency 
stability against environmental variations, a Pierce oscillator [53] configuration would be a better 
choice than the commonly used transresistance sustaining amplifier. 

On the other hand, if frequency tuning is important, and slight instabilities due to environmen-
tal perturbations can be tolerated, a low impedance input, low impedance output sustaining ampli-
fier is most suitable, such as a transresistance amplifier, as used in [45]. 

2.5.2 Device Design Insights 

For the case where frequency stability is of most interest, the negative capacitance equivalent 
circuit offers a very important insight: The highest stability against changes in bias voltage or 
overlap capacitance comes when the negative Coi’s can cancel the positive ones. From Section 



67 
2.4.7, terminal load capacitance CLi can limit the degree to which electrical stiffness can be ne-
gated, i.e., to which stability can be maximized. Indeed, if Coi can be made much greater than any 
load capacitance on a given terminal, this ensures maximum stability. 

This simple fact now reveals several methods by which the frequency stability of a capacitive-
gap transduced resonator can be maximized: 

1) Utilize solid dielectric gaps, such as demonstrated in [54] and [55]. Here, simply raising 
the gap permittivity raises Coi so that it dominates over terminal parasites. 

2) Utilize large arrays of resonators, perhaps mechanically coupled into array composites like 
that of [56] and [57]. Again, the use of many devices increases the total input or output Coi so 
that it swamps terminal load capacitance. 

3) Integrate resonators alongside transistors, removing large board-level capacitors to again 
allow intrinsic resonator input/output capacitance to swamp parasitics. 

Note that all of the above methods increase Coi without compromising the (Cx/Coi) ratio that 
governs transducer electromechanical coupling efficiency. Methods (1) and (3) in fact improve the 
(Cx/Coi) ratio. 

Needless to say, design insights like these facilitated by the negative capacitance equivalent 
circuit are quite inval-uable. There are sure to be many other examples, from oscillators, to filters, 
to mixlers [11], where explicit representation of the negative capacitance in a micromechanical 
resonator’s equivalent circuit proves instrumental to maximizing performance. 

2.6 Conclusions on the Negative-Capacitance Equivalent Circuit Model 

By explicitly modeling electrical stiffness in a capacitive-gap transduced micromechanical res-
onator via a negative capacitance, the equivalent circuit of this chapter provides design insights 
that explain certain previously unexplained measured behavior, such as the reduction in efficacy 
of electrical stiffness when the resistances loading a resonator’s input/output ports are large, which 
in turn led to incorrect experimental extraction of electrode-to-resonator gap spacings. The equiv-
alent circuit further provides designers with needed visual cues that enable them to more intelli-
gently choose circuit topologies to maximize the performance of resonator applications, especially 
where frequency stability is paramount. These, together with more accurate methods for determin-
ing element values, where integration is employed to account for varying resonator mass and stiff-
ness over a given electrode and where a single coupling coefficient models both electrical and 
mechanical aspects of a capacitive-gap transducer, make the described negative capacitance equiv-
alent circuit a great tool for design of more complex micromechanical circuits to come in the fol-
lowing chapters. 
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Chapter 3  

CAPACITIVELY TRANSDUCED 

MICROMECHANICAL RESONATORS WITH 

SIMULTANEOUS LOW MOTIONAL RESISTANCE 

AND Q > 70,000 

This chapter demonstrates capacitively transduced micromechanical disk resonators that ex-
hibit simultaneous low motional resistance (< 130 Ω) and high Q (>70,000) at 61 MHz using an 
improved ALD-partial electrode-to-resonator gap filling technique that reduces the Q-limiting sur-
face losses of previous renditions [34] by adding an alumina pre-coating before ALD of the gap-
filling high-k dielectric. This effort increases the Q over the ~10,000 of previous renditions by 
more than 6× towards demonstration of the first VHF micromechanical resonators in any material, 
piezoelectric or not, to meet the simultaneous high Q (>50,000) and low motional resistance Rx (< 
200Ω) specs highly desired for front-end frequency channelizer requirements in cognitive and 
software-defined radio architectures. The methods presented in this chapter finally over-come the 
high impedance bottleneck that has plagued capacitively transduced micromechanical resonators 
over the past decade. 

3.1 Introduction 

Capacitively transduced micromechanical resonators have historically achieved the highest 
Q’s among micro-scale counterparts using other technologies [7][58][59], reaching Q’s past 
200,000 at VHF and 14,600 at 1.2 GHz [60]. Such Q’s are highly desired for a myriad of applica-
tions, from very narrow band low insertion loss filters for co-site interference suppression [61]; to 
low phase noise, low power oscillators for radar and communications [62]; to frequency gating 
spectrum analyzer functions for true software-defined cognitive radio [61]. Additional advantages, 
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like zero DC power consumption and the ability to self-switch, further bolster the argument for 
using these devices [33]. 

Still, adaptation of capacitive micromechanical resonators in these applications has so far been 
slowed by their higher than conventional impedances, which makes them difficult to interface with 
widely used 50Ω RF components. Theoretically, there is actually no good reason why the imped-
ances of such resonators must be high. In particular, just a quick glance at  
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that governs the motional resistance Rx of the disk array-composite resonator shown in Figure 3.1 
reveals that there are many knobs to turn that allow a designer to achieve a very wide range of 
motional resistances. A similar expression for Rx that uses the basic disk resonator design variables 
introduced in Chapter 2 can be written as 
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Figure 3.1: Schematic of an array-composite disk resonator, showing a one-port excita-
tion/readout scheme, identifying important variables, and providing the expression for the 
effective motional resistance Rx of the device. 
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The motional resistance Rx given by (3.2) serves as a very intuitive metric for evaluating reso-
nator coupling strength in applications where matching to a given system impedance is important, 
or evaluating required negative resistance for an oscillator circuit. However, another commonly 
used measure of electromechanical coupling strength is Cx/Co [27][63] that provides greater insight 
for filter applications [48], and serves a common metric to compare performance of capacitive 
transducers to other technologies such as piezoelectric devices [58]. The Cx/Co expression for a 
disk resonator array, such as the one described in Figure 3.1, in terms of the fundamental disk 
resonator design variables introduced in Chapter 2 is given by 
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Of the variables in (3.2) and (3.3), only the dc-bias voltage VP and the electrode-to-resonator gap 
spacing do are truly adjustable; whereas the remaining variables are anchored by the choice of 
resonator material, such as Kmat, E, χ; linked to operation frequency as in R; or otherwise set in 
layout like the electrode angle span θi and the related κi. 

 

Figure 3.2: Simulated plots of (a) motional resistance and (b) IIP3 versus dc-bias voltage 
VP and electrode-to-resonator gap spacing do for a 61-MHz wineglass disk resonator with 
Q = 70,000. 
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3.2 Methods to Improve the Electromechanical Coupling of Capacitive 
Actuated Vibrating Disk 

Although all the variables in (3.2) and (3.3) can (and have been) used as knobs to tailor Rx and 
Cx/Co; the electrode-to-resonator gap spacing do stands out as the most effective with its very 
strong 4th power and cubic relation to Rx and Cx/Co, respectively [34][35]. Furthermore, as detailed 
in [34], reducing gap spacing is the most effective knob by which to maximize the ωFOM =1/(RQCo) 
figure of merit that governs the efficacy of a given resonator for filter construction.  

Similarly, the dc bias voltage VP provides a convenient way of adjusting electromechanical 
coupling in real time by synthesizing the desired dc-bias voltage by a circuit. However, even 
though increasing VP improves coupling with a quadratic dependence, it is limited by destructive 
electrostatic pull-in and ever-shrinking voltage supply rails in contemporary electronic circuit de-
sign, though the advent of MEMS based charge-pumps [64] can alleviate the latter given that ca-
pacitive disk resonators are passive devices and thus do not impose any dc-current load to the 
charge pump. Nevertheless, by eliminating the need for a charge pump for design simplicity and 
keeping operation voltages low for compatibility with standard CMOS, and more importantly by 

 

Figure 3.3: Simulated curves of Cx/Co as a function of electrode-to-resonator gap spacing 
for different dc-bias voltages calculated for a 61MHz wineglass mode disk resonator fab-
ricated in polysilicon. 
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having the strongest relation to Cx/Co and Rx among all available design variables, scaling of the 
electrode-to-resonator gap spacing do presents the most advantageous method to increase electro-
mechanical coupling of capacitive resonators. Figure 3.2(a) presents curves of Rx versus gap spac-
ing and dc-bias that illustrate the efficacy of gap scaling and the wide range of Rx values attainable 
by capacitively transduced resonators. 

And contrary to popular belief, shrinking do does not necessarily reduce resonator linearity, as 
clearly shown by the IIP3 versus gap spacing and dc-bias curves of Figure 3.2(b), generated using 
the theory of [65]. Here, for a dc-bias voltage of VP = 20V, the IIP3 remains above 25 dBm at a 
gap spacing of do = 30 nm. For lower dc-bias voltages, e.g., 5V, the IIP3 remains high for gap 
spacings well below 30 nm. 

Similarly, Figure 3.3 presents simulated curves of Cx/Co as a function of electrode-to-resonator 
gap spacing do for different values of dc-bias voltage calculated for a 61 MHz wineglass mode 
disk resonator fabricated in polysilicon, and illustrates the dramatic improvement in electrome-
chanical coupling by scaling do. In fact, achieving a gap spacing in the 20nm – 40nm range enables 
capacitive transducers to perform on par, if not better, with alternative resonator technologies, such 
as AlN contour mode resonators [66][67]. However, achieving smooth and near vertical electrode 
and disk resonator sidewalls as shown in Figure 3.1 in a 100:1 aspect ratio trench for the typical 
resonator structural film thick-ness of 3μm [35] necessary to avoid mode shape perturbations and 
Q reduction due to sidewall defects presents a challenge. 

While it is conceivable to define the gap spacing lithographically in layout and a dry etch step 
as illustrated in Figure 3.4(a), this method would increase fabrication process complexity and does 
not scale well for increasing aspect ratios with the drive for smaller gap spacing. Furthermore, 

 

Figure 3.4: Defining the electrode-to-resonator gap spacing by (a) photolithography and 
dry etching, and (b) a sacrificial etch release. 
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lithographically defined gaps would significantly limit the choice of structural material because 
reliable dry etch methods that can conceivably achieve such high aspect ratios do not exist for 
some high Q resonator materials such as polydiamond [51] or nickel [54]. In addition, even though 
modern CMOS technology can reliably create sub-10nm transistor gates, the fabrication process 
is optimized for a uniformly repeated gate pattern that has a strictly Manhattan geometry and a 
periodic pitch. Also, the aspect ratio of the etching step is very small since the gate material is very 
thin. Attempting to resolve lateral critical dimensions as narrows as 20nm or below in circular 
geometries, such as the disk resonators illustrated in Figure 3.3, where the array composite reso-
nator layout geometry is more irregularly shaped compared to that of standard CMOS cells, such 
as the 6-T SRAM [68], is beyond the capability of conventional fabrication methods. 

A much simpler and reliable method utilizes a sidewall sacrificial oxide coated over the disk 
with a thickness matching the desired gap spacing [47]. Depositing the resonator disk, sidewall 
sacrificial and electrode films in sequence eliminates the need for a high aspect ratio dry etch. 
However, as illustrated in Figure 3.4(b), this method requires a release etch step where the reac-
tants need to diffuse in to the very high aspect ratio gap and etch the sidewall sacrificial; and just 
as importantly, the reaction by products should diffuse out without leaving any residue on the 
resonator. Wet-release processes, such as the common liquid HF release step to clear pin-hole free 
and uniform oxide sacrificial layers, can reliably release gaps as small as 68nm  [47]; however, 
fails to clear higher aspect ratio gaps where reactions get severely diffusion limited, and wet stic-
tion can lead to catastrophic failure. Vapor phase HF release technique can alleviate stitciton and 
diffusion concerns to some extent and can reportedly clear 10nm gaps [69]; however, brute force 
etching of such small gaps have very low yield, and the release etch setup costs significantly more 
and does not easily scale to high volume production. In addition, defining the electrode-to-resona-
tor spacing solely during fabrication does not allow dynamic post-fabrication tuning of electrome-
chanical coupling; which, if possible, would provide the designer with a very strong knob to adjust 
resonator specifications during R&D stage of the micromechanical circuits. 

Of the approaches to reducing gap spacing towards lower impedance [69][70], the partial 
atomic layer deposition (ALD)-filled gap spacing method described in [34] combines the ad-van-
tages of better yield relative to brute force gap-release approaches [65], and demonstrated appli-
cation to a lateral disk resonator, to which the silicide gap method of [70] has not yet been applied. 
Unfortunately, the work of [34] lowered the Q of resonator devices from starting values over 
150,000 without partial ALD-gap filling down to only ~10,000, supposedly due to surface losses 
introduced by the HfO2 high-k dielectric film used to partially fill the gap and coat the resonator. 
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3.3 ALD Partial Electrode-to-Resonator Gap Filling Technique 

Partial ALD gap-filling, first demonstrated in [34], comprises a clever way to achieve tiny sub-
30nm electrode-to-resonator gaps without the need to etch tiny sacrificial spacer layers, and thus, 
without the associated yield losses. As described in Figure 3.5, the method involves first fabricat-
ing and releasing a micromechanical resonator, e.g., a disk resonator, with relatively wide initial 
electrode-to-resonator gap spacings that permit good device yield; then coating the resonator and 
its electrodes with a conformal high-k dielectric ALD film. If the dielectric constant of the dielec-
tric material is sufficiently high, i.e., if it is a “high-k” material, the effective electrode-to-resonator 
gap spacing of the coated device will be much smaller than the original spacing, and very close to 
the physical spacing between the dielectric surfaces, as shown in Figure 3.5. Since ALD [71] pro-
vides a very uniform and conformal film deposition with <1nm thickness accuracy controlled 
simply by the number of reaction half cycles used, one can tune the final gap spacing to any desired 
value very accurately, provided the initial gap spacing is well known. This equates to an ability to 

 

Figure 3.5: Schematics summarizing the partial gap-filling gap reduction method, where 
ALD of a high-k dielectric film effectively reduces the gap distance between the electrode 
and the disk. 
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achieve virtually any low motional resistance in accordance with (3.2), while simultaneously im-
proving Cx/Co and  ωFoM and avoiding the excessive chip area (for arraying [56]) and high bias 
voltage that would otherwise be needed if large gaps are used. 

Here, the total electrode-to-resonator capacitance after ALD coating of the resonator consists 
of series connection of three sub-capacitors as depicted in Figure 3.5, which can be modeled by an 
effective capacitance Co,eff 
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where Co’ and CALD are the capacitors that form across the reduced air gap after ALD coating 
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Inserting (3.5) into (3.4) leads to the expression for the effective electrode-to-resonator gap spacing 
do,eff achieved by partial ALD filling of the electrode-to-resonator gap as 
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where εr,ALD denotes the dielectric constant of the ALD film. The advantage of using a very high-
k dielectric film, such as TiO2 with εr = 80 [72], is evident from (3.6) to ensure that the effective 
gap spacing that determines electro-mechanical coupling is very close to the physical gap spacing 
do – 2tALD term after ALD coating by making the last term in (3.6) negligible. 

As mentioned, although the work of [34] successfully reduced the gap spacing of a 61-MHz 
wineglass mode disk resonator from 94 nm to 32 nm by coating the released resonator with a 30.7 
nm HfO2 ALD film, it did so with a penalty amounting to a 20× reduction in resonator Q, from the 
original uncoated Q of 150,527 to a much lower value of 7,368. Needless to say, if not mitigated 
in some way, such a reduction in Q renders the described partial-gap filling approach quite inef-
fectual, since Q’s less than 30,000 are not sufficient for the RF channel-selection or low phase 
noise applications targeted by MEMS-based vibrating resonators [61]. With all other parameters 
that influence energy loss (e.g., pressure, temperature, device geometry, anchor size) held constant 
before and after the HfO2 ALD coating, the most probable explanation for the reduction in reso-
nator Q is added surface loss due to the HfO2 ALD film, and this was indeed postulated in [34]. 
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If surface losses are the main culprit here, then methods for improving ALD film quality are 
required. Especially, the need to mitigate surface film based losses become even more urgent as 
resonator dimensions scale down towards higher frequency operation, where the smaller disk ra-
dius raises the surface-to-volume ratio and makes surface-derived loss mechanisms even more 
prominent. 

3.4 Improving ALD Film Quality  

Pursuant to reducing surface-derived losses, this study attempts to improve the ALD film qual-
ity by more properly nucleating the high-k dielectric ALD as it grows. The key to the order of 
magnitude performance Q boost in this work is the introduction of an interface 3nm Al2O3 ALD 

 

Figure 3.6: SEM images of a) a polysilicon micromachined wine-glass mode disk resonator 
before gap tuning and b) cross-section after conformal ALD of 3nm Al2O3 + 25nm TiO2. 
c) Schematic showing reduction of the resonator-to-electrode gap size from 87nm to 37nm 
via ALD partial-gap filling. 
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pre-coating before the ALD coating of the much higher-k gap-filling dielectric film—in this case, 
25nm of TiO2—shown in Figure 3.6(c). The need for such a pre-coating is governed by the ALD 
deposition chemistry of TiO2, which requires a healthy forest of dangling OH bonds over the start-
ing surface to achieve a conformal and high quality film [73]. Without the pre-coating of Al2O3, 
the number of free OH bonds on the silicon surface is comparatively sparse, resulting in nucleation 
problems for the TiO2 film that in turn lead to Q-reducing surface defects and losses, cf. Figure 
3.7(a). Al2O3 is an excellent choice for the pre-coating, because it depends less on a perfectly 
hydroxylated surface, in other words, it ALDs into good quality films on various substrates, in-
cluding silicon, whether or not the starting OH forest is sparse [74]. 

Of course, as seen from (3.6), Al2O3’s dielectric constant (k=9) is too low to serve as the pri-
mary gap-filling material, so the thickness of the Al2O3 film should be kept small: for this work, 
on the order of 3 nm. Although very thin, this Al2O3 film still provides the desired OH surface for 
the much higher-k (k=80) TiO2 film to follow [75], as described in Figure 3.7(b). Now, with Al2O3 
present, the TiO2 film can be deposited free of nucleation defects, hence, with much better quality 
and fewer sites for defect-derived energy loss. As a result, this Al2O3-TiO2 bilayer approach 
achieves an optimal solution that provides simultaneous narrow gaps for low motional resistance 
and low surface losses for high Q. 

 

Figure 3.7: a) Good quality TiO2 ALD film requires good surface hydroxylation, i.e. a rich 
and uniform OH (hydroxyl) layer, which silicon lacks, leading to a nucleation problem and 
resultant surface loss mechanism that reduces the resonator Q. b) Al2O3 grows good quality 
films on various substrates, even without good hydroxylation, and also provides a dense 
and uniform forest of AlOH hydroxyl group. This then leads to a uniform subsequent TiO2 
ALD, eliminating surface loss mechanisms that otherwise limit the resonator Q. 
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3.5 ALD Partial Gap Filling Process Flow 

The ALD process is a self-limiting chemical reaction that uses metal precursors to coat an 
atomically thin layer of metal or metal oxide or metal nitride film on the substrate surface, which 
is the released polysilicon resonator in the partial gap filling process. The sources used in the ALD 
setup used in this study contains the desired metal for deposition, such Aluminum and Titanium 
in this work. This metal is bonded to a hydrophobic alkyl functional group such as Methyl (CH3), 
which will ultimately leave a monolayer of metal oxide behind on the substrate. The metal film is 
reacted with water vapor to form the metal oxide in the next half of the ALD process cycle. The 
precursor source bottle is pulsed open in specific intervals defined by the process recipe. A carrier 

 

Figure 3.8: Cross-sections describing the process flow for Al2O3–TiO2 nanolayer ALD par-
tial-gap filling. 
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N2 gas delivers the precursor material to the reaction chamber in a sequence of pulses, where the 
number of pulse count determines the ALD film thickness. 

Figure 3.8 summarizes the process flow for the ALD partial gap filling process, with the new 
measures described above to pre-coat structure surfaces with an Al2O3 ALD seed layer prior to the 
ALD of the main partial gap filling high-k dielectric TiO2. The process starts with conventional 
steps [76] to achieve an unreleased 61-MHz wineglass mode disk resonator in polysilicon with 87 
nm lateral electrode-to-resonator gaps filled with sacrificial high temperature oxide (HTO), as 
shown in Figure 3.8(a). The resonator is then dipped in a 49% HF acid bath for 30 minutes to etch 
the sacrificial oxide and release the structure, achieving the cross-section of Figure 3.8(b). Because 
the gaps are 87 nm, and not smaller, the yield of the release etch can be quite high, in excess of 
~95%. 

Next, the released resonator is coated with a 3nm Al2O3 ALD to achieve the cross-section of 
Figure 3.8(c). This Al2O3 layer is quite conformal over the polysilicon surface, which is necessary 
if it is to serve as a seed layer providing a uniform and dense AlOH hydroxylated surface for a 
subsequent ALD of 25 nm thick TiO2. Figure 3.8(d) presents the final cross-section of the device, 
for which the final effective gap spacing is 37 nm. For comparative purposes, versions of the pro-
cess were also run without the Al2O3 pre-coating and just ALD’ing 25 nm TiO2 directly over the 
polysilicon resonator surfaces. 

A Picosun Sunale R Series, cf. Figure 3.9, was used for all Al2O3 and TiO2 depositions reported 
in this study. The Picosun ALD system comprises of the wafer load-lock loader station, deposition 

 

Figure 3.9: The Picosun Sunale R Series ALD system used for the Al2O3 and TiO2 coating 
for the partial gap filling process. 
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chamber, and a source cabinet with the electronics and MFCs associated with it, all of which are 
controlled by the ALD software installed on device PLC. The system has three reactant source 
bottles designed to address different precursor materials at specific vapor pressure ranges. The two 
liquid source bottles installed on the system can store reactants with high vapor pressures above 
10 mbar. The single Pico Solid source bottle can store liquid or solid sources with vapor pressures 
above 1mbar at temperatures less than 200°C, where the adjustable source temperature provides a 
knob to achieve the desired reactant vapor pressure. The ability to house multiple reactant gases is 
a vital process capability of the Picosun ALD system, because it allows the user to deposit multiple 
ALD films in a sequence, such as the 3nm Al2O3 – 25nm TiO2 stack presented in this work, without 
breaking vacuum. Not breaking vacuum between the Al2O3 and the TiO2 ALD steps keeps the 
properly hyrdroxilated surface provided by the Al2O3 pre-coating intact and pristine, so that the 
succeeding TiO2 deposition does not have any nucleation problems and thus leads to high resona-
tor Q as will be presented in the following section.  

The Al2O3 ALD deposition recipe employed in this study uses Trimethylaluminum Al(CH3)3 
stored at room temperature as a liquid Aluminum source, and H2O stored as a liquid source at 
room temperature as the oxidizing agent to form the Al2O3 film. The substrate was kept at 300°C 
at 10 hPa pressure during the Al2O3 ALD deposition, which leads to an Al2O3 deposition rate of 1 
A/cycle. Similarly, the TiO2 ALD recipe uses Titanium Tetrakis Isopropoxide (TTIP) stored as a 
solid source kept at 80°C to provide sufficient vapor pressure to serve as the Titanium source for 
the TiO2 ALD formation. The substrate temperature and deposition pressure for the TiO2 deposi-
tion are 275°C and 10 hPa, respectively, which leads to a TiO2 deposition rate of 0.25 A/cycle. 
Table 3-I summarizes the ALD deposition recipe parameters used to achieve the partial gap filling 
results presented in this chapter. 

Finally, to allow for electrical connection to bond pads, a final lithography step was done to 
cover all released devices and expose their bond pads, after which a very short HF dip removed 
ALD material over the bond pads. Photoresist was then removed via acetone, and critical point 
drying was applied to clean devices. 

Table 3-I: ALD deposition recipe parameters summary. 
Process Parameters Al2O3 ALD Recipe TiO2 ALD Recipe 
Substrate temperature 300°C 275°C 
Deposition pressure 10 hPa 10 hPa 
Metal source type Al(CH3)3 (liquid) TTIP (solid) 
Metal source temperature  20°C 80°C 
Oxidizer source type H2O (liquid) H2O (liquid) 
Oxidizer source temperature 20°C 20°C 
Pulse time 0.1 s 0.2 s 
Chamber purge time 4 s 4 s 
Deposition rate 1 A/cycle 0.25 A/cycle 
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3.6 Experimental Results 

To verify the efficacy of Al2O3 pre-coating as a method for reducing surface losses, the fre-
quency characteristics of 61-MHz wine-glass disk resonators with various ALD-coating recipes 
were measured under 1 μTorr vacuum in direct two-port configurations using an HP 5070B net-
work analyzer. All tested devices were identical prior to ALD-coating, and all were measured 
under the exact same electrical connection and vacuum conditions. Figure 3.10 compares meas-
ured frequency characteristics for 61-MHz wine-glass disk resonators with electrode-to-resonator 
gaps partially filled with 25nm of TiO2 only, without the Al2O3 seed layer; and 3nm Al2O3+25nm 
TiO2; showing Q’s of 54,158 and 73,173, respectively, which clearly indicates the benefits of 
Al2O3 pre-coating. Comparison of these results with data from [34] (included in the plot) also 

 

Figure 3.10: Comparison of measured frequency characteristics under vacuum with dc-bias 
voltage of 9V for 61-MHz wine-glass disk resonators treated with various ALD partial gap 
filling recipes. 
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makes clear the importance of the high-k dielectric film type and quality, since the Q of 54,158 
achieved via the TiO2-only case is still much higher than the HfO2-only case of [34], which used 
an inferior ALD tool to deposit HfO2. 

It should be noted that ALD film coating does change the resonance frequency of each disk, 
most likely due to a combination of mass loading and an equivalent stiffness change caused by 
ALD film stress. Therefore, to better compare resonator Q’s and peak heights for different ALD 
coating experiments, the data in Figure 3.10 is normalized to a common frequency axis by applying 
to all data points the expression 

 % 100o
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f ff
f
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where fo is the center frequency of each disk and f is the measurement frequency of the data point. 
Table 3-II provides a summary and comparison of all measured results. 

3.6.1 Effect of Parasitic Resistance on Resonator Q 

Parasitic trace resistance, denoted as RP, can significantly degrade resonator Q when the im-
pedance of the resonator is on the order of or lower than that of the parasite. Figure 3.11 explains 
how various parasitic elements like interconnect traces and bond-pad contacts can modify the elec-
trical equivalent LCR circuit of the resonator and load the resonator Q via the expression: 
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This work uses 400 nm-thick doped polysilicon traces as interconnect, as shown in Figure 3.11, 
for which the measured parasitic resistance is RP = 1.2 kΩ. Compared to the motional resistance 
Rx = 130 Ω achieved by the Al2O3-TiO2-coated device of this work, such a large parasitic resistance 
leads to a loaded Q that is 10.2× smaller than the actual Q of the device alone (without intercon-
nects), and this is what is actually measured. Since the focus here is on the Q and Rx of the resonator 
device alone, sans the effect of interconnects, the data plotted in Figure 3.10 represents the actual 
Q of each device after extracting out loading by parasitic resistance using (3.8). 

Table 3-II: Summary and comparison of measurement results for wineglass disk resonators 
treated with various ALD recipes. 

 
 Before ALD HfO2 [34] TiO2 Al2O3 + TiO2 

Q 127,430 10,510 54,158 73,173 
Rx 10,180 Ω 6,500 Ω 512 Ω 130  Ω 
do 92 nm 32 nm 35 nm 37 nm 
VP 9 V 5 V 9 V 17 V 
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3.6.2 Extraction of the gap spacing do 

 

Figure 3.11: (Left) SEM of the 61-MHz wineglass disk resonator used in this work. The 
polysilicon traces and bond-pad contacts create parasitic resistance that then load the (right) 
electrical equivalent LCR circuit of the resonator, lowering its Q via the indicated expres-
sion. 

 

Figure 3.12: Measured curves of motional resistance (bottom curve) and resonance fre-
quency (top curve) versus dc-bias. The electrical stiffness effect observed in the latter is 
used to extract the effective electrode-to-resonator gap spacing of a given device. 
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As previously elaborated in Section 2.4.6 of this dissertation, the effective gap spacing of any 

parallel plate capacitively transduced micromechanical resonator can be conveniently extracted by 
utilizing the electrical-stiffness [37] derived dependence of resonance frequency ωo on the applied 
bias voltage VP and the gap spacing dgap. Figure 3.12 presents measured curves of frequency and 
motional resistance vs. bias voltage for the Al2O3+TiO2-coated resonator, all of which can be curve 
fitted simultaneously to reveal an effective gap spacing of do = 37nm; nominal zero-bias resonance 
frequency and Q’s of 60.68 MHz and 73,173, respectively; and a motional resistance (with series 
interconnect resistance removed) of only Rx = 130 Ω, as advertised. 

3.7 Oscillator Far-from-Carrier Phase Noise Reduction via Nano-Scale 
Gap Tuning of MEMS Micromechanical Resonators 

In addition to the significant motional resistance reduction demonstrated in the preceding sec-
tions, substantial improvements in the far-from-carrier phase noise of oscillators referenced to 
stand-alone (as opposed to arrayed [56]) capacitively transduced micromechanical disk resonators 
have been attained via the use of atomic layer deposition (ALD) to tune the electrode-to-resonator 
capacitive gaps. Specifically, ALD of about 30nm of hafnia (HfO2) onto the surface of a released 
60-MHz micromechanical disk resonator to reduce its effective resonator-to electrode gap size 
from 92nm to 32nm provides an increase in power handling leading to more than 15-20dB reduc-
tion in the far-from-carrier phase noise of an oscillator referenced to this resonator. This ALD-
enabled nano-scale gap tuning provides a simple and effective method to satisfy increasing de-
mands for higher short-term stability in frequency references for electronic applications. 

With measured on-chip Q’s exceeding 150,000 at VHF and 15,000 at UHF, surface-microm-
achined capacitively transduced micromechanical disk resonators have already combined with 
properly-designed sustaining circuits to achieve phase noise marks commensurate with the refer-
ence oscillator specifications required by the GSM cellular phone standard [45]. Specifically, GSM 
demands phase noise < -130dBc/Hz at 1 kHz offset from a 13-MHz carrier, and <-150dBc/Hz at 
far-from-carrier offsets. In satisfying these specs, the sheer Q of a capacitively transduced micro-
mechanical resonator easily makes the close-to-carrier number. The far-from-carrier number, on 
the other hand, is much less dependent on Q and rather relies more on the power handling capa-
bility of the resonator, which for capacitive transduction is smaller than that of quartz crystals. 

To overcome the power handling deficiencies of capacitively transduced disks, [77] mechani-
cally coupled many disks into an array composite resonator that behaved like a single high-Q res-
onator, but with a power handling capability larger than that of a single resonator by a factor equal 
to the number of resonators used in the array. The solution of [77] comprises a mechanical circuit 
approach to raising power handling, so requires no changes in technology to achieve the needed 
performance. Arguably, such a circuit approach is perhaps the most elegant solution to the far-
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from-carrier phase noise issue for commercial wireless needs. However, another method to raise 
the current handling ability of a capacitively transduced micromechanical resonator is to reduce 
its electrode-to-resonator gap spacing, which essentially provides it with a more efficient electro-
mechanical transducer. 

Pursuant to investigating the efficacy of this approach, this work explores the use of ALD gap-
filling methods introduced in Section 3.3 to reduce gaps towards a 15-20dB improvement in the 
far-from-carrier phase noise of an oscillator referenced to a micromechanical disk resonator. Alt-
hough impressive, this figure comes at the expense of the close-to-carrier phase noise, which ends 
up suffering from 1) a lower Q caused by ALD; and 2) noise aliased by the larger non-linearity 
arising from smaller electrode-to-resonator gap spacing. Before delving in, some review of phase 
noise theory is in order. 

3.7.1 Oscillator Phase Noise 

Figure 3.13 presents a schematic of the circuit used in this work to sustain the oscillation of a 
micromechanical disk resonator. Briefly, in order to start up oscillations, the loop gain must be 
larger than 1 and its phase shift must be 0°. One way to insure this is to use a transresistance 
sustaining amplifier with current-to-voltage gain larger than the motional resistance of the resona-
tor. Once oscillation begins, the amplitude of oscillation grows until some form of non-linearity 
limits the amplitude, after which steady-state oscillation ensues. Unlike quartz crystal oscillators, 

 

Figure 3.13: Schematic of the oscillator circuit used in this work, which comprises a mi-
cromechanical disk resonator, a transimpedance amplifier, and a clamping amplifier. 



86 

where the oscillation amplitude is generally limited by amplifier nonlinearity, MEMS resonator-
based oscillators limit via either a nonlinearity in the resonator itself, or by a limiter circuit placed 
in the feedback loop. 

As shown in Figure 3.13, this work takes the latter approach. In particular, the circuit utilizes 
an SA5211 transimpedance amplifier with a transresistance gain of 14 kΩ, together with an 
AD8036 clamping amplifier that clamps the voltage applied to the micromechanical disk resonator 
to a specifiable value, thereby limiting the oscillation amplitude of the overall oscillator. 

Given that the main function of an oscillator is to provide a very distinct and stable frequency, 
the output of an ideal oscillator should in principal be a delta function in frequency domain, where 
all energy is at one and only one frequency. However, in practice, noise from the electronics or the 
resonator element superposes itself onto the output sinusoid, generating power at frequencies ad-
jacent to the output frequency as shown in Figure 3.14. This adjacent power is considered unde-
sired noise. In general, this noise comprises both amplitude and phase components. However, 
when the oscillation amplitude is limited at a constant level during steady state operation, e.g., by 
the limiter in circuit of Figure 3.13, only phase noise remains. 

Leeson’s model describes the oscillator phase noise as the single-side band noise-to-carrier 
power ratio at an offset frequency Δf from the oscillator’s carrier frequency fo via the expression 
[78] 
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where kb is the Boltzmann constant; T is the absolute temperature in Kelvin; F is the noise factor 
of the sustaining amplifier; Q is the loaded quality factor of the resonator; and the oscillator carrier 
power P is given by 

 

Figure 3.14: Schematic comparing the ideal delta function output sig-nal of a noiseless 
oscillator with the actual output of a real oscillator possessing sideband noise components. 
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where vin is the voltage applied to the resonator input and Rx is the resonator motional resistance, 
given approximately by 
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where A and do are the electrode-to-resonator overlap area and gap spacing, respectively, mr is the 
equivalent dynamic mass of the disk, ωo is the radian resonance frequency of the disk, VP is the 
dc-bias voltage, and εo is the permittivity of air. Assuming that the first term in the product in (3.9) 
remains constant, and given that the clamping amplifier sets vin constant, (3.10) can be rewritten 
as 
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Inserting (3.12) into (3.9) leads to the oscillator far-from-carrier phase noise (when Δf is large) 
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where “c” is a constant. Using reduction scale factors, the change in far-from-carrier phase noise 
can be expressed as 

 10log( ) 40log( )Q dL n n      (3.14) 

where nd is the gap reduction scale factor and nQ is the Q reduction scale factor. From (3.14), 
although Q influences the far-from-carrier phase noise, the gap spacing do has a much stronger 
pull, with a fourth power dependence. 

3.7.2 ALD Partial Gap Filling for Stronger Power Handling 

One very effective way to reduce the electrode to resonator gap spacing of a lateral microme-
chanical resonator is the ALD partial-gap filling method first described in Section 3.3 and depicted 
in Figure 3.5. Here, ALD is used to conformally deposit a thin high-k dielectric film on all surfaces 
of a micromechanical disk resonator, including within the electrode-to-resonator gaps. Upon doing 
this, the capacitance between the electrode and resonator becomes the series of three capacitors, 
Ccoat, Co

’, and Ccoat, where Co
’ is much smaller than Ccoat. Since the smallest value dominates when 
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capacitors are in series, the resonator-to-electrode capacitance boils down to the capacitance be-
tween the two coated surfaces, or Co

’. This effectively reduces the gap spacing to the distance 
between the surfaces of dielectric coating. 

To capitalize on this, micromechanical disk resonators were first fabricated by a small-lateral 
gap polysilicon surface micromachining process similar to that previously used in [34][45]. De-
vices were patterned in a 3µm-thick polysilicon layer and a conformal sacrificial sidewall spacer 
high temperature oxide (HTO) deposition that provided 92nm lateral gaps between resonator struc-
ture and electrodes. Next, devices were released using hydrofluoric acid wet etching followed by 
critical point drying. Figure 3.6(a) shows the SEM of the resonator device at this point in the fab-
rication process. Next, atomic layer deposition was used to coat the surfaces of devices with 30nm 
of HfO2 (κ~30), which reduced electrode-to-resonator gap spacings down to ~32nm. Figure 3.6(b) 
presents the device cross-section after this partial-gap filling process. 

3.7.3 Experimental Results 

 

Figure 3.15: Comparison of frequency response before and after gap tuning. The loss after 
gap tuning is 5.39dB less than be-fore gap tuning, due to enhanced power handling by 
reduced gap size, although quality factor was lowered after the ALD. In both cases, the 
bias voltage was the same (VP=16V). 
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3.7.3.1 Resonator Frequency Response Measurement 

Frequency response spectra for the fabricated micromechanical disks were measured under 1 
μTorr vacuum before and after gap reduction via ALD. Figure 3.15 compares the measured char-
acteristics after normalization to their respective center frequencies by making the x-axis fractional 
frequency offset from resonance. (This normalization was necessary, since the added mass (and 
stiffness) of the ALD film shifted the resonance frequency from 61.04 MHz without ALD, to 59.82 
MHz with it.) The plot clearly shows a 5.39dB increase in the (unmatched) transmission at reso-
nance for the partial ALD-gap-filled device over the unfilled one, even after a significant reduction 
in quality factor (from 150,000 to 10,000). This reduction in quality factor was discussed in Section 
3.4 and is probably caused by added surface losses induced by the deposited HfO2 film. 

3.7.3.2 Oscillator Phase Noise Measurement 

Both ALD partial-gap-filled and non-filled disk resonators were mounted and bond-wired to 
the circuit of Figure 3.13, then placed into a custom-built vacuum chamber with electrical feed-
throughs to allow connection to external power sources and measurement instrumentation. Figure 
3.16 presents a photo of the “glass bulb” vacuum chamber with the oscillator board within. During 
testing, a turbomolecular pump provided vacuums down to 1 μTorr, which eliminates gas damping 
and allows a given resonator to take on its highest Q value. 

 

Figure 3.16: The oscillator test setup. Here, the resonator die is mounted on the circuit 
board and installed in a custom-made chamber for phase noise measurement under high 
vacuum (~μTorr). 



90 

The application of a dc-bias voltage VP (c.f., Figure 3.13) to the disk resonator and supply 
power to the sustaining circuit was all that was needed to induce startup of oscillations. Figure 
3.17 presents the oscillation waveform produced by the oscillator circuit referenced to a 32 μm 
radius wine-glass disk without ALD operating in its 61-MHz wine-glass disk mode. Given that the 
output voltage was clamped at 10mV by the AD8036, it is no surprise that the ALD partial-gap 
filled devices gave similar output waveforms. 

An Agilent E5500 Phase Noise Measurement System was utilized to accurately measure the 
phase noise of a 32 μm radius disk 

1) without ALD gap-filling, so with an electrode-to-resonator gap spacing of 92nm; and 

2) with an ALD partial-gap-filled electrode- to-resonator gap spacing of 32nm. 

Figure 3.18 plots the respective phase noise curves, each divided down to a common carrier 
frequency of 13MHz for fair comparison. Here, ALD partial-gap filling is seen to provide an im-
provement in far-from-carrier phase noise by more than 15dB, and up to 20dB at certain far-from-
carrier frequency offsets! 

It should be noted that the observed improvement in far-from-carrier phase noise actually does 
not match the prediction of (3.14). In particular, if the measured gap spacing and Q reduction 
factors of ~3 and ~15, respectively, are inserted into (3.14), the predicted improvement in far-

 

Figure 3.17: Oscillosope waveform of the oscillator output. 
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from- carrier phase noise is only 7dB. This is much smaller than the observed 15-20dB. At present, 
this is difficult to explain, although there are two plausible possibilities: 

1) It is possible (but not likely) that the AD8036 clamping circuit increased its clamping volt-
age value when the ALD partial-gap-filled disk was inserted in to the oscillator loop, which would 
then raise the power level. 

2) The very small gap of the ALD’ed disk incites nonlinearity at much smaller displacement 
amplitudes, leading to much larger output current amplitudes than predicted by linear theory for 
any given input voltage, and thus, generating more power than expected. 

If either of the above occurred, then the loop power given by (3.10) would be larger and more 
capable of achieving the 15-20dB improvement in phase noise. 

Regardless of the above discussion, the observed improvement in far-from-carrier phase noise 
comes at a heavy cost to the close-to-carrier phase noise, which becomes considerably poorer after 
ALD-coating of the disk resonator. Much of the poorer close-to-carrier phase noise derives directly 
from the fact that the Q of the ALD’ed disk dropped by a factor of ~15×. Since (3.9) has a 1/Q2 
dependence, this factor is equivalent to a 23dB increase in phase noise at close-to- carrier offsets, 
which then negates the apparent 20dB improvement afforded by the higher power handling ability 
of the ALD partial-gap-filled disk. 

But there’s actually more to it than this. In particular, some portions of the ALD partial gap-
filled resonator oscillator’s close-to-carrier curve are more than 20dB higher than that of the non-

 

Figure 3.18: Plot comparing the phase noise of the 60-MHz wine-glass mode disk resonator 
oscillator before and after ALD gap tuning. As can be seen, the “far-from-carrier” phase 
noise has been improved by more than 15dB. 
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ALD case, and this cannot be explained by the observed Q reduction due to HfO2 coating. Closer 
inspection of the close-to-carrier region on the ALD’ed resonator oscillator curve shows that this 
curve exhibits a 1/f3 dependence, whereas the non-ALD curve has a 1/f2 dependence. From [53] 
and [79], this suggests that the ALD partial-filled gap resonator was driven to amplitudes large 
compared to its static gap spacing, which is not surprising given the tiny size of the gap. As ex-
plained in [53], operation at such large amplitudes induces nonlinearities than can then alias tran-
sistor 1/f noise into the oscillator passband, where they are then filtered by the oscillator transfer 
function to generate 1/f3 noise. This would also support mechanism (2) above in explaining the 
larger far-from-carrier phase noise improvement. Finally, Figure 3.19 presents the preliminary vi-
bration sensitivity test. Here, the frequency change of the oscillator was measured continuously 
while the gap tuned resonator experienced 2g difference, where a small trend in frequency drift is 
observed. This result indicates that the very narrow capacitive actuation gaps obtained by the ALD 
gap scaling technique does not adversely affect the vibration sensitivity of the oscillator. 

3.7.4 Oscillator Design Insights via ALD Gap Scaling Technique 

Although it requires some sacrifice in close-to-carrier phase noise and exhibits some unex-
pected performance enhancement, the 15-20dB increase in far-from-carrier phase noise obtained 
via ALD partial-gap filling in this work is nevertheless very impressive. Given that present 

 

Figure 3.19: Preliminary experimental result of g-force sensitivity test. The frequency 
change of the oscillator was measured continuously while the gap tuned resonator experi-
enced 2g difference, and very small trend in frequency drift has been detected. 
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MEMS-based GSM-phase-noise-compliant oscillators actually beat the GSM close-to-carrier 
phase noise requirements by a fairly large margin (e.g., by 10dB in [77]), there is actually some 
room to sacrifice in close-to-carrier phase noise.  

Furthermore, as discussed in Sections 3.4, the quality factor restoration techniques using high 
temperature annealing for HfO2, as well as the Al2O3 – TiO2 bi-layer for high Q will eventually 
improve the closed-to-carrier phase noise as well. Restoring the post ALD gap scaling Q by opti-
mized ALD coating processes as elaborated in Section 3.4, together with a reduction in the number 
of resonators needed over the array approach of [77] makes the described ALD partial-gap filling 
approach quite compelling for future high performance MEMS-based oscillators. 

3.8 Conclusion 

This work demonstrates the first VHF micromechanical resonators in any material, piezoelec-
tric or not, to meet the simultaneous high Q (>50,000) and low motional resistance (<200Ω) com-
monly desired in many RF and frequency control applications. In doing so, it disproves to a large 
extent the common misconception that capacitively transduced resonators always exhibit high im-
pedance. Interestingly, however, even as this work confirms the low impedance prowess of capac-
itive micromechanical resonators, other research begins to question the need for such low imped-
ance in RF and other applications, and actually makes a case that higher impedance is preferred 
when a system can be fully integrated onto a single chip [80]. Whether or not low impedance is 
actually needed in the end, one can at least rest assured that capacitive resonators can provide it, 
while also simultaneously delivering Q’s in the tens of thousands. 

The same ALD technique was also used to demonstrate substantial improvements in the far-
from-carrier phase noise of oscillators referenced to stand-alone (as opposed to arrayed) capaci-
tively transduced micromechanical disk resonators. The phase noise improvement is attained via 
the use of atomic layer deposition (ALD) to tune the electrode-to-resonator capacitive gaps. Spe-
cifically, ALD of about 30nm of hafnia (HfO2) onto the surface of a released 60-MHz microme-
chanical disk resonator to reduce its effective resonator-to electrode gap size from 92nm to 32nm 
provides an increase in power handling leading to more than 15-20dB reduction in the far-from-
carrier phase noise of an oscillator referenced to this resonator. This ALD-enabled nano-scale gap 
tuning provides a simple and effective method to satisfy increasing demands for higher short-term 
stability in frequency references for electronic applications. 
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Chapter 4  

HOT FILAMENT CVD CONDUCTIVE 

MICROCRYSTALLINE DIAMOND FOR HIGH Q, 

HIGH ACOUSTIC VELOCITY MICROMECHANICAL 

RESONATORS 

This chapter introduces a capacitively transduced micromechanical resonator constructed in 
hot filament CVD boron-doped microcrystalline diamond (MCD) structural material that posts a 
measured Q of 146,580 at 232.441 kHz, which is 3× higher than the previous high for conductive 
polydiamond. Moreover, radial-contour mode disk resonators fabricated in the same MCD film 
and using material mismatched stems exhibit a Q of 71,400 at 299.86 MHz, which is the highest 
series-resonant Q yet measured for any on-chip resonator at this frequency. The material used here 
further exhibits an acoustic velocity of 18,516 m/s, which is now the highest to date among avail-
able surface micromachinable materials. For many potential applications, the hot filament CVD 
method demonstrated in this work is quite enabling, since it provides a much less expensive 
method than microwave CVD based alternatives for depositing doped CVD diamond over large 
wafers (e.g., 8”) for batch fabrication. 

4.1 Introduction 

Frequency-selective resonators with on-chip Q’s >30,000 at GHz frequencies, if possible, 
would offer a paradigm shift in transceiver design by enabling narrow band low insertion loss RF 
channel-select filters capable of suppressing adjacent-channel interferers directly after the antenna 
in the receive chain, thereby significantly improving robustness and power consumption [81]. Un-
fortunately, no existing room temperature on-chip resonator can yet achieve such Q’s at GHz fre-
quencies. 
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Nevertheless, the consistent improvement in the performance of capacitively transduced mi-

cromechanical resonators demonstrate results that get closer to make this goal a reality, with qual-
ity factors exceeding 200,000 at HF [82], 160,000 at VHF [77], and 14,600 at 1.2 GHz [60]. The 
choice of structural materials plays a crucial role in engineering high-Q resonators to minimize 
acoustic damping not only stemming from intrinsic material losses but also energy dissipated by 
anchors. Among various surface-micromachinable materials, conductive polydiamond stands out 
as perhaps the most compelling option for high frequency resonators due to its high acoustic ve-
locity that surpasses polysilicon by 2.3× and SiC by 1.6× to realize GHz frequencies with larger 
and more reliably definable dimensions. In addition, phonon-phonon interaction based damping 
models predict polydiamond to achieve the highest f×Q product at GHz frequencies to surpass 
more conventional alternatives such as silicon, quartz, SiC and AlN [83][84]. Beyond just theoret-
ical predictions, micromechanical contour mode disk resonators fabricated in polydiamond with 
acoustic impedance mismatched polysilicon anchors have already demonstrated Q’s of 11,555 at 
1.14 GHz and 55,300 at 498 MHz [30], and the highest published f×Q product diamond ring res-
onator posting Q of 42,900 at 2.9 GHz [85]. 

However, the majority of previous efforts that aim for high frequency and high Q polydiamond 
resonators [30][86] use microwave plasma CVD (MPCVD) technique [87] that typically con-
strains the uniform film deposition over small areas due to high cost of generating a uniform high 
energy density plasma over large wafers. In contrast, the hot filament CVD (HFCVD) technique 
[88] provides an easier to implement alternative that can uniformly deposit polydiamond simulta-
neously over multiple large area wafers at much lower cost. However, previous attempts using 
HFCVD diamond as structural resonator material yielded inferior performance compared to 
MPCVD technique that causes some to dismiss HFCVD as a viable option for MEMS-based res-
onators. 

This chapter dispels such doubts by demonstrating HFCVD diamond MEMS resonators with 
unprecedented performance. Specifically, optimization of boron-doped HFCVD polydiamond 
deposition recipes and comparison of nano-crystalline diamond (NCD) and micro-crystalline dia-
mond (MCD) is performed by using the measured quality factor of electrostatic combdrive reso-
nators as a measure of intrinsic material losses. The results present a capacitive-comb driven res-
onator fabricated using the optimized HFCVD micro-crystalline diamond material posting a two-
port electrically direct measured Q of 146,580 at 232.4 kHz, which is 3× higher than the previous 
high mark for MPCVD based resonators [86]. 

In addition, contour-mode disk resonators fabricated using the same optimized HFCVD recipe 
with acoustic impedance mismatched stems achieved a Q of 71,400 at 327.8 MHz, posting the 
highest series resonant Q measured at this frequency for an on-chip room temperature microme-
chanical resonator. This result records an f×Q product of 2.34×1013 Hz that is on par with similar 
resonators fabricated using MPCVD deposited diamond [30], but this time achieved on 6” wafer 
level with a lower cost system; instead of the die-level contact lithography limited fabrication pro-
cess that plagued the previous MPCVD approach. The material demonstrated here further exhibits 
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an acoustic velocity of 18,516 m/s that marks the highest to date among surface-micromachinable 
materials. 

It is conceivable that this new polydiamond recipe that achieves high performance at low cost 
can eventually lead to Q’s >30,000 at GHz frequencies and enable RF channel-selection for next 
generation transceiver front-ends [81]. The high performance of the HFCVD method reported in 
this work is promising towards enabling potentially high volume applications since it provides a 
lower cost and easier to scale fabrication technology than the microwave based CVD alternatives 
for uniformly depositing conductive polydiamond over multiple large area, e.g. 8”, wafers. 

4.2 High Quality Factor and Acoustic Velocity Advantage of CVD 
Polydiamond 

Acoustic energy dissipation in micromechanical resonators stems from various mechanisms 
such as thermo elastic damping [89], phonon-phonon interaction dissipation [90], viscous damping 
[91], and anchor losses that can be treated as dampers in parallel [92]. The resonance frequency, 
operating temperature and environment such as air or vacuum, resonator geometry, and vibration 
mode shape determine the dominant loss mechanisms that limit the resonator quality factor.  

For the UHF frequency vibrating contour mode disk resonators at the focus of this dissertation, 
phonon-phonon interaction based damping and anchor losses are the two dominant loss mecha-
nisms at room temperature under vacuum [93]. Here, anchor losses are typically the more domi-
nant one, and various anchor design practices ranging from the use of Bragg reflectors [94] to 
quarter-wavelength support design [60] aim to reduce acoustic energy lost to the substrate through 
the anchors. 

Once anchor losses are sufficiently suppressed (if ever), intrinsic material losses remain to 
limit the Q. While a comprehensive understanding of intrinsic energy dissipation mechanisms re-
mains elusive, recent studies predict an f×Q product that is linearly proportional with frequency in 
the Landau-Rumer vibration frequency regime [83][84], which is a prediction that significantly 
differs from earlier studies that predicted a frequency independent upper limit. Table 4-I presents 

Table 4-I: Comparison of Acoustic Velocities and Theoretically Calculated Quality Fac-
tors at 1 GHz and 3 GHz 

Material Acoustic 
Velocity (m/s) 

QTheory @ 1GHz 
[83] 

QTheory @ 3GHz 
[83] 

Diamond 18,500 380,000 380,000 
SiC 13,300 320,000 116,000 

Quartz 5,720 39,000 13,000 
Si 8,500 36,000 36,000 

AlN 10,970 8,700 3,400 
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a comparison of predicted material Q’s based on phonon-phonon interaction based dissipation cal-
culations [83][84] at 1-3 GHz for common MEMS resonator materials together with nominal 
acoustic velocities. Here, polydiamond clearly stands out as the material of choice for high Q, high 
frequency micromechanical resonators by having more than 3× the predicted Q and 1.4× the acous-
tic velocity of its closest competitors. 

4.3 Polydiamond Deposition Techniques 

Polydiamond deposition requires the presence of hydrocarbon radicals and high density atomic 
hydrogen to create a chemical dynamic that favors tetrahedrally bonded sp3 carbon over sp2 graph-
ite. The key to achieving a high quality film amenable to large-scale batch production is a reliable 
and low cost method that can generate a high energy density plasma uniformly over a large area 
to excite the reactant gases to radicals. Typical reactant gases include CH4 to yield the hydrocarbon 
radicals that supply carbon, and H2 to form atomic H that eliminates the sp2 bonded graphite and 
establishes dangling bonds of sp3 diamond. 

Various prominent techniques in the literature use essentially the same chemistry, but differ in 
their plasma generation technology, such as combustion flame [95], DC arc-jet [96], microwave 
plasma [87], and hot filament [88] methods. These methods  all strive to minimize the impurities 
in the diamond film such as graphite, H2, N2, O2, etc. to increase desired properties such as high 

 

Figure 4.1: Schematic descriptions of (a) microwave plasma, and (b) hot filament CVD 
polydiamond deposition systems. 
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thermal conductivity and low acoustic energy dissipation. Among these methods, microwave 
plasma CVD (MPCVD) and hot filament CVD (HFCVD) techniques described in Figure 4.1 find 
the most common use in microfabrication applications because they are more amenable to wafer 
level surface micromachining, and can yield high quality and high purity films. 

The microwave plasma setup depicted in Figure 4.1(a) provides energy for CVD through a 
microwave plasma that must be uniform over the receiving wafer to ensure uniform film thickness 
and quality. The high cost of the technology required to generate uniform and high energy density 
plasma over large substrates often constraints MPCVD diamond tools to small area depositions, 
which makes them less suitable for high volume batch production despite their established prowess 
in achieving high resonator Q at high frequency [30]. 

In contrast, a hot filament CVD tool creates a plasma around a glowing filament to supply 
energy for chemical reactions via filaments long enough to extend over several wafer-sized sub-
strates. The filaments, typically made of tungsten, are low cost and easy to replace, and the tool is 
much simpler to build, operate, and scale for larger volume production. Before this work, HFCVD 
had not been able to produce diamond micromechanical resonators with Q and acoustic velocity 
performance matching that of more expensive MPCVD, causing diamond resonator endeavors to 
shy away from the former. 

 

Figure 4.2: (a) Photo of the sp3 Model 650 HFCVD diamond reactor used in this work. (b) 
For 6” wafers loaded into the reactor for uniform film deposition ensured by tungsten fila-
ments spanning over the substrates, and (c) picture of glowing filaments during deposition. 
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This work uses an sp3 Model 650 HFCVD reactor, shown in Figure 4.2, to investigate the 
efficacy of the hot filament approach for microfabrication of micromechanical resonators and en-
gineer deposition recipes that can match, or potentially go beyond the high performance of the 
high cost MPCVD technique. Since vibrating resonators for RF applications is the primary interest, 
resonator Q and acoustic velocity are the main metrics used to gauge performance in this work. 
Since the mechanisms for Q-limiting losses are often frequency and device geometry dependent 
[92], evaluations are performed at both low and high frequencies, as detailed in the following 
sections. 

4.4 Hot Filament CVD Polydiamond for High Q Low Frequency 
Micromechanical Combdrive Resonators 

In order to find the optimum HFCVD deposition conditions that minimizes intrinsic material 
losses, folded beam electrostatic comb-driven resonators [97] schematically described in Figure 
4.3 are used to evaluate polydiamond films deposited under varying conditions. As thoroughly 
covered in the literature, these devices utilize capacitive comb transducers to linearize the ac volt-
age-to-force transfer function, and mitigate residual in-plane stress via their compliant folded-

 

Figure 4.3: Schematic description of the folded-beam electrostatic comb-driven resonator 
used to evaluate intrinsic material loss dominated Q, and the electrical measurement setup. 
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beam suspensions. Such devices make for excellent gauges of intrinsic material Q since their dy-
namic stiffness on the order of 1 N/m are very low, therefore acoustic energy losses to the substrate 
through the anchors is quite small. If anchor losses can be made significantly smaller than the 
intrinsic material losses, then the measured resonator Q accurately represents the intrinsic material 
Q. 

4.4.1 Two-Mask HFCVD Polydiamond Fabrication Process 

A simple two-mask process with fast turn around time is designed for fabricating the electro-
static comb-driven resonators to investigate the effects of various HFCVD polydiamond deposi-
tion recipe parameters, such as wafer temperature, doping level, grain size on polydiamond film 
quality factor and acoustic velocity. Figure 4.4 summarizes the cross-section views of the process 
flow. The process starts with starts with forming an electrical ground plane by p++ doping of p-
type 6” silicon wafers, followed by 2μm LPCVD oxide furnace deposited at 450°C to serve as the 
bottom sacrificial oxide layer. Then, the first mask lithographically defines the resonator anchors 
that are dry etched into the oxide, followed by HFCVD deposition of boron doped conductive 
polydiamond via recipes summarized in Table 4-II. Here, an array of recipes is used in consecutive 
runs to find optimum conditions that maximize the material Q. For each wafer batch run with the 
recipes given in Table 4-II, oxide coated wafers with anchors already etched are piranha cleaned, 
followed by seeding of nano-diamond particles by spin coating a liquid loaded with hydrocarbon 
nanoparticles as prepared via ultrasonic agitation of fine diamond powder in methanol [98]. 

 

Figure 4.4: Process flow cross-section of the two-mask polydiamond combdrive resonator 
fabrication process after (a) polydiamond and oxide hard mask deposition, and (b) polydi-
amond etch and timed HF release. 
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A blanket deposited LPCVD oxide is deposited in the next step to serve as a hard mask during 
the following diamond etch, as seen in Figure 4.4(a). The resonator structure and electrodes are 
defined by the second photolithography step, followed by first dry etching the oxide hard mask. 
The following diamond etch is performed in an RIE chamber at 50 mTorr pressure with 50 sccm 
O2 and 2 sccm CF4 gas flow rates and 750W power. This etch recipe yields a vertical etch sidewall 
profile, which is important for accurately interpreting comb-drive resonator measurements through 

 

Figure 4.5: SEM image of a relased polydiamond combdrive resonator fabrcaited using the 
process flow summarized in Figure 4.4, where the inset figure shows the zoomed-in view 
of the diamond film obtained using the MCD2 recipe with average grain size of 0.7μm. 

Table 4-II: Measured hot filament deposited CVD diamond properties for different depo-
sition conditions. 

Parameter NCD1 NCD2 MCD1 MCD2 Unit 
CH4 Concentration 2.7 1.5 1.5 1.0 % 
Dopant TMB:CH4 7500 1350 2250 675 ppm 
Wafer Temperature 720 720 710 730 °C 

Filament Temp. 2285 2200 1975 2010 °C 
Mean Q 10,228 15,789 23,477 127,330 - 

Maximum Q 12,171 18,246 25,580 146,580 - 
Mean Resonance fo 41.477 36.164 210.852 232.220 kHz 
Young’s modulus 984 730 998 1198 GPa 

Density, ρ 3,500 3,500 3,500 3,500 kg/m3 
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lumped parameter modelling to extract material properties such as acoustic velocity. A trapezoidal 
etch cross-section would adversely affect the acoustic velocity extraction from the measured res-
onance frequencies. Finally, the wafer is diced and individual dies are released in 49 wt. % HF via 
a timed wet etch that releases the resonator structure, but leaves the electrodes on oxide pedestals 
rigidly anchored to the substrate, as depicted in Figure 4.4(b). Figure 4.5 presents the SEM image 
of a released HFCVD diamond combdrive resonator, with a zoom in showing the 0.7 μm grain 
size obtained by recipe MCD2. 

4.4.2 Measurement Results 

Fabricated diamond combdrive resonators were measured using the electrical measurement 
setup described in Figure 4.3 at room temperature under 10 μTorr vacuum. A dc-bias voltage is 
applied to the conductive p++-doped silicon field of the die that serves as a dc-ground plane to 
mitigate levitation effects, which also dc-biases the resonator body with the same dc voltage 
through the anchor contact. An ac input voltage is applied to the input electrode from the input 
port of an Agilent E5071C network analyzer, and the output current is amplified with a trans-
resistance amplifier to achieve a detectable signal to counter the very high motional resistance of 
comb-driven resonators, which then goes to the output port of the network analyzer.  

The frequency response of eight identical resonators obtained from the same wafer fabricated 
for each of the recipes outlined in Table 4-II are measured under identical conditions, where reso-
nator quality factor and resonance frequency are the main observed metrics used to evaluate the 

Table 4-III: Summary of combdrive resonator measurement results for different structural 
material types. 

Measured Resonator Quality Factors & Statistics 

Device 
Resonator Material Type 

NCD1 NCD2 MCD1 MCD2 PolySi 
Res. 1 9,832 15,010 16,705 128,003 51,447 
Res. 2 10,821 18,154 20,750 113,287 41,781 
Res. 3 9,074 13,636 23,916 116,254 48,912 
Res. 4 10,106 16,760 25,093 130,944 53,501 
Res. 5 11,686 16,364 24,579 127,095 40,159 
Res. 6 12,171 14,755 24,462 146,580 31,039 
Res. 7 8,548 13,383 24,447 135,466 58,901 
Res. 8 9,589 18,246 25,580 120,977 48,109 

Max. Q 12,171 18,246 25,580 146,580 60,127 
Mean Q 10,228 15,789 23,477 127,330 50,522 

σQ 1,253 1,891 3,218 10,761 9,561 
Measured Resonance Frequency Statistics 

Mean fo [Hz] 41,477 36,164 210,852 232,220 21,067 
σfreq. [Hz] 472.6 334.7 943.7 606.5 570.3 
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performance of each HFCVD deposition condition. In addition, polysilicon combdrive resonators 
with geometry similar to that of the polydiamond versions were also fabricated using LPCVD 
deposited in-situ phosphorus doped polysilicon as the structural material, and measured with the 
same measurement setup and identical conditions to facilitate comparison of conventional polysil-
icon and HFCVD polydiamond. Table 4-III presents the summary of measurement results that 
tabulates the measured quality factors for eight-resonator batches for each structural material type 
investigated using the combdrive resonators. It also presents the least-square fitted normal distri-
bution metrics for extracting the mean quality factor and resonance frequency and standard devi-
ations from the measured data sets. 

Figure 4.6 presents the measured frequency response of the resonator fabricated using the best 
HFCVD polydiamond recipe, demonstrating a measured Q of 146,580 at 223.441 kHz that sur-
passes the previous high for microwave plasma deposited conductive polydiamond [86] by 3×. In 
comparison, polysilicon folded-beam resonators with similar geometry their polydiamond coun-
terparts exhibit a measured Q of 60,127 at 21.065 kHz as presented in Figure 4.7. The polydiamond 
version bests the polysilicon Q by 2.4×, and does so at 10.6× higher frequency where anchor losses 
are higher for the stiffer diamond resonator. Therefore, if one assumes that other loss mechanisms 
such as surface contamination, etc., are relatively negligible, then these results demonstrate that 
the intrinsic material Q of HFCVD polydiamond is at least 2.4× that of polysilicon. Furthermore, 
given that the previous best Q reported for conductive MPCVD diamond material is 47,900 [86], 
this result shows that it is possible to deposit lower loss materials using HFCVD technique than 
MPCVD, with the additional benefits of higher throughput and lower cost. 

 

Figure 4.6: Measured frequency response for the microcrystalline polydiamond combdrive 
resonator achieving the highest Q using the best HFCVD recipe. 
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4.4.3 HFCVD Diamond Recipe Optimization 

To identify the optimum HFCVD polydiamond deposition conditions that maximize Q, reso-
nators fabricated using varying deposition recipes were measured and compared. Specifically, 
eight resonators from each fabrication batch were measured to observe consistent and statistically 
significant improvement between the developed recipes presented in Table 4-II. Table 4-III sum-
marizes the measurement results by tabulating the measured quality factors of tested resonators 
coming from four polydiamond runs with varying structural polydiamond recipes denoted NCD1, 
NCD2, MCD1, and MCD2, as well as the polysilicon run for comparison. The tabulated results 
include the maximum Q, as well as least-square fitted normal distribution to the measured quality 
factors to identify the mean and standard deviation σQ; and the mean and standard deviation of the 
measured resonance frequencies for each structural material recipe. 

Each recipe shown in Table 4-II minimizes the residual stress by proper adjustment of the 
filament and wafer temperature during deposition that allows non-curled folded-beam resonators 
as seen in the SEM image of Figure 4.5. The reported Young’s modulus values are extracted from 
the mean value of the measured resonance frequencies for each recipe using well known equations 
[97] that relate material density ρ and Young’s modulus E to resonator geometry, e.g. folded beam 

 

Figure 4.7: Measured frequency response for a polysilicon combdrive resonator with sim-
ilar geometry to that of the device measured in Figure 4.6, showing 2.4× lower Q compared 
to the HFCVD polydiamond material. 
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length, width and shuttle mass area, assuming the polydiamond density is constant as 3500 kg/m3 
as reported in literature [99]. 

The comparison of measured quality factors achieved by each recipe as shown in Table 4-II 
demonstrates 12.4× improvement in the mean quality factor, and 12× improvement in the maxi-
mum measured quality factor between the initial (NCD1) and the final (MCD2) optimized recipes. 
The column denoted as MCD2 indicates the best deposition conditions for microcrystalline dia-
mond as indicated by the highest measured Q of 146,580, as well as the highest mean Q of 127,330, 
which also achieves the highest acoustic velocity defined as √(E/ρ ) of 18,516 m/s that marks a 
record to date among other conventional surface micromachinable materials. 

 Finally, Figure 4.8 shows the normal probability distribution function with maximum value 
normalized to one least-square fitted to the measured quality factors tabulated in Table 4-III shown 

 

Figure 4.8: Normal probability distribution functions (pdf) with maximum values normal-
ized to one (shown as solid line curves) least-square fitted to the measured quality factors 
tabulated in Table 4-III (shown as data markers) for each recipe studied in this work, where 
the x-axis is the quality factor values in log-scale, and y-axis shows the fitted Q histogram 
assuming a normal distribution. The labels indicate the maximum, mean, and standard de-
viation value for the Q data sets for each material type. 
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with the data markers, where the x-axis shows the quality factors in log-scale and y-axis shows the 
least-square fitted Q histogram assuming a normal distribution. As the markers showing the max-
imum mean and standard deviation values of the measured quality factors indicate, this plot 
demonstrates consistent and statistically significant enhancement as the recipes improve to reduce 
energy losses. The important strategies for raising Q can be inferred from Table 4-II: 

1. Use microcrystalline polydiamond (MCD) films instead of nanocrystalline polydiamond 
(NCD), since the former attains significantly higher Q as seen from the comparison of recipes 
MCD2 and MCD1 vs. NCD2 and NCD1. The difference can be attributed to the increased phonon 
scattering by the higher number of grain boundaries per volume for smaller grain sizes. Studies in 
literature that report higher thermal conductivity for larger grain size polydiamond films due to 
reduced phonon scattering [100] support this hypothesis, as higher thermal conductivity is corre-
lated to lower phonon-phonon scattering induced energy loss [84]. 

2. Reduce the CH4 flow rate, which reduces the non-diamond carbon formation and thus cre-
ates a lower loss film. This comes at the expense of reduced growth rate; however, the increased 
H radicals to carbon ratio better favors the desired sp3 bonded diamond over sp2 bonded graphite, 
and the reduced impurity concentration in-creases the quality factor. 

 

Figure 4.9:  Schematic summary of a contour mode disk resonator with one fully surround-
ing electrode shown in (a) layout view, (b) perspective view, (c) cross-section view, and 
(d) radial contour mode shape. 
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3. Reduce the TMB: CH4 ratio, which reduces the doping level. Boron dopants tend to accu-

mulate primarily in the grain boundaries and form an additional energy scattering mechanism. 
Therefore, keeping the boron level as low as possible while maintaining sufficient electrical con-
ductivity for capacitive actuation is the desired strategy to maximize Q. 

4.5 Hot Filament CVD Polydiamond for High Q & High Frequency 
Micromechanical Disk Resonators 

Having historically achieved the highest Q resonators operating past VHF [30] and their prom-
inent use in micro-mechanical RF channel-select filter applications [23][48], this study employs 
radial contour mode disk resonators [101], schematically descried in Figure 4.9, to evaluate the Q 
achievable at high frequency attained by HFCVD diamond material. The device consists of a 
polydiamond disk suspended 700nm above a polysilicon dc-ground plane tethered by a polysilicon 
stem at its very center created with a self-aligned process [102]. A polysilicon electrode fully sur-
rounds the disk with a lateral capacitive actuation gap spacing of only 80nm. All structural, elec-
trode and inter-connect layers are boron doped to make them electrically conductive. 

The disk resonator is driven to resonance using capacitive actuation, much like the previous 
folded-beam resonators, where a combination of dc-bias and ac-excitation voltages applied across 
the electrode-to-resonator gap exerts a force to the disk and excites resonance in the radial contour 
mode shape, cf. Figure 4.9(d), and creates a time-varying dc-biased capacitance across the disk 
and the surrounding electrode. Sensing the resultant output current provides a measure of the res-
onance displacement against frequency that yields the quality factor and oscillation frequency as 
the main observed variables. The resonance frequency of a radial contour mode disk is inversely 
proportional to its radius and directly proportional to its acoustic velocity as elaborated in Section 
2.2, where diamond has a major advantage for the latter. 

Achieving Q’s at high frequencies as high as those observed for low frequency folded-beam 
devices of Section 4.4 is a major challenge primarily because anchor losses are very small for the 
low frequency devices, and therefore the dominant loss mechanisms stem from intrinsic material 
properties where diamond performs impressively. At the much higher frequencies needed for RF 
applications, the orders of magnitude increase in the stiffnesses required to attain the high fre-
quency greatly accentuates the role of supports and anchors as conduits for energy loss, generally 
to the point where anchors dominate over other loss mechanisms for resonators operating under 
vacuum. In fact, anchor losses have historically prevented attaining quality factors as high as those 
predicted by theoretical models of intrinsic material Q at UHF frequencies [83]. As a result, the 
key to achieving the closest estimate of the Q set by intrinsic HFCVD material loss mechanisms 
at high frequency is to suppress anchor losses. 
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4.5.1 Material Mismatched Stems for Suppressing Anchor Loss 

Anchor losses have long been identified as a major Q limiting mechanism for micromechanical 
devices, from the first MEMS-based resonators to reach VHF frequencies with high Q [103], to 
more recent rings [60], disks [30], and lamb wave structures [104]. VHF free-free beam resonators 
[103] were the first to employ quarter-wavelength supports attached at vibration mode nodal points 
to minimize energy coupled to the substrate via the supports, which is a technique still widely used 
in the latest generation of GHz devices [60][66] to effectively reduce anchor loss. Other strategies 
to mitigate anchor losses include Bragg reflectors [94], or photonic band gap structures [105] 
placed between the resonator and substrate, but these have so far not been as effectual as quarter-
wavelength supports attached at nodal locations, at least from the perspective of attained maximum 
Q. 

The key strategy common to all the aforementioned techniques is to create a large acoustic 
impedance mismatch at the resonator-anchor boundaries as an attempt to confine the acoustic en-
ergy within the resonator structure during resonance vibration, therefore prevent the energy dissi-
pation to the substrate. Identifying this key observation, and further leveraging the very large 

 

Figure 4.10: Schematics comparing anchor losses to substrate for (a) polysilicon disk with 
acoustic impedance matched polysilicon stem, and (b) for a polydiamond disk with a ma-
terial mismatched polysilicon stem that results non-zero acoustic reflection coefficient at 
the resonator-anchor boundary. 
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acoustic impedance mismatch between polydiamond and other common micromachinable materi-
als, the work of [30] used MPCVD polydiamond as the disk material, but polysilicon for the an-
choring stem, to induce a material mismatch between the disk and the stem that reflects energy 
back into the disk structure, counteracting the energy leakage that would otherwise occur. 

The degree of reflection can be modeled analogously to electrical transmission lines to generate 
a non-zero reflection coefficient for acoustic waves at the resonator-anchor boundary, inhibiting 
energy from flowing through the stem into the substrate, as depicted in Figure 4.10. Here, the stem 
fabricated in the same material as the disk does little impede energy flow, whereas an acoustic 
impedance mismatched stem, where acoustic impedance is defined as  

 AcousticZ E     (4.1) 

 

Figure 4.11: Cross-sections describing the five mask disk resonator fabrication process 
flow after (a) patterning interconnect and depositing bottom sacrificial oxide, (b) diamond 
deposition and etch using the oxide hard mask, followed by opening stem and electrode 
anchor openings, (c) depositing electrode and self-aligned stem using boron doped-poly 
followed by patterning, and (d) resonator freed after 49 wt. % HF release. 
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suppresses the energy loss to the substrate. This design strategy allowed the device of [30] to 
achieve measured Q’s as high as 55,300 at 498 MHz, corresponding to an impressive f×Q product 
of 2.75×1013 that set a record for on-chip room temperature resonators at the time of its publication. 

In order to suppress competing loss mechanisms that can mask the intrinsic HFCVD polydi-
amond Q most effectively, this study borrows from that of [30] in its use of polydiamond, but in 
this case using HFCVD to achieve potentially even better film quality at lower cost instead of 
MPCVD, and polysilicon for the mismatched stem material. 

4.5.2 Five-Mask Fabrication Process for High Frequency Contour Mode Microme-
chanical Disk Resonators 

HFCVD polydiamond disk resonators studied in this work are fabricated using a five mask 
process similar to that of [30], where Figure 4.11 provides cross-section views of important process 
steps. The primary difference here is using an HFCVD diamond reactor that allows conformal and 
uniform film deposition over multiple large area wafers simultaneously at low cost per run, instead 
of an MPCVD tool that in [30] was limited to single small area depositions.  

 

Figure 4.12: SEM image of a 327.8 MHz HFCVD microcrystalline polydiamond radial 
contour mode disk resonator with a fully surrounding electrode used for high frequency 
quality factor performance evaluation. 
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The process starts with p++ doping of 6” silicon wafers in a solid source boron furnace, fol-
lowed by successive LPCVD depositions of 2μm LTO and 500nm nitride as electrical isolation 
layers. Then 500nm polysilicon is LPCVD deposited and solid source boron doped, and etched to 
create the electrical interconnect layer. The following blanket LPCVD deposited 700nm thick LTO 
layer serves as the bottom sacrificial oxide film, as seen in Figure 4.11(a). 

The following structural polydiamond deposition starts with seeding the wafers with diamond 
nanoparticles by spin coating a liquid loaded with hydrocarbon nanoparticles prepared by ultra-
sonic agitation of fine diamond powder in methanol [98]. Seeded wafers are transferred to the sp3 
model 650 HFCVD reactor pictured in Figure 4.2 to grow 2μm thick in-situ boron doped micro-
crystalline diamond using recipe named MCD2 in Table 4-II, which provided the highest intrinsic 
material quality factor for low frequency folded-beam resonators in section 4.4.3. 

A 1.2μm LPCVD deposited blanked oxide layer serves as an etch hard mask with high etch 
selectivity to diamond, as selectivity of photoresist to diamond is very low. The oxide hard mask 
also serves as a vertical sacrificial spacer between the disk resonator and electrodes that will be 
formed in the following steps. The resonator structure etched into the oxide hard mask and then 
the polydiamond film. The 80nm capacitive actuation gap between the disk and the electrode is 
then defined by a sidewall sacrificial oxide layer, where LPCVD deposition of high temperature 

 

Figure 4.13: Schematic of the one-port mixing measurement setup used for contour mode 
disk resonator response measurements. 
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oxide using 40 sccm of DCS and 100 sccm of N2 flow at 835°C with 300 mTorr pressure provides 
uniform, conformal and pinhole free deposition of the sidewall sacrificial coating to ensure high 
yield. 

The anchor openings used to tether the disk resonator by its stem and electrodes are then lith-
ographically de-fined and etched into oxide, yielding the cross-section shown in Figure 4.11(b). A 
3μm thick solid-source boron doped polysilicon film then conformally fills the stem and electrode 
anchor openings, which is then patterned to create the fully surrounding electrode and the afore-
mentioned material mismatched stems as shown in Figure 4.11(c). The final step involves 49 wt.-
% percent liquid HF release that free the resonator and creates the cross-section presented in Figure 
4.11(d). Figure 4.12 presents an SEM image of the polydiamond resonator studied in this work 
that has disk radius of Rdisk = 17 μm, an acoustic impedance mismatched polysilicon stem with 2 
μm diameter, and a fully surrounding electrode with do = 80 nm lateral capacitive actuation gap. 

 

Figure 4.14: Measured frequency response (using mixing) for a contour mode disk resona-
tor fabricated in HFCVD polydiamond and employing a material-mismatched polysilicon 
stem. 
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4.5.3 Measurement Results 

A Lakeshore model FWPX probe station provided 50 μTorr vacuum and probing to allow room 
temperature frequency characteristic measurements using the mixing measurement setup [11] de-
picted Figure 4.13. Here, a bias tee combines a 10-MHz local oscillator signal with a DC bias 
voltage to generate the resonator voltage required for mixing measurement; and an Agilent 
E5071C Network Analyzer sources out of its port 1 an input RF signal that sweeps over a 100 kHz 
span centered at 10 MHz below the expected resonance frequency. As detailed in [11], the RF and 
LO signals mix via the square-law voltage-to-force transfer function of the input capacitive trans-
ducer, generating a force at their sum frequency, which equals the resonance frequency of the 
resonator, allowing port 2 of the network analyzer to sense the resonant peak without interference 
from feedthrough. 

Figure 4.14 and Figure 4.15 present measured frequency characteristics for HFCVD diamond 
and polysilicon disks, identically dimensioned, both with polysilicon stems. The polydiamond disk 
with material-mismatched polysilicon stem exhibits a very high Q of 71,400 at 299.86 MHz, which 

 

Figure 4.15: Measured frequency response for a contour mode disk resonator fabricated 
entirely in polysilicon, with identical geometry as the diamond disk of Figure 4.14. 
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is the highest series resonant Q measured at this frequency for an on-chip micromechanical reso-
nator at room temperature. The polysilicon disk, on the other hand, not only resonates at a much 
lower frequency of 158.3 MHz, but since it lacks a material-mismatched stem, also posts a much 
lower Q of only 20,912, which is 3.4× lower than that of the acoustic impedance mismatched 
diamond device. The measured results clearly confirm the efficacy of stem-to-disk material mis-
matching to suppress energy loss to the substrate, and provide resounding testament to the utility 
of HFCVD polydiamond material for high frequency micromechanical resonators. 

4.5.4 Finite Element Analysis of Acoustic Impedance Mismatched Stems 

4.5.4.1 Anchor Loss Simulations using COMSOL 

A comparison of the measurement results presented in Figure 4.14 and Figure 4.15 clearly 
demonstrates the efficacy of acoustic impedance mismatched stems to minimize anchor losses. 

 

Figure 4.16: 3-D solid model of the disk resonator structure that implements the resonator 
disk, anchor, and Si substrate regions. The utilizes the circular axi-symmetry of the struc-
ture to simplify the finite element solution formulation, which leads to easier meshing ofteh 
structure and faster solution times. 
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This section further supports the idea of confining the acoustic energy inside the disk by creating 
an impedance mismatch at the disk-anchor boundary by simulating the energy loss lost to the sub-
strate via finite element simulation. To this end, a 3-D solid model of the disk resonator, the anchor, 
and the substrate is created using COMSOL, as illustrated in Figure 4.16. This model utilizes the 
circular axial-symmetry of the structure by creating a 2-D cross-section of the complete structure. 
This allows creating a uniform and good quality area mesh in a very short time, as illustrated in 
Figure 4.17. The meshed area is then swept 360° along the central symmetry axis an indicated in 
Figure 4.16. 

The perfectly matching layer (PML) feature of COMSOL is key to accurately simulating the 
acoustic energy lost to the substrate via the anchor. As seen in Figure 4.16, the PML layer sur-
rounds the Si substrate as a sphere, because the anchor connection to the substrate behaves like a 
point source that dissipates acoustic energy as semi-spherical acoustic waves. The FEA mesh used 
in this analysis utilizes four PML elements across the spherical  PML volume, as shown in Figure 
4.17. This number is chosen by a mesh convergence analysis that optimized the thickness of the 
PML layer thickness and number of elements. Using less than four elements across the PML layer 

 

Figure 4.17: Area mesh applied to the solid model presented in Figure 4.16. 
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thickness, or using a thinner PML volume results in some of the acoustic waves reflect back from 
the PML layer. The configuration illustrated in Figure 4.17; however, allows the PML layer to act 
like a semi-infinite volume that absorbs all the incoming acoustic energy. The incoming acoustic 
energy signifies, of course, the energy lost to the substrate via the anchor. As a result, calculating 
the ratio of the total energy in the system vs. the energy absorbed by the PML volume gives the 
anchor-loss limited Q of the resonator structure. 

Disk resonators that were measured in Section 4.5.3 are modelled with identical geometry (i.e. 
disk radius, thickness, stem diameter, etc.), using the solid modelling approach described above. 
Then FEA modal analysis is used to simulate the fundamental contour mode vibration for both 
acoustic impedance mismatched and regular stem cases to predict the anchor loss dominated Q. 
Figure 4.18 presents the FEA simulated contour-mode vibration mode shape result for the acoustic 
impedance mismatched polydiamond disk – polysilicon stem case. Here, Figure 4.18(a) illustrates 
the vibrating disk structure that assumes breathing contour mode shape with maximum displace-
ment at the disk periphery at 299.8 MHz. Since the disk edges move a lot more than the rest of the 
system as indicated by the color map, the anchor and the substrate appear as not moving at all. 
This, however, is misleading as seen in Figure 4.18(b) that focuses on the motion of the anchor 
and the Si substrate. Here, the acoustic waves that couple to the Si substrate from the anchor are 
clearly visible. Choosing a sufficiently thick PML layer ensures all the energy propagating in the 
substrate gets absorbed by the PML layer as indicated by the color map. Insufficient PML model-
ling would result in artificial standing wave solutions and taint the simulated Q results. 

 

Figure 4.18: (a) Fundamental contour mode shape simulation result of the resonator model 
that uses polydiamond as the disk resonator and polysilicon as the stem anchor material. 
(b) Focusing on the acoustic waves launched in the Si substrate via the anchor. Here the 
PML layer perfectly absorbs the energy emanating from the anchor-substrate interface. 



117 

4.5.4.2 Anchor Loss Simulations via HiQLab 

Accurate anchor loss simulations are very valuable as a resonator design tool since they allow 
the designer optimize the anchor for different material combinations, such as the polydiamond-
polysilicon system presented in this section. Therefore, it is no surprise that studies on closed form 
expressions and numerical analysis tools that calculate anchor dissipation are abundant in literature 
[106][107][108][109]. However, most of these studies focus on specific resonator geometries, and 
their accuracy is always in question given the complexity of the anchor dissipation mechanisms. 

Therefore, this study used a second FEA analysis tool called HiQLab to simulate the anchor 
of the disk resonators presented in Section 4.5.3 in addition to the COMSOL analysis described in 
Section 4.5.4.1. Comparing the results of two separate analysis tools allows running two independ-
ent numerical studies. This study checks if the results of both studies agree with each other as well 
as with the measurement results to support the use of FEA optimized acoustic impedance mis-
matched anchor designs for future resonator designs. 

Using HiQLab as the second FEA tool of choice in addition to COMSOL is very suitable, 
because the HiQLab program is developed specifically to predict the anchor loss dominated Q in 
vibrating disk structures with very similar geometries to those presented in this dissertation [109]. 

 

Figure 4.19: Anchor loss simulated (a) radial displacement, and (b) vertical displacement 
results for the contour mode shape obtained via HiQLab. 



118 

The solid modelling approach used in HiQLab also utilizes the circular symmetry of the disk res-
onator structure to simplify the meshing and PML formation. However, unlike COMSOL, HiQLab 
uses a rectangular block for the Si substrate and PML sections.  Figure 4.19 presents the contour-
mode vibration simulation results calculated by HiQLab for the radial and vertical directed acous-
tic waves occurring in the mismatched stem polydiamond resonator. Similar to the COMSOL case, 
the PML layer that surrounds the substrate block absorbs the energy lost to the substrate as indi-
cated by the displacement contour color map. 

4.5.4.3 Anchor Loss Simulation Results 

Table 4-IV presents the anchor loss simulation results for the polydiamond disk – polysilicon 
anchor and polysilicon disk – polysilicon anchor cases with acoustic impedance mismatched and 
regular stems, respectively. This table also compares the simulation resuls with the measured data 
presented in Figure 4.14 and Figure 4.15. The first observation is that simulation results obtained 
by the two FEA tools agree well with each other. Two independent numerical analysis setups 
providing very close results raise the confidence level for the simulation tools for anchor loss anal-
ysis. 

More importantly, the simulated results agree very well with the measured data. This result 
confirms our initial hypothesis that claimed the VHF-UHF frequency vibrating disks are limited 
by the anchor loss, and other loss mechanisms such as phonon-phonon dissipation and TED is 
negligible compared to the energy lost to the anchor. Therefore, the acoustic impedance mis-
matched anchor design detailed in Section 4.5.1, as well as other novel anchor design techniques 
such as the hollow stem design introduced by [110] is vital to achieve the Q’s exceeding 30,000 
frequencies exceeding 1 GHz demanded by low loss narrow band receiver front end designs. 

4.6 Conclusion 

The very impressive Q’s of 146,580 at 232.4 kHz and 71,400 at 299.86 MHz measured for the 
folded-beam and disk resonators of this work, respectively, are considerably higher than previ-
ously achieved on similar devices constructed using microwave CVD polydiamond (or any other 
material, for that matter). These results now elevate hot filament CVD polydiamond as one of the 

Table 4-IV: Comparison of the measured resonator Q’s and FEA simulation results. 

Disk Material Stem Material Measured Q COMSOL 
Simulated Q 

HiQLab  
Simulated Q 

Diamond PolySi 71,400 78,285 76,695 
PolySi PolySi 20,912 20,371 26,450 

Diamond Diamond NA 41,578 52,486 
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(if not the) most compelling material to use for high frequency on-chip micromechanical resona-
tors. The material used here further exhibits an acoustic velocity of 18,516 m/s, which is now the 
highest to date among available surface micromachinable materials. 

The optimized HFCVD diamond material is combined by an acoustic impedance mismatched 
anchor design borrowed from [30] helped create high Q disk resonators with a low cost, high wafer 
throughput process. The acoustic impedance mismatched anchor design is analyzed via two sepa-
rate FEA analysis tools, which validated that using different materials with a large acoustic im-
pedance difference confines the acoustic energy in the disk resonator instead of losing the energy 
to the substrate. The FEA simulation results showed very good agreement with the measure data, 
which suggests FEA analysis as a valuable anchor design tool for future disk resonator designs. 

It is very possible that this new polydiamond recipe can eventually enable Q >30,000 at GHz 
frequencies, and work to demonstrate this continues. If achievable with adequately small motional 
impedance (which will take some work as elaborated in Chapter 3), a paradigm-shift in the design 
of next generation RF communication transceivers might be possible, such as described in [81], 
where channel-selecting RF filter banks enabled by Q’s this high remove all interferers from the 
signal directed to demodulation electronics, allowing realization of a fast, low power frequency 
gating spectrum analyzer that in turn enables true software-defined cognitive radio. 
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Chapter 5  

PASSBAND-CORRECTED HIGH REJECTION  

RF CHANNEL-SELECT MICROMECHANICAL  

VIBRATING DISK FILTERS 

This chapter introduces a 39nm-gap capacitive transducer, voltage-controlled frequency tun-
ing, and a stress relieving coupled array design that enables a 0.09% bandwidth 223.4-MHz chan-
nel-select filter with only 2.7dB of in-band insertion loss and 50dB of out-of-channel interferer 
rejection. This amount of rejection is more than 23dB better than a previous capacitive-gap trans-
duced filter design that did not benefit from sub-50nm gaps. It also comes in tandem with a 20dB 
shape factor of 2.7 realized by a hierarchical mechanical circuit design utilizing 206 resonant mi-
cromechanical circuit elements, all contained in an area footprint (sans bond pads) of only 
600μm×420μm. The key to such low insertion loss for this tiny percent bandwidth is Q’s >8,800 
supplied by polysilicon disk resonators employing for the first time capacitive transducer gaps 
small enough to generate coupling strengths on the order of (Cx/Co) ~0.1%, which is a 6.1× im-
provement over previous efforts. Defensive strategies built into the array-composite design hier-
archy counter process variations via electrical stiffness tuning, and alleviate stress by allocating 
displacement-buffer devices to increase filter performance and yield. This filter is the first demon-
strated that truly offers low insertion loss and high rejection channel-selection for ultra-low power 
communication front-ends targeted for autonomous sensor networks. 

5.1 Introduction 

The power consumption of a radio generally goes as the number and strength of the RF signals 
it must process [10]. In particular, a radio receiver would consume much less power if the signal 
presented to its electronics contained only the desired signal in a tiny percent bandwidth frequency 
channel, rather than the typical mix of signals containing unwanted energy outside the desired 
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channel that may be much stronger than the desired signal, e.g. by 70dB for the W-CDMA standard 
[3]. The more unwanted energy present, the higher the dynamic range required of the electronics, 
hence, the larger the power consumption. Unfortunately, a lack of filters capable of selecting single 
channel bandwidths at RF forces the front-ends of contemporary receivers to accept unwanted 
signals, and thus, to operate with sub-optimal efficiency. 

It is no surprise, then, that attempts to realize RF filters with percent bandwidths on the order 
of 0.1% sufficient to remove all interfering signals, leaving only energy in the desired RF channel, 
are abundant in the literature. Because the bandwidths of such RF channel-selecting filters are so 
small, and technologies capable of attaining the needed Q’s are generally not widely tunable, much 
of the research has focused on micro-scale filters that can assemble into banks of weakly tunable 
filters, cf. Figure 5.1, to cover a target communication band. 

 

Figure 5.1: (a) Direct conversion receiver architecture combined with an RF-channel select 
filter bank capable of eliminating in-band blockers directly at the RF front-end. (b) Cartoon 
description of the typical power spectrum received at the antenna. (c) On/off configuration 
of the filters in the RF channelizing filter bank that selects only the desired channels. 
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Because of its tiny size and ability to attain very high Q, many research approaches to RF 
channel-selection focus on MEMS technology. These studies employ various resonator technolo-
gies using piezoelectric [17][18][19][20], internal dielectric [21][22], and capacitive [23][24] ac-
tuation. Unfortunately, so far none of the explored approaches truly achieves the needed perfor-
mance, which demands not only small percent bandwidth, but also low passband insertion loss and 
high stop-band rejection. Several approaches explored thus far use resonators, e.g., based on pie-
zoelectric materials [17][18], that lack the needed Q to achieve low insertion loss in so small a 
percent bandwidth. For example, one attempt to use conventional attached-electrode piezoelectric 
resonators does achieve the needed 0.1% bandwidth, but only with excessive passband loss on the 
order of 15dB [17], which is clearly not permissible immediately after the antenna. 

On the other hand, approaches that attain sufficient Q’s on the order of 10,000, e.g., capacitive-
gap transduced resonators, so far do not possess enough electromechanical coupling to attain 50dB 
stop-band rejection at UHF. In particular, although the design of [23] achieves the needed 0.06% 
bandwidth with an insertion loss of only 2.5 dB, it does so with only 27dB of stop-band rejection. 
It also re-quires rather large termination impedances on the order of 1.5 kΩ that necessitate the use 
of inductors to resonate out shunt input and output capacitance. Finally, its yield of devices with 
adequately small passband ripple is quite low. 

 

Figure 5.2: The improved filter design of this work with indicated improvements over to 
the filter design presented in [23]; in the preferred bias and excitation configuration used 
to evaluate filter performance. 
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More recent work using a “capacitive-piezoelectric” transducer that combines capacitive and 

piezoelectric transduction to realize a resonator with simultaneous high Q and coupling [111] 
seems poised to eventually achieve RF channel-select filters with appropriate insertion loss and 
stop-band rejection characteristics. The work of [111]; however, demonstrates only a single-reso-
nator that provides only a 2-pole frequency shaping transfer function. Most RF front-ends require 
at least 4-pole shaping characteristics, so work is still needed to generate an appropriate filter re-
sponse. Perhaps most importantly, if one transducer technology alone—e.g., one of capacitive-gap 
or piezoelectric, but not both—can be shown sufficient to achieve the needed filter characteristic, 
then this would likely be the more cost effective approach. 

This chapter focuses on the degree to which capacitive-gap transduced micromechanical reso-
nators can achieve the aforementioned RF channel-selecting filters. It aims to first show theoreti-
cally that with appropriate scaling capacitive-gap transducers are strong enough to meet the needed 
coupling requirements; and second, to fully detail an architecture and design procedure needed to 
realize said filters. Finally, this chapter provides an actual experimentally demonstrated RF chan-
nel-select filter designed using the above procedures and confirming theoretical predictions. 

The overall micromechanical circuit design hierarchy used here builds upon micromechanical 
vibrating disk resonators presented in Chapter 2, and uses a combination of capacitive actuation 
gap scaling elaborated in Chapter 3, coupled array-composites [14], electrical stiffness tuning [15], 
[16], and fabrication process improvements to attain unprecedented RF channel-select perfor-
mance. It specifically modifies the design of [23] to that of Figure 5.2, which points out the major 
design changes. Now, smaller electrode-to-resonator gaps on the order of 39nm amplify the in-
put/output electromechanical coupling by more than 8.6×, which directly contributes to a larger 
stop-band rejection and removes the need for inductors. The new design also introduces additional 
electrodes around disks specifically tasked for frequency tuning to-wards higher device yield; as 
well as carefully designed electrode-less buffer devices that alleviate post-fabrication stress, 
thereby also contributing to higher yield.  

Combined, these design changes yield a 223.4-MHz two-resonator filter that employs 206 res-
onant micromechanical elements to realize a channel-selecting 0.09%-bandwidth while achieving 
only 2.7dB of in-band insertion loss together with 50dB of out-of-channel stop-band rejection. 
This amount of rejection is more than 23dB better than that of [23] and comes in tandem with a 
20dB shape factor of 2.7 commensurate with its use of two array-composite resonators. 

But again, we start with filter theory and design specifications. 
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5.2 Filter Design Specifications 

Figure 5.3 presents the transmission response of a third-order bandpass filter and identifies 
important performance metrics [25], including insertion loss, stopband rejection, passband ripple, 
group delay ripple, and 20dB shape factor. A common way to achieve filter characteristics as in 
Figure 5.3 is to link multiple two-pole resonators together by coupling elements of some form, as 
shown in Figure 5.4(a) [26]. Figure 5.4(b) presents one possible implementation that employs se-
ries LCR resonator tanks coupled by shunt capacitors to mimic the structure of (a). Here, the res-

 

Figure 5.3: Schematic description of (a) transmission amplitude, (b) 3dB passband zoomed, 
and (c) group delay response metrics used to specify a bandpass filter. 
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onators realize bandpass biquad transfer functions that when coupled by the shunt capacitors as-
semble into a frequency response as shown in Figure 5.4(c), where three mode peaks ensue, sepa-
rated by frequency spans governed by coupling strength. Termination of the filter by resistors RQ 
then effectively loads the resonators, loading their Q’s and widening their responses so that they 
add constructively in the passband to form the flat response of Figure 5.4(d). Phasing of resonator 
currents also induces subtraction of their responses outside the passband, thereby providing rejec-
tion in the stopband. 

The desired filter amplitude response, cf. Figure 5.3(a), minimizes the passband insertion loss, 
ripple, and the filter shape factor, the latter defined here by the ratio of the 20dB bandwidth to the 
3dB bandwidth; and maximizes the stopband rejection. The group delay characteristic [25] illus-
trated in Figure 5.3(c) is a measure of the degree to which the filter phase response deviates from 
the ideal linear-phase response. Not only must the group delay be below a certain threshold, its 
ripple must also be small. As a consequence, in the plot of Figure 5.3(c), only the region of filter 
bandwidth indicated between the large group delay peaks is actually usable. Note that Chebyshev 
and Elliptic type filters display a rippled group delay over the passband as seen in Fig. 3(c), 
whereas Bessel type filters achieve maximally flat group delay at the expense of increased shape 
factor [25]. 

It should be noted that the smaller the percent bandwidth of the filter, the larger the group delay 
in the usable bandwidth region. Thus, at first glance, it might seem that the 0.1%-bandwidth RF 
channel-select filters targeted by this work are not usable in a practical application, since they will 
have larger group delay than the 3%-bandwidth filters typically used in wireless handsets. Such 
worries, however, are unfounded, since smaller bandwidth signals can withstand larger group de-
lay. In brief, the important thing is that the bit period-to-group delay ratio be above a certain thresh-
old. The smaller the bandwidth of signal, the larger its bit period, hence the larger the permissible 
group delay. 

Group delay is determined primarily by the filter type, i.e., Chebyshev, Butterworth, etc., and 
bandwidth. Although filter type also governs passband insertion loss IL and stopband rejection, 
these very important metrics also depend heavily on the performance of the resonators constituting 
the filter, particularly their quality factor Q and their input/output transducer coupling, the latter 
gauged by the (Cx/Co) ratios of the end resonators in Figure 5.4(b). In brief, sufficient Q is needed 
for low filter insertion loss; and sufficient electromechanical coupling for proper termination of 
the filter with minimal passband distortion and large stopband rejection. 

5.3 Needed Q and Coupling 

Whether or not high resonator Q, strong transducer coupling (Cx/Co), or a simultaneous com-
bination of both, are needed, depends largely on the percent bandwidth of the filter to be realized. 
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In particular, the small percent bandwidth filters needed for the aforementioned RF channel-selec-
tion application require resonators with large Q to avoid excessive insertion loss, but do not require 
large (Cx/Co). 

5.3.1 Needed Quality Factor 

The insertion loss of a front-end filter is perhaps its most important performance metric. In-
deed, the positioning of this filter directly after the antenna and before the amplifier, cf. Figure 5.1, 
means that its loss cannot be attenuated by amplifier gain. As a result, the filter IL ends up adding 
directly to the receiver noise figure, so often has the greatest impact on overall receiver sensitivity. 

The insertion loss of any coupled-resonator filter is  primarily determined by the ratio of con-
stituent resonator Q to overall filter quality factor Qf [26], or 

 

Figure 5.4: (a) Schematic description of general implementation topology of a band-pass 
filter consisting of a chain of discrete resonator tanks linked with coupling elements. (b) 
Electrical equivalent circuit representation of the generic filter network with LCR tanks 
representing the resonator elements and shunt capacitors modeling the coupling between 
adjacent resonators. (c) The three mode peaks that ensue from the coupled high Q resona-
tors. (d) Terminated filter response after Q-control with termination resistors RQ. 
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Qq
Q

   (5.1) 

where Qf takes the form 

 o
f

fQ
B

   (5.2) 

where fo and B are filter center frequency and 3dB bandwidth, respectively. The filter type and 
order set the minimum qo required to achieve a desired IL. Here, filter cookbooks [26] readily 
provide qo values for various filter types and insertion losses. For example, the minimum qo re-
quired for less than 2 dB IL for a 2nd order Chebyshev filter is 9.7; it increases to 18.6 and 31.1 for 
third and fourth order filters, respectively [26]. Note that the relation between the quantity set by 
(5.1) and the filter IL is independent of the resonator technology used to implement the filter. 

From (5.1), the higher the filter Qf, the narrower the fractional bandwidth, and the higher the 
constituent resonator Q needed to maintain low insertion loss. Thus, high resonator Q becomes 
especially important for the small percent bandwidth RF channel-selecting filter targeted, here—
much more so than a conventional 3% band-select filter used in today’s wireless handsets. 

Figure 5.5 illustrates the Q dependency by comparing simulated frequency responses of a 
three-resonator, 0.5dB-ripple, Chebyshev filter operating at 433 MHz for band-select and channel-
select cases with 3% and 0.1% fraction-al bandwidths, respectively, with varying constituent res-
onator Q’s. Here, large resonator Q clearly minimizes insertion loss, regardless of the percent 
bandwidth. However, to achieve the same insertion loss, a filter with a smaller per-cent bandwidth 
requires resonators with larger Q than one with a large percent bandwidth. For example, the filter 

 

Figure 5.5: Simulated frequency characteristics for the 433-MHz three-resonator filter with 
varying constituent resonator Q’s, illustrating how resonator Q governs the insertion loss 
of a filter. (b) For an insertion loss less than 2dB, resonator Q’s must be larger than 590 for 
a 3% bandwidth filter. (c) When the filter bandwidth shrinks to 0.1%, even higher resonator 
Q >17,500, is needed. 
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with 3% 3dB-bandwidth shown in Figure 5.5(a) requires resonator Q’s of 590 to achieve an inser-
tion loss of 2dB. However, when the bandwidth shrinks to the 0.1% required for RF channel-
selection (at 433MHz with a 433kHz bandwidth), the required Q for 2 dB insertion loss increases 
to 17,500 as shown in Figure 5.5(b). The requirement becomes more stringent as frequencies in-
crease or bandwidths decrease. For example, a 30-kHz bandwidth at 433MHz corresponds to a 
percent bandwidth of 0.007%, for which Q the required for less than 2dB insertion loss rises to 
240,000. They become less stringent as the filter order reduces. For example, a second order ver-
sion of the 0.1%-bandwidth, 433-MHz filter requires resonator Q’s of only 9,600 to achieve less 
than 2dB of insertion loss. 

5.3.2 Needed Electromechanical Coupling Strength 

The electromechanical coupling requirement is related to proper impedance termination of a 
given filter. In particular, the flat passbands shown in Figure 5.3(b) and Figure 5.4(d) are achieved 
via termination resistors RQ’s that load both input and output ports, as shown in Figure 5.4(a). 
Here, the RQ’s essentially load the Q’s of the filter end resonators, smoothing out the passband 
ripple in the process. If the filter had no shunt capacitance Co at its input and output, then the value 
of RQ can be as large or small as needed, with no limit. 

The presence of Co, however, places an upper limit on the value of RQ. In an actual physical 
realization, load capacitance CL from leads or other electrically connected structures to the sub-
strate joins Co to further limit RQ. In particular, RQ1 and (Co1+CL) combine to form a low pass filter 
(LPF) that greatly attenuates and distorts the filter response if its cut-off frequency is below the 
filter center frequency fo, such as depicted by curve (i) in  Figure 5.6(a), which distorts the filter 

 

Figure 5.6: Simulations illustrating the degree to which low-pass filtering by shunt parasitic 
capacitance impacts passband flatness for a three-resonator filter, cf. Figure 5.3, operating 
at center frequency fo = 433 MHz. Here, the filter response curves in (b) correspond to the 
parasitic low-pass filter cases in (a), for which (i) fFOM = 0.5 fo. (ii) fFOM = 2.5 fo. and (iii) 
fFOM = 5 fo. 
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passband as shown in Figure 5.6(b). Here, the low pass cut-off frequency is labeled fFOM to em-
phasize its role as a figure of merit for a given resonator/filter design, where the higher its value, 
the less pass-band distortion incurred. Even if fFOM is higher than the filter’s center frequency, cf. 
curve (ii) with simulated response in Figure 5.6(b), phase shift from the LPF can still generate 
significant passband distortion that may or may not be acceptable, depending upon the application. 
Thus, it is not enough for fFOM to just be higher than fo. As a rule of thumb, for the case of a three-
resonator Chebyshev BPF, the amount of passband distortion introduced by the parasitic LPF is 
generally acceptable when fFOM is more than 2.5 times the BPF center frequency, as shown in curve 
(ii). 

For the case where Co dominates over CL, the quantity (Cx/Co) becomes a very convenient 
figure of merit for comparison of electromechanically transduced resonators to be used in a filter. 
In this case, a rule of thumb to avoid passband distortion upon proper termination stipulates that 
the transducer coupling at the input and output resonators of a given filter should satisfy 

  x o BWC C P    (5.3) 

where PBW is the percent bandwidth of the filter; and ξ is 2.5 for a low insertion loss 3-resonator 
Chebyshev filter, and ~6 for a 3-resonator linear phase filter. 

Figure 5.7 illustrates the dependence of passband distortion on (Cx/Co) by plotting simulated 
responses for (a) a 3% bandwidth and (b) a 0.1% bandwidth 3-resonator Chebyshev filter with 
0.5dB designed ripple for varying values of transducer (Cx/Co). As shown, the passband of the 
filter in Figure 5.7(a) remains relatively undistorted until the transducer (Cx/Co) drops to below 
7.5%, at which point an amount of extra ripple equal to the original 0.5dB ripple superimposes 
atop the passband for a total of 1dB ripple. On the other hand, the passband ripple of the 0.1% 
bandwidth filter of Figure 5.7(b) worsens to 1dB when (Cx/Co) drops to a much smaller 0.25%. 
Note that the passband distortions for both filters conform to the guideline of (5.3). 

 

Figure 5.7: Simulated plots of responses for (a) a 3% bandwidth and (b) a 0.1% bandwidth 
3-resonator Chebyshev filter with 0.5dB designed ripple for varying values of transducer 
(Cx/Co). Here, the simulations assume resonator Q’s of 2,500 in (a), and 50,000 in (b). 
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From Figure 5.7, the smaller the percent bandwidth, the smaller the needed (Cx/Co). In partic-
ular, for the 0.1% bandwidth often required for RF channel-selection, (Cx/Co) need only be 
~0.25%. It is important to note that the needs of a 0.1% RF channel-select filter differ significantly 
from those of conventional 3% band-select filters used in today’s handsets. In particular, conven-
tional 3% filters put a premium on strong coupling, where (Cx/Co) ~7% is often needed, and not 
so much on Q, for which 500 is often acceptable as in Figure 5.5(a). On the other hand, a 0.1% RF 
channel-select filter places a high premium on Q, which must often be greater than 10,000, and 
not so much on (Cx/Co), for which values on the order of only 0.25% are acceptable. 

5.4 Simplified Description of the Vibrating Disk Filter Operation 

The mechanical filter of this work is much like the filter of Figure 5.3(b), except that instead 
of LCR tanks constrained to Q’s below 100, it uses mechanically coupled arrays of vibrating mi-
cromechanical resonators [101] capable of achieving Q’s exceeding 10,000. As shown in Figure 
5.8(a), each such resonator comprises an electrically conductive disk surrounded by electrodes 

 

Figure 5.8: Pictorial summary for a micromechanical disk resonator with two in-put/output 
ports and a resonator body port. (a) Layout view. (b) Perspective view (c) Cross-section 
view. (d) Radial-contour mode shape. 
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spaced by small gap spacing do from its perimeter, and supported at its center by a stem post, as 
described in Figure 5.8(c). 

To operate the disk, a dc-bias voltage VP is applied to its conductive structure (via terminal 3) 
and ac voltages vi = Vi cos(2πft) are applied at each of its electrodes. The combinations of DC and 
AC voltages applied across each electrode-to-resonator gap generate forces on the disk structure 
at frequency f that then actuate the disk into vibration with amplitude governed by its high Q force-
to-velocity band-pass biquad transfer function. In particular, when f matches the disk resonance 
frequency fo, the disk responds by vibrating with a large resonance amplitude in the radial-contour 
mode shape depicted in Figure 5.8(d), where the disk expands and contracts around its circumfer-
ence in a motion reminiscent of breathing. Vibration of the disk gives rise to time-varying capac-
itors at each electrode-to-resonator interface. Since these capacitors have DC bias voltages across 
them, they generate currents given by 

o Pi V dC dt   that then serve as outputs. 

Unfortunately, the tiny size of a single disk relegates it to high impedance. For example, a 
6.3μm-radius 433-MHz disk with 100nm electrode-to-resonator gaps and a DC-bias voltage of 15 
V posts a motional resistance Rx of 71.8 kΩ, which is much too large to match to other system 
components, e.g., the antenna. To remedy this, the design this work employs not one, but several 
disks with combined inputs and outputs that generate input and output currents larger than that of 
a single device by a factor equal to the number of disks used. In effect, an array of N disks generates 
N× greater output current for the same input voltage amplitude, effectively reducing the overall 
impedance by N×. 

 

Figure 5.9: (a) Schematic description of a mechanically coupled two-resonator filter. 
Equivalent circuit models for the (b) lower frequency out-of-phase, and (c) higher fre-
quency in-phase filter mode shapes. (d) Motional current spectra for the uncoupled vibrat-
ing disk, and the lower and higher frequency filter modes. 
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Ignoring the arraying for now (for simplicity), Figure 5.9 presents a simplified two-resonator 

version a micromechanical disk filter for the purposes of explaining its operation. Here, the two 
disks coupled by a single quarter-wavelength extensional mode beam are identical in all respects, 
i.e., they have the same resonance frequency. From a mechanical perspective, mechanical coupling 
of the two resonators creates a two degree of freedom mechanical system that effectively splits the 
originally identical resonance frequencies of the disks apart into two mode frequencies, i.e., eigen-
states, that now define the passband of the filter response. The two modes can be characterized as 
out-of-phase, where the two resonators vibrate with opposite phase, i.e., one expanding while the 
other contracts at a given instant, cf. Figure 5.9(b); and in-phase, where the disks expand and 
contract in unison, cf. Figure 5.9(c). 

The mechanism by which the quarter-wavelength coupling beam splits frequencies is perhaps 
best described via the electrical equivalent circuit for this system, shown in Figure 5.9 [46]. Here, 
LCR tanks model each disk resonator, while a T-network of capacitors models the quarter-wave-
length coupling beam, essentially treating it as an acoustic transmission line. As shown in [46], the 
values of the Lx, Cx, and Rx elements in the LCR’s are derived directly from the values of mass, 
stiffness, and damping of the actual resonators. 

In the lower frequency out-of-phase mode described in Figure 5.9(b) the coupling spring ex-
periences no strain, since the adjacent disk edges displace in opposite radial directions. This means 
the current into the leftmost (input) disk at resonance, given by 

 i
x

x

vi
R

   (5.4) 

is positive; and the current going into the rightmost (output) disk is negative, i.e., current flows out 
of the disk into the output electrode. Thus, current flows through the device, from input to output. 
This means the motional cur-rents indicated as ix1 and ix2 in the electrical equivalent circuit flow 
in the same clockwise directions around their respective meshes. They thus cancel in the shunt 
capacitor Cc, which means the voltage drop across the shunt arm of the coupling beam T-network 
equals zero. This then yields the half circuit for the system shown in Figure 5.9(b), where a capac-
itor of value –Cc adds in series to the motional Cx of the mechanical resonator, lowering the mesh 
frequency from that of the original resonator down to the lower mode frequency fL given by 

 1 1 1 1
2L

x x c

f
L C C

 
  

 
  (5.5) 

In the higher frequency in-phase mode, where both disks vibrate in unison, the coupling spring 
now experiences strain. This adds stiffness to the system, raising its frequency over that of the 
original resonators. From the electrical equivalent circuit perspective, the motional currents ix1 and 
ix2 in each resonator tank now flow in opposite directions around their respective meshes, which 
means they add in the shunt Cc arm of the T-network. Each mesh thus absorbs half of the shunt Cc 
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to yield the overall half circuit shown in Figure 5.9(c), where now a positive Cc adds in series to 
the motional capacitance Cx. This raises the mesh frequency to 

 1 1 1 1
2H

x x c

f
L C C

 
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 
  (5.6) 

Figure 5.9(d) plots the motional current amplitude spectrum for an uncoupled individual con-
stituent disk resonating at frequency fo alongside the coupled out-of- and in-phase mode frequen-
cies at fo-Bsep/2 and fo+Bsep/2, respectively, where Bsep = fH - fL is the frequency span that separates 
the modes. The out-of-phase and in-phase resonance transfer functions illustrated in Figure 5.9(d) 
correspond to the orthogonal eigenvectors of the coupled two-resonator system shown in Figure 
5.9(a). Thus, the sum of these transfer functions generates the overall filter transfer function, as 
illustrated in Figure 5.10(b). Note that the relative phase between these modes plays a crucial role 
in shaping the overall filter response. In particular, the out-of-phase and in-phase modes have the 
same phase between the mode peaks, so add constructively within the filter passband to form a 
flatter response in this region. Outside the peaks, their phases differ by 180o, which means they 

 

Figure 5.10: (a) Mechanically coupled two-resonator filter with termination resistors RQ 
added for Q-control. (b) Addition of in-phase and out-phase mode shape transfer functions 
to create the unterminated filter response. (c) Terminated filter response after Q-control 
with termination resistors RQ. 
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subtract outside the passband, yielding a steeper roll-off to the stopband and a higher overall stop-
band rejection. 

However, as shown in Figure 5.10(a), addition in the pass-band will not yield a flat passband 
if the Q’s of the constituent resonators are too high. Indeed, to permit a flat passband, the signal 
power of each mode spectrum at the frequency directly between the peaks must be approximately 
equal to half that at the peaks themselves. This is where the termination impedances shown in 
Figure 5.3 and again in Figure 5.10 become important. These termination resistors RQ load the Q’s 
of the resonators, broadening their peaks and effectively raising their power levels at frequencies 
away from resonance. To attain half power between the peaks, the resonator Q’s must be reduced 
to approximately that of the filter, or 

 1x
n f Q X

x Q n f

R Qq Q Q R R
R R q Q

   
            

  (5.7) 

where qn is a modification factor that depends upon the filter order and type, i.e.,. Chebyshev, 
Butterworth, and that can be found in filter cookbooks [26]. Upon inclusion of termination resistors 
RQ, the flattened passband response in Figure 5.10(c) ensues. It should be noted that the RQ’s are 
out-side the filter structure, so their loading of the resonator Q’s does not affect the insertion loss 
of the filter. The insertion loss for this two-resonator filter is in fact given by 

 Q x

Q n f

R R QIL
R Q q Q


 


  (5.8) 

From Figure 5.10(c), it is clear that with quarter-wavelength coupling the center frequency of 
the Figure 5.10 filter equals the (common) frequency of its constituent resonators; and its 3dB 
bandwidth is a bit more than the total separation Bsep afforded by the coupler strength, captured by 
the value of Cc. Using (5.5) and (5.6), the mode peak separation takes the form 

 x c
sep o o

c m

C kB f f
C k

    (5.9) 

where the last form recognizes that Cx and Cc are proportional to the inverse dynamic stiffnesses 
km and kc of the coupled resonators [46]. Since filter bandwidth is usually defined as the 3dB band-
width, a modification factor kij applied to (5.9) yields the more common form 

 c
o

m ij

kB f
k k

   (5.10) 

where B is the 3dB bandwidth, and kij refers to the modification factor needed for the coupler 
between the ith and jth resonators in a multi-resonator filter. kij values are widely tabulated in filter 
cookbooks [26] for a variety of filter types and orders. 
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5.5 Actual Filter Structure and Operation 

Although the actual filter that will be experimentally demonstrated in Chapter 6 essentially 
operates as described in the previous section, its overall structure is substantially more compli-
cated, mainly in the interest of maximizing performance. Again, Figure 5.2 presents the perspec-
tive-view schematic of the entire mechanical filter circuit in a preferred differential input/output 
configuration, showing all applied voltages and termination impedances, and pointing out key dif-
ferences with the previous one of [23] that allow the present design to achieve much improved 
performance. As Figure 5.2 shows, the filter comprises 96 disks mechanically coupled by 110 
beams. Many of the disks are surrounded by electrodes spaced only 39nm from their edge side-
walls to serve as either input/output or mechanisms for frequency tuning. Array composite reso-
nators are clearly discernable, and their use represents a first level of hierarchy in an overall hier-
archical design reminiscent of those used in complex VLSI transistor circuits, but here used to 
achieve a complex MSI mechanical filter circuit. There are in fact four levels of hierarchy: 

1st Level:  Radial-Contour Mode Disk Resonator  

The polysilicon contour mode disk resonator depicted in Figure 5.8 and described in Section 
2.2 comprises the unit element and 1st level of hierarchy in the mechanical circuit. In Figure 5.2, 
all disks are h=3μm-thick with R=12.1μm radii, so share a common radial-contour mode resonance 
frequency that sets the center frequency of the overall filter. 

2nd Level: Disk Array-Composite 

To reduce termination impedance and raise stiffness to facilitate small bandwidth, four array-
composites of half-wavelength coupled disks make up the 2nd level of hierarchy. Each combines 
and raises currents, thereby reducing motional resistance, hence, filter termination impedance. 

3rd Level: Differential Array-Composite 

To enable differential I/O, a 3rd level of hierarchy couples pairs of array-composites via full-
wavelength beams. This forces them to vibrate 180° out-of-phase, thereby enabling differential 
mode operation that cancels feedthrough to enable large stopband rejection. 

4th Level: Coupled Resonator Filter 

A 4th level of hierarchy couples the differential blocks via quarter-wavelength beams that split 
their resonances, generating the desired passband and promoting signal sub-traction in the stop-
band that increases rejection. 

To operate the filter, a DC voltage VP is applied to the conductive structure to amplify forces 
and electrical outputs, and differential electrical inputs are applied through termination impedances 
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(governed by design) to the left-hand terminals. These electrical signals are converted to mechan-
ical (e.g., velocity) signals that are processed mechanically by the frequency response of the struc-
ture and then converted back to electrical signals at the outputs. 

Table 5-I: Filter Design Equations and Procedure Summary. 

Given the following parame-
ters: 
Design goals: fo, B, RQ, wc,min 
Filter type specifications: qi, 
kij, c 
Resonator & material proper-
ties: Q, E, ρ, κmat, σf,Single  
 
Find: R, N, Nioe, Nt, do, VP, 
VTune, λ, wc, h. 
 
1. Solve (5.11) for the disk 

radius R for the given fil-
ter center frequency fo. 

2. Choose resonator mate-
rial thickness h. 

3. Determine the minimum 
array size achievable 
with the critical beam di-
mension wc,min that meets 
the desired filter band-
width B specification us-
ing (5.12). 

4. Solve (5.13)-(5.14) sim-
ultaneously for do and VP 
to meet the desired filter 
termination value RQ 
while achieving suffi-
cient Cx/Co. 

5. Solve (5.15) for the suffi-
cient number of tuning 
electrodes Nt and tuning 
voltage VTune to correct 
the expected single reso-
nator frequency deviation 
σf,Single. 

6. Determine the acoustic 
wavelength λ by (5.16) 
for the λ/4 filter, λ/2 ar-
ray-composite, and λ dif-
ferential couplers. 

7. Solve (5.17) for the λ/4 
filter coupling beam 
width wc that realizes the 
desired bandwidth B. 

8. Use (5.18)-(5.21) to cal-
culate all needed compo-
nent values to simulate 
the filter response using 
the filter electrical equiv-
alent circuit. 
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5.6 Detailed Filter Design 

Given the design hierarchy from the previous section, a sensible design procedure now 
emerges: 

1) Design the fundamental micromechanical radial-contour mode disk building block to res-
onate at the filter center frequency fo with the needed Q and coupling strength (Cx/Co) with 
given values of dc-bias VP and electrode-to-resonator gap spacing do. 

2) Assemble disks into array-composites to achieve a specific termination resistance RQ, lin-
earity spec, and bandwidth. Here, the array size N is key to maintaining practically realiz-
able filter coupling beam dimensions for the chosen filter bandwidth B. 

3) Design quarter-wavelength filter coupling beams that yield the desired filter passband. 
4) Convert the design from single-ended to differential. 
5) Simulate the filter electrical equivalent circuit and verify satisfactory operation in the elec-

trical domain. 

Table 5-I captures this design procedure and provides a preview of the relevant governing 
equations. The remainder of this chapter now expands on the detailed procedures and formulations 
needed to completely execute each stage of the design process. 

 

Figure 5.11: Schematic description of a λ/2 coupled array-composite resonator with dedi-
cated tuning electrodes and outer buffers disk-resonators for defensive design against in-
plane structural film stress. 
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5.7 Radial Contour-Mode Disk Design 

The radial-contour mode disk used in this work offers an excellent combination of high Q, 
reasonable coupling (when small gaps are used), and perhaps equally important, mechanical circuit 
design flexibility. The last of these derives from the fact that a lateral mode disk like that shown 
in Figure 5.8(d) is isotropic around its circumference, i.e., it ideally presents the same loading or 
response at any point on its outside edges. This means that radial beams can attach and couple to 
a given disk at any angle and still elicit the same response. Such coupling flexibility is quite wel-
come when complex coupling geometries are required, like the array of Figure 5.11. 

The literature is abundant with capacitively-transduced radial-contour mode disk resonators 
capable of Q’s greater than  29,300 at 153-MHz in polysilicon structural material [110], and greater 
than 55,000 at 497 MHz in polydiamond [30]. Thus, from the perspective of achievable frequency 
and Q, the chosen disk resonator design seems adequate for RF channel-selection, at least for the 
example shown in Figure 5.5. 

From the perspective of electromechanical transducer coupling strength, however, the disk 
resonators so far re-ported in the literature have been lacking. For example, the 153-MHz polysil-
icon disk of [110] posted a (Cx/Co) of only 0.0003%, while the higher frequency 497-MHz was 
even poorer, on the order of only 0.00005%. Section 5.3.2 mentioned that (Cx/Co) need not be large 

 

Figure 5.12: Negative capacitance small-signal AC equivalent circuit for a two-port capac-
itive gap transduced micromechanical resonator, such as that of Figure 5.8, when operating 
in the radial-contour mode 
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for RF channel-selection, but these values are abysmal. If disk resonators are to be useful, their 
design must allow several orders of magnitude improvement in these numbers. 

Fortunately, the literature provides comprehensive and experimentally confirmed models for 
radial-contour mode disk resonators that allow accurate prediction of design-driven performance 
improvements. Section 2.2 of this dissertation and Table 2-I already summarized the equivalent 
circuit, c.f. Figure 5.12, and expressions for elements, respectively, which details the most recent 
radial-contour mode disk model using a negative capacitance concept. Using formulations from 
Section 2.2, the electromechanical coupling factor for a radial-contour mode disk takes the form 
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where VP is the dc-bias applied between the disk resonator and the surrounding electrodes, do is 
the capacitive actuation gap spacing, εo is the permittivity of vacuum, R is the disk radius, θov is 
the angular overlap between the electrode and the disk in radians, and E is the Young’s modulus 
of the resonator structural material. Figure 5.8 schematically illustrates these design variables. χ is 
a constant that relates the static mass Mtot of the disk to its dynamic mass mm as 

 2
m totm M R h     (5.23) 

where ρ is the resonator structural material density. χ can be derived by consideration of the total 
kinetic energy of the resonant disk structure and its radial velocity at the disk edges; and equals χ 
= 0.763, 0.967, 0.987 for a disk operating in its first, second, and third radial-contour modes, re-
spectively [28]. 

Since (5.23) depends on disk radius R, it is a function of disk resonance frequency fnom that 
derives from the simultaneous solution of 
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and 
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where σ and is the Poisson ratio of the structural material. Although the solution of (5.24)-(5.25) 
as described provides an accurate value for the resonance frequency of the con-tour mode, it does 
not readily impart design insight. To provide better insight to variable dependencies, rearrange-
ment and simplification of (5.24)-(5.25) yields the closed form 
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where Kmat is a dimensionless frequency parameter that depends upon the structural material and 
is independent of radius. For polysilicon Kmat = 0.654. Solving for R and then inserting into (5.22) 
yields the expression for electro-mechanical coupling as a function of resonance frequency 
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From (5.27), a reduction in electrode-to-resonator gap spacing do is clearly the most effective 
approach to raising (Cx/Co), given the third power dependence. In fact, reducing do from the 80 nm 
used for the 163-MHz disk of [23] to 48nm would result in a (Cx/Co) equal to 0.1% for a 14V dc-
bias voltage—a 4.6 times increase that makes possible a 0.1%-bandwidth two-resonator filter at 
this frequency. At higher frequency, the dependence on radius shown in (5.22) reduces the efficacy 
of gap scaling, but certainly does not negate it. In particular, for the 1.2 GHz disk of [30] a smaller 
gap of 18.5 nm would be needed to achieve a (Cx/Co) of 0.1% for a 15V dc-bias voltage that would 
permit a 0.1%-bandwidth two-resonator filter. This gap is small, but not unreasonable for existing 
nanofabrication technologies. 

Figure 5.13 plots (Cx/Co) versus gap spacings below 100nm for radial-contour mode disks at 
various frequencies and dc-bias voltages. Interestingly, capacitive-gap transducers with gaps be-
low 10 nm have potential to achieve (Cx/Co) > 10% at usable RF frequencies. Electromechanical 
coupling this high is actually not unheard of for capacitive-gap transducers. For example, the 
clamped-clamped beam resonators used in the HF filter of [31] posted (Cx/Co)’s on the order of 
14.8% at VP = 35V. 

It should be mentioned that adequate (Cx/Co) does not guarantee an impedance match with the 
stages before and after the eventual filter using a given disk resonator. Unfortunately, the tiny size 
of a single disk relegates it to high impedance. Taking the example of a two-resonator Chebyshev 

 

Figure 5.13: Simulated plot of Cx/Co for a polysilicon contour mode disk resonator with 
fully surrounding electrodes plotted as a function of the electrode-to-resonator gap spacing 
for four different bias voltages operating at (a) 433 MHz, and (b) 1.2 GHz. 
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filter with qn = 1.9497 [26] and Q/Qf = 9.5 for less than 2dB insertion loss, (5.7) predicts that a 
match to a 50Ω RQ termination requires a motional resistance Rx of 12.9 kΩ; and a match to 200Ω 
requires that Rx be 51 kΩ. In this regard, the 163-MHz disk of the previous paragraph has an Rx of 
11.8 kΩ for Q = 10,500, h = 3 μm, do = 80nm, and VP = 14V as reported in [23]; while that of the 
1.2-GHz disk [30] is 87.8 kΩ for Q = 12,050, do = 90nm, h = 3 μm, and VP = 20 V; both too large 
for a match to either 50Ω or 200Ω. 

The solution: Arraying to further lower Rx. 

5.8 Disk Array-Composite Design 

Section 5.5 and Figure 5.2 described the strategy and utility of arraying N disk resonators to 
attain a combined output current N times larger than that of a single resonator for the same input 
voltage, i.e., a motional resistance N times smaller. Of course, the currents of the devices in an 

 

Figure 5.14: (a) Schematic view of a λ/2 array coupling beam, and its acoustic transmission 
equivalent representation with acoustic impedance Zo and electrical length βlc = π. (b) 
ABCD matrix representation for the acoustic transmission line formed by the λ/2 beam. (c) 
Electrical equivalent circuit representation of the λ/2 beam. 
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array sum constructively only if all devices vibrate in phase and at the same frequency. To insure 
this, as depicted in Figure 5.11, the disks in the array are mechanically coupled by half-wavelength 
beams that effectively transform the array into a single multi-resonator composite device in which 
all constituent disks vibrate in unison at one mode frequency. Here, the use of half-wavelength 
coupling links ideally selects one desired mode and rejects all other possible modes. The result: 
An array-composite resonator with substantially lower impedance and greater power handling than 
a single one of its constituents. 

The action of the half-wavelength extensional-mode coupling beams is perhaps best under-
stood by closer inspection of the beam itself, depicted in Figure 5.14, and its defining chain matrix, 
which relates the force F and the velocity Ṙ on both ends of the beam (cf. Figure 5.14(a)), taking 
the form [27] 
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where Zo and β, are the characteristic acoustic impedance and propagation constant, respectively, 
defined in terms of beam thickness h, beam width wc, beam length lc, and material properties E 
and ρ as 

 

Figure 5.15: Finite element modal analysis result for a 3×5 disk resonator array coupled 
with (a) ideal λ/2 length beams, and (b) non-ideal 0.6λ length beams with process varia-
tions. The color map legend indicates local mode shape displacement with arbitrary units. 
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where vp is the acoustic velocity. 

Considering the beam as a mechanical transmission line with acoustic wavelength λ at the 
desired vibration mode frequency defined as 
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and setting the coupling beam length to half-wavelength, βlc = βλ/2 = π in (5.28), which then yields 
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Equation (5.31) states that half-wavelength coupling enforces equal force and displacement 
amplitudes with opposite phases at the coupling beam ends. In other words, it forces the disks 
attached at the ends of the extensional coupling to vibrate in unison, i.e., with the same phase. 
From Figure 5.9 and the discussion of Section 5.4, this means it forces the highest frequency mode 
and rejects all other modes. Ideally, the in-phase mode would be the only one permissible under 
half-wavelength coupling. Figure 5.15(a) presents the FEA-simulated mode shape for a 5×3 half-
wavelength-coupled array showing identical contour-mode shapes for all resonators. 

To lend more insight into the action of the half-wavelength beams, Figure 5.14(a) presents a 
schematic view of the λ/2 coupling beam and its acoustic transmission line equivalent model for 
which (5.31) governs the force-to-displacement transfer function at the beam ends. Here, the direct 
electromechanical analogy [112] models the force and displacement applied on the ends of the 
beam as the voltages and currents, respectively, across the ports of the transmission line. It is im-
portant to note that the width of the λ/2 beam does not affect its network properties defined by 
(5.31). Thus, the width of the λ/2 couplers typically equals the minimum achievable critical di-
mension of the fabrication technology. A wider beam width would still mathematically satisfy 
(5.31), but would risk perturbing the vibration mode shape of the adjacent connected disks. 

To provide a more visual circuit model, Figure 5.14(b) equates the λ/2 beam to a two-port 
network using the ABCD matrix of (5.31), which then further simplifies to the electrical equivalent 
circuit of Figure 5.14(c). This cross-coupled circuit clearly shows that the λ/2 beam acts to invert 
the phase of the motions at its ends, consistent with the previous discussion. 
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5.8.1 Array-Composite Equivalent Circuit 

The electrical equivalent circuit for the λ/2-coupled two-disk array-composite of Figure 5.16(a) 
results via simple combination of the electrical equivalent circuit representations of the λ/2 beam 
presented in Figure 5.14(c) and the circuit model of a single disk resonator presented in Figure 
5.12. Figure 5.16(b) does just this. Redrawing the circuit then yields the visually simpler version 
of Figure 5.16(c) that better elucidates the series and parallel connected components. Here, it is no 
surprise that the core lcr elements modeling the vibrating disks cascade in series, since λ/2-cou-
pling forces the disks to vibrate in-phase with identical mode shapes. As a con-sequence, their 
dynamic stiffnesses, masses, and damping losses add linearly. Similarly, since the electrodes mod-
eled by the transformers are in parallel, the forces exerted by the electrodes add cumulatively to 
generate a total combined force Nioe times larger than that of a single electrode, where Nioe is the 
number of driven input/output electrodes, each fully surrounding a disk. 

 

Figure 5.16: (a) Schematic view a two-resonator network coupled with a half-wavelength 
beam. (b) Electrical equivalent circuit representation of the two-resonator array-composite 
that combines the circuits presented in Figure 5.12 and Figure 5.14(c); and (c) the same 
circuit after re-drawing the element connections to identify the series and parallel con-
nected sections. 
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Given these, the total effective equivalent circuit for an N-resonator λ/2-coupled array-compo-

site becomes that presented in Figure 5.11, where expressions for the elements and turns ratio now 
take on the following forms: 
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where ηeA is the electromechanical coupling coefficient at the array-composites input-output elec-
trode. Similarly, rxA, lxA, and cxA represent the core-lcr values that model the equivalent damping, 
dynamic mass, and inverse dynamic stiffness of the array-composite, respectively. 

5.8.2 Array-Composite Motional Resistance 

With electrodes in parallel and all disks vibrating in unison, the currents flowing into the elec-
trodes now add in phase, allowing for a total current Nioe times that of a single electrode fully 
surrounding a single disk. Since the current increases for the same input voltage, the motional 
resistance of the structure decreases to 
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where RxA and Rx represent the motional resistance of the array-composite and a single disk reso-
nator, respectively. The corresponding expression for the filter termination resistance follows from 
inserting (5.33) in (5.7) as 
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where rewriting single resonator’s damping term rx in terms of the resonator Q, dynamic mass lx, 
and electromechanical coupling coefficient ηe leads to 
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Rewriting the lx and ηe terms in (5.35) in terms of the fundamental design variables yields 
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The right-hand-most form of (5.34) addresses the specific case where the filter insertion loss if 
low, i.e., the resonator Q much larger than the filter Qf. In this case, the value of RQ is independent 
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of the unloaded resonator Q, and the best knobs to use to specify its value become the electrode-
to-resonator gap spacing do (with a 4th power dependence) and the dc-bias voltage VP (with a 
square-law dependence). 

Taking as an example the 433-MHz disk resonator of Section 5.4, a single polysilicon disk 
resonating at 433 MHz with Q of 20,000, 80nm gaps, 15V dc-bias, thickness h = 3μm, and fully 
surrounding electrodes, i.e. θov  = 2π would exhibit a motional resistance Rx of 14.7 kΩ, which is 
much too high to match to adjacent stages in a receiver. In contrast, combination of 90 resonators 
into a disk array-composite, as in Figure 5.11, allows summation of output cur-rents towards a 
motional resistance of now only 163 Ω. For a three-resonator Chebyshev filter with 0.1% percent 
bandwidth, (5.36) sets the required termination resistance at 1.9 kΩ. Fig. 17 plots termination re-
sistance RQ versus number of 433-MHz based resonators in the array-composite for two different 
gap spacing examples of 80nm and 40nm, showing the ease by which this method specifies the 
filter termination resistance. 

5.8.3 Array-Composite Power Handling 

In addition to motional resistance, the power handling of an array-composite improves over 
that of a single constituent resonator. This is obvious, given that the current is now distributed 
among Nioe devices, so any detrimental effects, e.g., heating, are lessened by approximately the 
factor Nioe. 

Third-order intermodulation distortion is often a good gauge for the largest input power ac-
ceptable to a given circuit element or system block. For practical applications, the third-order in-
termodulation intercept point IIP3, defined as the input power at which the output powers due to 
an input at the carrier frequency and at two frequencies equally spaced from it are equal, is a good 

 

Figure 5.17: Electrical equivalent circuit of an array-composite resonator with RF input-
output and electrical stiffness tuning ports. 
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metric for device or circuit linearity. [56] already developed an expression governing the IIP3 of a 
radial-contour mode disk resonator, repeated here for convenience as follows: 
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where Ao is the electrode-to-resonator overlap area of a single disk resonator. Θ1 and Θ2 model the 
degree to which the resonator’s amplitude transfer function attenuates the blocker input tones. 
Here, the PV2X and PVX2 terms emanate from nonlinear voltage and displacement interactions, and 
the PX3 term derives from purely nonlinear displacement interactions. The parallel combination of 
these three resonator non-linearity sources yield the final compact IIP3 power expression 
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It is important to observe that all of the three terms in (5.37) are linearly proportional to the array 
size N, i.e. 
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As a result, for the case of N mechanically coupled resonators, (5.39) leads to 

 
3 3

Array
IIP IIPP N P    (5.40) 

where clearly IIP3 improves with the number of resonators N. 

5.8.4 Array-Based Mechanical Impedance Tailoring 

It should be noted that coupling all resonators in this way does more than merely add currents 
to lower motional impedance and raise power handling. In fact, one of the most useful character-
istics of an array-composite for filter design is the degree to which the impedance presented to an 
electrical or mechanical input/output port can be tailored. Indeed, for filter design purposes, the 
ability to tailor the impedance presented to an attached coupling beam is instrumental to bandwidth 
specification. 



148 
The amount of impedance tailoring available is readily apparent when determining the imped-

ance seen into one port in the array-composite equivalent circuit of Figure 5.16(c) with the other 
port grounded. In particular, grounding port 2 yields the circuit of Figure 5.17, where port 1 essen-
tially couples to an effective resonator with mass, stiffness, and damping values all twice as large 
as that of a single resonator. This means the resistance looking into the electrode is twice as large 
as that of a single disk. In addition, the stiffness presented to a mechanical structure, e.g., a cou-
pling beam, attached to the left-side disk’s edge is twice as large as that of a single disk resonator. 
It is easy to see that if there were N disk resonators in the composite array, then the resistance or 
stiffness would be N times larger. Thus, the number of resonators N used in a mechanically coupled 
array-composite acts as a knob to control the electrical or mechanical impedance presented by any 
of its resonators. 

As will be seen, the dynamic stiffness presented at a coupling location very much controls the 
specific bandwidth of a given filter design. The ability to raise the presented stiffness by arraying 
equates to an ability to achieve a smaller percent bandwidth filter, such as needed for RF channel-
selection. 

5.8.5 Non-I/O Disks 

The disks beyond those used for input/output, shown in Fig. 2, alleviate practical issues caused 
by finite fabrication tolerances that introduce device mismatch; and fabrication stress that can de-
bilitate a large mechanical circuit like that of Fig. 2. These extra disks add to the total disk count 
in an array-composite, so further raise the impedance seen into each individual disk (either elec-
trically or mechanically). As will be seen next, they also lower the effective electromechanical 
coupling of a disk array-composite. 

5.9 Minimum Electromechanical Coupling Strength for the Chosen 
Bandwidth 

Although array size strongly influences the impedance presented by the combined array-com-
posite input terminal, it does not raise the electromechanical coupling strength, gauged by the ratio 
of motional-to-static input capacitance (CxA/CoA). For the case where all disks possess I/O elec-
trodes and all electrodes are hooked in parallel, i.e. N = Nioe, (CxA/CoA) follows readily by simply 
taking the ratio of 
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and 
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, which yields 
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Here, (CxA/CoA) does not change with the number of I/O disks. 

If, on the other hand, non-I/O disks are included, as described in Section 5.8.5, the expression 
for electromechanical coupling strength becomes 
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where N is the total number of mechanically coupled disks that include both the I/O and non-I/O 
disks, therefore Nioe/N term in (5.44) is always less than one. In either (5.43) or (5.44), the only 
free variables are VP and do, as the rest are fixed by the chosen center frequency fo. Also, note that 
(5.43) does not depend on array size. This means that for a given filter design adequate electrome-
chanical coupling (CxA/CoA) to meet the requirement of (5.3) must be insured via proper choice of 
dc-bias VP and electrode-to-resonator gap do scaling [35]. 

 To gauge how the minimum CxA/CoA required to avoid passband distortion for a given filter 
bandwidth B scales with frequency, one can use (5.36) and (5.44) to rewrite (5.3) as 
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The terms in the rightmost parentheses in (5.45) are filter design constants, which leaves the bias 
voltage VP and the capacitive actuation gap spacing do are the primary design knobs to satisfy 
(5.45) for a given B. It is important to observe that (5.45) is independent of the disk radius, i.e. the 
filter center frequency fo. Therefore, the CxA/CoA, and thus the directly related capacitive actuation 
gap do and bias voltage VP, remains constant over frequency for the desired filter bandwidth B. 

5.10   Filter Passband Specification 

Section 5.4 described how mechanical coupling of two identical single disk resonators, or more 
preferably identical array-composites that behave as single disks with reduced Rx, creates a two 
degree of freedom system with two closely spaced modes that constitute the filter passband, as 
described in Figure 5.9. A more explicit expression for the bandwidth of the filter follows from 
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(5.10), which accounting for the stiffness transformation afforded by arraying described by (5.32)
, yields 
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While any coupling beam length can be chosen to provide the dynamic stiffness kc,ij for the required 
filter bandwidth in (5.46), beams with lengths matching odd multiples of the quarter-wavelength, 
i.e. λ/4, form a special case where the derivative of the dynamic stiffness of the beam with respect 
to the beam length becomes zero [27]. Therefore, λ/4 filter coupling beams minimize the sensitivity 
of the filter bandwidth to process variations in beam length. 

5.10.1   Electrical Equivalent Circuit of λ/4 Coupling Beams 

 

As described in Section 5.8.1, the characteristics of a small cross-section coupling beam vi-
brating in extensional mode are similar to the behavior of an electrical transmission line, and can 
be described in ABCD matrix form by (5.28). The special case of quarter-wavelength filter cou-
pling beams with lc = λ/4 sets the electrical length of the trans-mission line equivalent representa-
tion of the beam as βl = π/2 in (5.28), which then yields the ABCD matrix expression for a λ/4 
coupling beam as 
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Here, the λ/4 coupling beam acts as an impedance inverter commonly used in ladder filter design 
[113]. 

As introduced in 5.4, a T-network of capacitors, as shown in Figure 5.9, captures the electrical 
equivalent lumped circuit model of the λ/4 coupling beam. Figure 5.18 presents the transmission 
line representation of this T-network of capacitors, where the terms ZA, ZB, and ZC model the series 

 

Figure 5.18: Transmission line model equivalent of the λ/4 beam electrical equivalent cir-
cuit. 
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and shunt arm impedances. Equating the ABCD matrices of the circuit presented in Figure 5.18 
[113] and (5.47) leads to 

 1
oo cc

C

cjZ j hw E
Z

j      (5.48) 

; which yields the expression for the dynamic stiffness of the λ/4 filter coupling beam, denoted as 
kc, in terms of the beam dimensions as 
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where wc is the width of the coupling beam, and lc is the beam length that may equal any odd 
multiple of λ/4. 

5.10.2   λ/4 Coupling Beam Width & Array Size  

Inserting (5.30) and (5.49) in (5.46) provides the filter band-width expression in terms of fun-
damental device geometry and material properties given by 
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The only free variables to set the filter bandwidth B in (5.50) are the λ/4 beam width wc and the 
array size N, where the remaining terms given in the parentheses are fixed by other filter specifi-
cations. 

It is important to observe from (5.50) that very small bandwidths may require excessively nar-
row beam widths, especially if the array-composite design approach is not used, i.e. N = 1. The 
array-composite resonators allow the designer to keep wc wider than the critical dimension wc,min 
that can be reliably manufactured by the available micro-fabrication techniques as described by 
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Taking as an example the 433-MHz disk resonator of Section 5.8, using single polysilicon disk 
resonators to form a second order Chebyshev filter not only requires an impractically high termi-
nation resistance exceeding 10 kΩ, but also requires an unfeasibly narrow λ/4 coupling beam width 
of 22nm with N = 1 in (5.51). Here, increasing the array size to N = 50 adjusts the beam width to 
wc = 1.1μm that can now be reliably etched into 3μm polysilicon using DRIE, with the added 
benefit of low sub-1kΩ filter termination resistances. 
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Equation (5.51) indicates that filters with very small fractional bandwidth PBW =B/fo, such as 
the RF channel-select filters at the focus of this work, must have their array size N greater than a 
minimum number Nmin set by wc,min according to 
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regardless of other filter specifications such as filter termination resistance or layout area. Figure 
5.19 plots the minimum achievable fractional bandwidth PBW for a 2nd order Chebyshev filter op-
erating at 1 GHz fabricated using polysilicon for different minimum filter coupling beam widths 
via (5.52). These curves demonstrate the wide fractional filter bandwidth range achievable by me-
chanically coupled disk filters, where larger array sizes enable smaller fractional bandwidths de-
sired for channel-select applications. 

The large λ/2 coupled array sizes indicated in Figure 5.19 may raise area and cost concerns; 
however, the disks that form the array have tiny dimensions that scale inversely proportional to 
frequency. For example, a 0.1% fractional bandwidth 2nd order filter operating at 1 GHz with 
0.25μm wide coupling beams requires N=25 λ/2 coupled resonators per array-composite. As illus-
trated in Figure 5.2, a second order differential filter comprises four array-composites, which in 
this case leads to N=25 resonators in each quadrant. This 100-coupled disk resonator circuit would 
consume only 110μm × 110μm die area (assuming electrode routing is done in another layer as in 
CMOS), where each disk has a diameter of only 5.4μm. To put this tiny footprint in perspective, 

 

Figure 5.19: Simulated curves of minimum achievable fractional bandwidth as a function 
of array size for different minimum coupling beam widths for a 2nd order Chebyshev filter 
operating at 1 GHz fabricated using polysilicon. 
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one can amass 2025 similar filters in a 5mm × 5mm chip towards devising a low cost, program-
mable mode-selectable RF channelizing filter bank for a communication standards agnostic re-
ceiver front-end. 

5.11   Differential Mechanical Design 

Differential filters with electrically and mechanically symmetric drive and sense has two ad-
vantages over their single-ended counterparts: 

1) Spurious modes close to the filter center frequency that stem from the non-idealities of the 
complex mechanical circuit get suppressed [23]. 

2) Feedthrough currents flowing through the parasitic capacitors formed by the electrode-disk 
overlap and the substrate cancel since they are common-mode signals. 

Much like differential transistor pair design, creating the micromechanical resonator circuit in 
two symmetric halves in the mechanical domain that are forced to resonate at the same vibration 

 

Figure 5.20: (a) Schematic view of a λ array coupling beam, and its acoustic transmission 
equivalent representation with acoustic impedance Zo and electrical length βlc = 2π. (b) 
ABCD matrix representation for the acoustic transmission line formed by the λ beam. (c) 
Electrical equivalent circuit representation of the λ beam. 
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frequency but 180° out of phase yields the desired differential operation. Similar to the analysis 
presented in Section 5.8.1 for λ/2 beams that enforce in-phase vibration, the electrical transmission 
line analogy outlined by (5.28) also enables coupling beams that enforce differential vibration. 
Here, setting the beam length lc to the full wavelength λ so that the electrical length becomes βlc = 
βλ = 2π yields the ABCD matrix given by 
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  (5.53) 

The R1 = R2 condition in (5.53) is only possible when one of the coupled disks contract while the 
other expands to keep the displacement magnitude and direction on both ends of the coupling beam 
identical. As a result, the λ-coupled disks assume the same vibration frequency but out-of-phase 
displacement. 

 

Figure 5.21: (a) Schematic view a two-resonator network coupled with a full-wavelength 
beam. (b) Electrical equivalent circuit representation of the two-resonator differential ar-
ray-composite that combines the circuits presented in Figure 5.12 and Figure 5.20 (c); and 
(c) the same circuit after re-drawing the element connections to identify the series and par-
allel connected sections. 
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Similar to Figure 5.14 that explains the in-phase λ/2 coupler model, Figure 5.20 illustrates the 
equivalent circuit model for the full-wavelength differential coupler. Here, the width of the λ dif-
ferential coupler does not change its network properties at resonance, much like the λ/2 coupler, 
and typically equals the minimum critical dimension to avoid loading the disk resonators by un-
necessarily wide coupling beams. 

Figure 5.21 illustrates the electrical equivalent circuit for a λ-coupled differential disk pair, 
which follows from the inspection of the equivalent circuit of a single disk resonator given by 
Figure 5.12 and the circuit model for the λ coupler given by Figure 5.20(c). Similar to the λ/2 
coupled case presented in Figure 5.16(c), the core-lcr circuits of the λ-coupled disks add in series. 
However, in contrast to the λ/2 coupled case, the electrodes of the λ-coupled pair combine in par-
allel with differential polarity. Therefore, the electrodes must be driven differentially, i.e. with 
180° phase difference relative to each other, to avoid cancelling the motional cur-rents generated 
by the individual disks. 

 

Figure 5.22: FEA simulation of mode shapes of disk resonators coupled with various wave-
length optimized coupling beams where λ-coupling enforces differential vibration of upper 
and lower halves, and λ/4 beams realize (a) out-of-phase (lower frequency) and (b) in-phase 
(higher frequency) filter modes. 
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5.11.1   Differential Filer Structure Design Summary 

To visually convey how the overall differential filter structure functions, Figure 5.22 presents 
the expected properly terminated filter frequency response for a simplified 4-disk-array version of 
this design, with dotted lines to show its unterminated response, and with FEA-simulated vibration 
mode shapes corresponding to each peak of the response. Here, the λ/2 beams facilitate the first 
level of hierarchy by combining four disk resonators in each quadrant to create array-composites 
that act as a single disk, but with 4× less Rx. Then, λ-coupling of the array-composites in the upper 
and lower halves of the mechanical circuit enforces an out-of-phase motion to enable differential 
actuation of the filter. Finally, the mode that actuates the quarter-wave coupling springs the least 
generates the low frequency peak, cf. Figure 5.22(a); while the mode that flexes these couplers the 
most specifies the high frequency one, cf. Figure 5.22(b). When the filter is terminated, loading of 
the resonators widens their frequency response spectra, allowing them to add constructively be-
tween peaks and subtract outside, yielding the desired filter response. 

5.12   Filter Electrical Equivalent Circuit Model 

Much like their transistor circuit counterparts, the design of micromechanical circuits benefits 
immensely from behavioral models that capture their electrical response in SPICE [42]. To this 
end, previous sections employed electromechanical analogies to capture the functionality added 

 

Figure 5.23: Electrical equivalent circuit for a 2nd order differential filter. 
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by each level of hierarchy. The overall filter equivalent circuit combines these sub-circuits as mod-
ules and accurately captures the filter electrical behavior for arbitrary termination impedances. 

Figure 5.23 presents the electrical equivalent circuit for a 2nd order differential filter, such as 
the one schematically illustrated in Figure 5.24. Here, the three resonators coupled with λ/2 array 
coupling beams in each quadrant of Figure 5.24 resonate in-phase to act as a single array-compo-
site resonator, and thus can be modeled by the circuit of Figure 5.17. Next, λ/4 filter coupling 
beams couple the two array-composites to form the two poles of the 2nd order filter network, as 
represented by the T-network of capacitors illustrated in Figure 5.18 combining the equivalent 
circuit model of the two array-composites. Finally, λ differential coupling beams force the upper 
and lower symmetric halves of the mechanical network to oscillate out-of-phase, as captured by 
the electrically balanced differential drive and sense for the symmetric upper and lower half-cir-
cuits presented in Figure 5.23. 

5.13   Summary of Filter Design Procedure and Equations 

 Table 5-I presents the equations in a design flow that achieves the desired filter response with 
a specific center frequency, bandwidth, and filter termination resistance. These equations generate 
specific values for all mechanical geometry variables necessary for the filter layout, such as disk 
radii, and beam widths; and process design variables such as resonator material thickness and ca-
pacitive actuation gap spacing. In addition, Table 5-I provides the values for all the elements in 
the small-signal equivalent circuit of Figure 5.23 that enables SPICE simulated design verification. 

 

Figure 5.24: Schematic description of a 2nd order differential filter. 
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5.13.1   Filter Design Examples 

Table 5-II presents example designs for various 2nd order Chebyshev differential filters with 
center frequencies ranging between 10 MHz to 3 GHz. The columns grouped under the ‘filter 
specifications’ section of Table 5-II specify the filter center frequency and bandwidth as design 
objectives. Then, following the filter design procedure outlined in the previous sections, which 
Table 5-I neatly summarizes, yields the values for the design variables listed under the ‘Calculated 
Design Variables’ section of Table 5-II that satisfy the corresponding filter specifications. All de-
signs use 3μm thick polysilicon as the disk resonator structural material, and assume a dc-bias 
voltage VP = 15V and minimum resolvable coupling beam width of wc,min = 0.25μm. 

Table 5-II illustrates the one-to-one relation between the communication standard require-
ments that typically trans-late to a filter spectral mask, and the geometrical dimensions of the final 
on-silicon filter product. A key advantage of the filter design procedure of this paper is that the 
lateral dimensions (instead of the thickness) of the surface micromachined elements specify the 
associated filter de-sign variables such as the center frequency and the band-width, and the corre-
sponding electrical equivalent circuit variable values. Therefore, the whole structure is amenable 
to automatic generation by a CAD program [10]. Such a program could also generate the layout 
required to achieve a specific filter response, making the realization of a VLSI circuit of such 
filters as convenient as it is for transistor IC design. 

As Table 5-II demonstrates, the capacitive actuated vibrating disk filter technology can adapt 
to challenging filter specifications over a wide frequency range by adjusting its numerous design 

Table 5-II: 2nd Order Differential Chebyshev Polysilicon Vibrating Disk Filter Design 
Examples Assuming VP = 15V, h = 3μm, and wc,min = 0.25μm  

Filter  
Specifications Calculated Design Variables 

fo 
(MHz) 

B 
(kHz) 

IL 
(dB) 

Minimum 
Required Q 

Cx/Co 
(%) 

do 
(nm) 

RQ 
(Ω) 

R 
(μm) 

λ/4 
(μm) 

wc 
(μm) N Area 

(μm×μm) 
Area 

(mm2) 
10 30 2 3,250 3.32 40 522 270.9 207.1 2.9 1 1300×1920 2.496 
30 30 2 9,500 1.11 40 377 90.3 69.0 0.3 1 640×435 0.278 
50 30 2 16,000 0.66 40 174 54.2 41.4 0.35 3 1035×390 0.404 

100 30 2 32,000 0.33 40 59 27.1 20.7 0.26 9 520×575 0.299 
250 250 2 9,500 0.19 35 318 10.8 8.3 0.31 8 285×155 0.044 
433 250 2 16,500 0.08 40 240 6.3 4.8 0.26 20 210×180 0.038 
433 500 2 8,200 0.11 35 506 6.3 4.8 0.26 10 210×90 0.019 
900 250 2 34,000 0.04 40 52 3.0 2.3 0.25 84 295×130 0.038 
900 500 2 17,000 0.06 30 95 3.0 2.3 0.25 42 145×130 0.019 
900 1000 2 8,500 0.15 30 125 3.0 2.3 0.25 21 145×65 0.009 

1200 1000 2 11,500 0.11 25 63 2.3 1.7 0.28 42 110×100 0.011 
1800 250 2 68,500 0.02 40 15 1.5 1.2 0.25 340 210×185 0.039 
1800 500 2 34,500 0.04 30 16 1.5 1.2 0.25 170 180×110 0.020 
1800 1000 2 17,500 0.08 25 32 1.5 1.2 0.25 85 180×55 0.010 
2400 1000 2 23,000 0.06 25 18 1.1 0.9 0.25 150 120×80 0.010 
3000 1000 2 28,500 0.05 25 12 0.9 0.7 0.25 230 150×65 0.010 
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knobs, such as the gap spacing and array size. Table 5-II makes it clear that the combination of 
capacitive actuation gap scaling and the array-composite design is key towards achieving RF chan-
nel-selection at 1GHz and beyond with a small area footprint. The design examples dispel various 
doubts about feasibility of such filters, e.g. layout area of arrays as large as N = 230 disks, where 
the total filter area at 3 GHz can be as small as 0.01mm2; in other words, 2500 of such filters in a 
5mm×5mm chip. 

5.14   Conclusion 

This chapter introduced a design flow for micromechanical RF channel-select filters capable 
of eliminating strong adjacent channel blockers directly after the antenna, which greatly reduces 
power consumption in RF front-ends. The design stack starts with high-Q disk resonators as the 
primary building block that enables low filter passband loss for tiny fractional bandwidths, in con-
trast to the previous efforts in literature that suffered high IL due to insufficient Q. Capacitive 
actuation gap scaling over-comes the inadequate electromechanical coupling that limited the per-
formance of previous capacitive actuated filter efforts. Then, the array-composite design approach 
uses the vibrating disks with high Q and sufficient Cx/Co as building blocks towards reducing the 
filter termination impedance, followed by the next level of hierarchy that couples array-composites 
with full-wavelength beams for differential operation. Finally, identical differential array-compo-
site blocks coupled with quarter-wavelength beams generate the desired filter passband. A filter 
electrical equivalent circuit built using modules that use electromechanical analogies for each level 
of the design hierarchy captures the electrical behavior of the filter as a final design verification 
tool.  

Perhaps the most significant contribution of this work is the demonstration of an intuition based 
mechanical circuit design flow that works just as powerful as those used in the transistor world to 
enhance functionality via a hierarchical building block approach. The following chapter of this 
dissertation will demonstrate the efficacy of the design principles outlined in this chapter through 
the fabrication and measurement of a 224 MHz 0.09% bandwidth RF channel-select filter, where 
the measured performance supports the accuracy of the models used to design the filter. 
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Chapter 6  

PRACTICAL FILTER IMPLEMENTATION 

& EXPERIMENTAL RESULTS  

This chapter presents the fabrication and measurement results of an RF channel-select filter 
created using the theory and design procedure elaborated in Chapter 5. The introduction of a 39nm-
gap capacitive transducer, voltage-controlled frequency tuning, and a stress relieving coupled ar-
ray design has enabled a 0.09% bandwidth 223.4 MHz channel-select filter with only 2.7dB of in-
band insertion loss and 50dB rejection of out-of-band interferers. This amount of rejection is more 
than 23dB better than a previous capacitive-gap transduced filter design [23] that did not benefit 

 

Figure 6.1: Schematic description of the designed 2nd order differential filter with electri-
cal drive and sense setup used in measurement. 
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from sub-50nm gaps. It also comes in tandem with a 20dB shape factor of 2.7 realized by a hier-
archical mechanical circuit design utilizing 206 micromechanical circuit elements, all contained 
in an area footprint of only 600μm×420μm. The key to such low insertion loss for this tiny percent 
bandwidth is Q’s>8,800 supplied by polysilicon disk resonators employing for the first time ca-
pacitive transducer gaps small enough to generate coupling strengths of Cx/Co ~0.1%, which is a 
6.1× improvement over previous efforts [23]. The filter structure utilizes electrical tuning to cor-
rect frequency mismatches due to process variations, where a dc tuning voltage of 12.1 V improves  
the filter insertion loss by 1.8 dB and yields the desired equiripple passband shape. An electrical 
equivalent circuit is presented  that captures not only the ideal filter response, but also parasitic 
non-idealities that create electrical feed-through, where simulation of the derived equivalent circuit 
matches measured filter spectrum closely both in-band and out-of-band. 

6.1 Introduction 

The ever-increasing demand for wireless interconnectivity continues to motivate efforts on 
paradigm shifting transceiver designs, such as the software defined [14] and cognitive radio [2]. 
Practical implementation of such radios with low cost and low power consumption can benefit 
immensely from RF channel-selecting front-end filter banks [10] and/or chip-scale frequency gat-
ing spectrum analyzers [114]. Such advanced RF front-end hardware, however, requires high fre-

 

Figure 6.2: Finite element static analysis result of a 5×1 polysilicon disk resonator array 
under 500MPa compressive stress. Each disk is anchored at the center by a stem post of 
2μm diameter, and connected to the adjacent disk with λ/2 long beams. The color-map 
legend indicates the displacement in meters. 
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quency resonators with simultaneous high Q (e.g. > 15,000 at 1 GHz) and sufficient electrome-
chanical coupling (e.g. Cx/Co > 0.1%) as building blocks for low insertion loss narrow-band filters 
with fractional bandwidths on the order of 0.1% or less [46]. 

This chapter complements the previous one, where Chapter 5 detailed a comprehensive design 
procedure to realize the aforementioned low insertion loss RF channel-select filter banks using 
high Q vibrating micromechanical disks. This part follows up with an actual RF channel-select 
filter realized using the procedures elaborated in Chapter 5. 

The demonstrated 223.4-MHz second order Chebyshev filter, cf. Figure 6.1, employs 206 res-
onant micromechanical elements to realize a channel-selecting 0.09%-bandwidth while achieving 
only 2.7dB of in-band insertion loss together with 50dB of out-of-channel stop-band rejection. 
This amount of rejection is 25dB better than that of previous capacitive actuated channel-select 
filter efforts [23], and comes in tandem with a 20dB shape factor of 2.7 commensurate with its use 
of two array-composite resonators. Capacitive actuation gaps scaled down to 39nm and a bias 
voltage of 14V achieves sufficient transducer coupling strength Cx/Co = 0.1% and a low filter 
termination impedance of only 590Ω. As shown in Figure 6.1, the filter comprises 96 disks me-
chanically coupled by 110 beams. The clearly discernable mechanically coupled resonator arrays 
implement a design hierarchy reminiscent of complex VLSI transistor circuits, but here used to 
achieve a complex MSI mechanical filter circuit. 

Unlike the ideal filter treated in Chapter 5, the real filter has non-idealities such as structural 
film stress, parasitic trace resistance, and process variations. Therefore, this chapter focuses on the 

 

Figure 6.3: Plot of FEA static analysis result for maximum static displacement under three 
different structural film stress scenarios for the device of Figure 6.2. 



163 

practical implementation of a filter that accounts for these non-idealities. Specifically, the design 
illustrated in Figure 6.1 introduces additional electrodes around disks specifically tasked for fre-
quency tuning towards higher device yield to combat device mismatch; as well as carefully de-
signed electrode-less buffer devices that alleviate post-fabrication stress, thereby also contributing 
to higher yield. In addition, the 3μm-thick Phosphorus doped polysilicon interconnect of the struc-
ture achieves a sufficiently low trace resistance of 0.8 Ω/square and mitigates parasitic Q loading 
and electrical feedthrough problems. This part also enhances the ideal filter equivalent circuit pre-
sented in Chapter 5 with additional circuit elements that capture the effects of the non-idealities, 
and confirms the theoretical predictions of the simulated filter equivalent circuit with measured 
results. The following sections will elaborate on the practical challenges of small percent band-
width channel-select filters, and present solutions that improve yield and repeatability. 

6.2 Defensive Design against Film Stress 

Chapter 5 emphasized the importance of small electrode-to-resonator gaps that amplify the 
input/output electromechanical coupling and directly contribute to large stop-band rejection. How-
ever, one consequence of array-composites with tiny gaps is a higher susceptibility to stress, where 
mechanically linking adjacent resonators introduces a fabrication pitfall. The residual in-plane 

 

Figure 6.4: Schematic description of a λ/2 coupled array-composite resonator with dedi-
cated tuning electrodes and outer buffers disk-resonators for defensive design against in-
plane structural film stress. 
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stress in the resonator structural film accumulates a lateral strain through the cascade of coupled 
resonators that maximizes at the resonators located at the exterior of the array.  

Figure 6.2 illustrates this effect for a linear array of five contour mode disk resonators designed 
to operate at 224MHz with 12.1μm disk radius and 3μm thickness coupled with λ/2 length beams, 
where stem posts of 2μm diameter and 0.5μm height anchor each disk at the center. The presented 
finite element static analysis result with 500 MPa in-plane compressive structural film stress dis-
plays significant dis-placement that maximizes for the resonators at both ends of the array. Here, 
the edge resonators displace by 70.9nm, which is 2.62× larger compared to the maximum displace-
ment observed for the adjacent inner resonator. Figure 6.3 plots the FEA result for the maximum 
static displacement of each disk along the same 5×1 resonator array for three different stress val-
ues, and demonstrates that the resonators placed at the boundaries of the array structure displace 
drastically more than the interior ones even for modest amounts of film stress. Clearly, the edge-
resonators risk failure by tip-ping against the surrounding electrode that can be apart by as little as 
40nm, or become more likely to electrically pull-in due to the reduced electrode-to-resonator gap. 

Eliminating surrounding electrodes on these boundary devices and allocating them as buffer 
resonators, as depicted in Figure 6.4, solves this problem, and increases device yield significantly 
for sub-50nm gap array-composite resonators. The design trade-off that reduces the available elec-
trode area is negligible compared to the vastly improved device robustness, since increasing the 
number of arrayed resonators to achieve the desired coupling costs a small area given the tiny 
footprint of micromechanical disk resonators that scales down quadratically with increasing fre-
quency. 

6.3 Electrical Equivalent Circuit with Parasitic Elements & Modeling 
Electrical Feedthrough 

Chapter 5 introduced an electrical equivalent circuit that models the ideal filter behavior by 
combining electromechanical analogies developed for the hierarchical modules that comprise the 
filter, which proved to be a valuable design verification tool to confirm the desired electrical re-
sponse resulting from the mechanical design choices. However, this circuit ignored the parasitic 
effects, such as the influence of the electrical resistance of the dc-bias lines and the λ/4 filter cou-
pling beams on the filter stop-band rejection. An accurate electrical model of the dominant para-
sitic feedthrough currents provides mechanical design insights towards suppressing them. This 
section identifies the dominant parasitic feedthrough current paths in the filter structure presented 
in Figure 6.1 towards capturing the electrical behavior of the filter not only in the pass-band, but 
also in the stopband by simulating the filter stop-band rejection accurately. 
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Excessive electrical feedthrough causes significant pass-band distortion, and reduces the out-
of-band rejection of the filter that impedes the channel-select filter’s capability to eliminate strong 
out-of-channel blockers. There are two dominant electrical feedthrough paths in the mechanically 
coupled disk network depicted in Figure 6.1 fabricated using conductive polysilicon. Figure 6.5 
schematically describes how these paths form in a simplified two-resonator filter exam-ple, where 
the resonators represent the differential actuated array-composites on the right and left halves of 
Figure 6.1. As highlighted in Figure 6.5, the dominant parasitic electrical feedthrough paths form 
through the following mechanisms: 

1) Via the electrode-to-disk static overlap capacitors Co and the filter conductive coupling 
beam with electrical resistance Rbeam. 

2) Through the silicon substrate modelled by the parasitic capacitance Cf formed by the fring-
ing fields between the input and output electrodes. 

The following sections will introduce the electrical equivalent circuit model that captures the 
behavior of these feedthrough paths. 

6.3.1 Filter Electrical Equivalent Circuit with Parasitic Elements 

Figure 6.6 presents a filter electrical equivalent circuit that builds on the simpler version pro-
vided in Figure 5.23 of Chapter 5 by adding electrical models that describe the two dominant 
parasitic feedthrough mechanisms illustrated in Figure 6.5. The highlighted areas enclosed with in 
the labeled rec-tangles on the circuit schematic indicate the circuit elements dedicated to model 
these feedthrough paths. Here, a resistive voltage divider models the feedthrough path flowing 

 

Figure 6.5: Schematic description of dominant electrical feedthrough paths in a two reso-
nator filter, where the path marked 1 indicates parasitic currents flowing through the cou-
pling beam and path marked 2 describes the parasitic capacitance formed between the input 
and output electrodes through the substrate. 
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across the coupling beams, where resistors labeled Rλ and Rλ/4 represent the electrical resistance 
of the λ and λ/4 beams that couple the array-composite resonators, respectively, analogous to the 
case described as path-1 in Figure 6.5. 

Similarly, the four Rbias resistor elements in Figure 6.6 capture the resistance of the traces be-
tween the dc-bias source that acts as an ac-ground sink and the disk resonator body terminals of 
the four λ/2 coupled array-composites in each quadrant of the filter network, as seen in Figure 6.1. 

 

Figure 6.6: Electrical equivalent circuit for a 2nd order differential micromechanical disk 
filter. This circuit improves upon the version presented in Chapter 5 by introducing para-
sitic electrical feedthrough models as marked in the highlighted rectangular areas, describ-
ing two dominant feedthrough paths as feedthrough via coupling beams, and through the 
substrate parasitic capacitances. 
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The voltage divider network formed by these resistor elements forms a bridge across the input and 
output electrodes, where the ac-ground provided by the dc-bias sources tries to shunt the feed-
through current before it reaches from the input to the output. 

However, any resistance on the dc-bias path, as captured by the Rbias terms, hinders the sup-
pression of the feedthrough as described in Figure 6.7, which emphasizes the importance of achiev-
ing low trace resistance, and thus the use of a 3μm thick polysilicon film for the interconnect layer 
in this work. Of course, using non-conductive λ/4 filter coupling beams would also suppress this 
feedthrough path as evident from the inspection of Figure 6.5 and Figure 6.6 with setting Rλ/4 ≈ 
∞, which; however, would increase fabrication process complexity. 

The second feedthrough path forms via fringing fields through the substrate between the input 
and output electrodes of the filter, which can accrue a significant lateral area to form sufficiently 
strong fringe fields and cause significant parasitic coupling between the input and output ports, as 
illustrated by the feedthrough path-2 in Figure 6.5. The equivalent circuit presented in Figure 6.6 
models this path with four parasitic capacitors coupled across the four RF input/output ports of the 
filter. Here, capacitors labeled Cft capture the parasitic coupling across ports with the same differ-
ential drive polarity, e.g. vin+ and vout+; and capacitors labeled Cfc model the cross-coupling be-
tween opposite polarity ports, e.g. vin- and vout+. 

6.3.2 Filter Design Insights from Inspection of the Electrical Equivalent Circuit 

Chapter 5 breaks down the design complexity of the complete mechanical filter circuit into 
easier to handle fundamental building blocks with individual equivalent circuits to describe the 
ideal operation of the filter. The circuit presented in Figure 6.6 in this chapter; however, goes one 
step further by intuitively visualizing how various filter building blocks and non-ideal parasitic 

 

Figure 6.7: (a) Schematic describing the current divider formed by any dc-bias trace para-
sitic resistance and static electrode-disk overlap capacitors, where (b) very low trace re-
sistance creates a sink for parasitic feedthrough current if and increases filter rejection as 
desired, and in contrast (c) high trace resistance cannot effectively shunt electrical feed-
through causes and leaks it to output electrode. 
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elements interact on the system level. The improved circuit model of Figure 6.6 makes more ob-
vious the design choices and topologies to optimize filter performance. Specifically, an inspection 
of the voltage dividers formed by the electrical components on the dominant feedthrough paths 
and termination resistors RQ suggests using lower termination resistor values to minimize the par-
asitic feedthrough coupled across the in-put and output ports. To illustrate, the ratio of the applied 
positive polarity input voltage vin+ leaking to the positive polarity output electrode vout+ through 
the parasitic capacitance Cf in dB scale is given by 
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  (6.1) 

where reducing RQ from 5kΩ to 50Ω would decrease the feedthrough level by 40dB for typical Cf 
values ~5fF. This observation justifies the use of λ/2 coupled array-composites that trades of the 
filter area (i.e. the number of arrayed resonators) to reduce the termination resistance value for 
high stopband rejection, in addition to easier impedance matching to the rest of the receiver chain. 

Inspecting the dominant electrical feedthrough paths presented in Figure 6.6 also justifies the 
added fabrication process complexity induced by the 3μm thick phosphorus doped polysilicon 
traces in this study, given their low sheet resistance of 0.8 Ω/square. Low parasitic trace resistance 
minimizes parasitic Q loading and avoid undue insertion loss due to low loaded resonator Q. Low 
interconnect resistance becomes more important as electrode-to-resonator gaps shrink to yield cor-
respondingly small motional resistances that are more easily loaded by the interconnect resistance. 
Disks operating in radial contour modes benefit especially more from reduced parasitic trace re-
sistances, since the resonant motional currents enter or leave both input and output electrodes in 
phase [28], so are subject to resistive loading from dc-bias lines, as well from in-put/output lines, 
which degrades the Q and the strongly related filter insertion loss. 

Minimizing the resistance on the dc-bias trace also provides high filter stopband rejection and 
avoids passband shape distortion. The resistance of dc-bias line interconnect forms a current di-
vider between the electrode-to-resonator overlap capacitors across input/output electrodes and the 
dc-bias source that acts as an ac-ground, as de-scribed in Figure 6.7(a). A low dc-bias path re-
sistance forms a sink for electrical feedthrough currents by shunting them before they reach the 
output electrode, as depicted in Figure 6.7(b). In contrast, a high resistance between the dc-bias 
source and the disk resonator directs the feedthrough cur-rents to the output port instead of the sink 
formed by the dc-bias source, cf. Figure 6.7(c), where they will mask the de-sired motional current 
of the device and pose a bottleneck for the filter stopband rejection. 

Another important design insight inferred from studying the electrical equivalent circuit of 
Figure 6.6 is the crucial importance of symmetry in micromechanical filter design. A perfectly 
symmetric network with differential drive and sense completely suppresses electrical feedthrough 
since parasitic currents are common mode signals that are an-nulled by the infinite common mode 
rejection ratio of a fully balanced ideal system, much like the CMRR of a transistor differential 
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pair circuit. Of course, any practical filter implementation will suffer non-idealities that will devi-
ate from the perfectly symmetric filter layout, as well as phase and impedance imbalances in the 
external electrical drive and sense circuitry, which reduces the CMRR and limits the feedthrough 
rejection performance of the filter. 

In addition to suppressing electrical feedthrough, a symmetric and differentially balanced me-
chanical and electrical design suppresses the spurious vibration mode shapes that may otherwise 
arise in the complex mechanical network fabricated with a finite production precision. Here, the 
differential operation induced by the λ-coupling trades off filter footprint area with substantially 
increased filter performance. The differential design that uses two symmetric halves with 180° 
out-of-phase vibration mode shapes covers double the area of a single-ended filter, yet in return it 
suppresses the electrical feedthrough and unwanted spurious modes, both of which interfere with 
selective frequency filtering required from a channel-select filter. 

 

Figure 6.8: Simulated frequency response spectra for a 225-MHz three-pole, i.e. three-res-
onator, 0.5dB-ripple, Chebyshev filter with 0.1% bandwidth, for different amounts of res-
onator-to-resonator mismatching. For each mismatch case, adjacent resonators experience 
the indicated frequency deviation in opposite directions to simulate the worst-case mis-
match scenario. 
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6.4 Electrical Stiffness Tuning of Frequency Mismatches 

Small percent bandwidth filters present challenges in not only insertion loss, but also yield and 
repeatability. Indeed, the smaller the percent bandwidth, the smaller the allowa-ble mismatch be-
tween resonators. For example, as illustrated by the simulations of Figure 6.8, 0.1% bandwidth re-
quires resonator-to-resonator frequency matching to better than 50 ppm to constrain mismatch-
added pass-band ripple to less than 0.5dB over the designed 0.5dB. So far, single disk resonators 
(such as used in this work) post frequency standard deviations on the order of σf,Single = 316 ppm 
[115], which is clearly short of the requirement. For this reason, only a small number of the me-
chanical filters fabricated in [23] actually had acceptable passband distortion. Yields of course 
must be much higher if high volume production is needed. 

From [115], it is true that array-composites of resonators can be manufactured with better 
matching than any one of their constituents, by a factor equal to √N, where N is the number of 
resonators in the array. Thus, the 24 resonators (including non-I/O ones) used in each differential 
array-composite pair of Figure 6.1 should improve the standard deviation by 4.9× to 64.5 ppm. 
Unfortunately, this is still not sufficient. 

Dedicating part of the resonators exclusively for electrical stiffness tuning [37], as shown in 
Figure 6.4, solves this problem by adjusting the dynamic stiffness of the array-composite by ap-
plying dc tuning voltages that modify the electrical stiffness term derived in Chapter 2 
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to pull the resonance frequency to its ideal value, where ηtA and CtA are the electromechanical 
coupling coefficient and static electrode overlap capacitance for the tuning electrode port of the 
array-composite. This electrical tuning strategy is a unique advantage of capacitively transduced 
resonators over their counterparts, such as piezoelectric devices, which allows real time correction 
of resonance frequency against not only process variations [116], but also aging and temperature 
drift [32]. 

The effective dynamic stiffness kreA of an array-composite after considering the electrical 
spring softening effect induced by the RF input-output electrode that adds a constant frequency 
shift for the chosen VP, and the tunable shift adjusted by VTune follows as 
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where kmA is the dynamic stiffness of the array-composite with no voltage applied between the disk 
resonators and the surrounding electrodes, and the terms ke,ioe and ke,Tune represent the electrical 
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stiffness values stemming from the RF input-output and electrical tuning ports, respectively. The 
array resonance frequency foA after spring softening effects becomes 
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where ke,Total = ke,ioe+ke,Tune, and fnom is the nominal resonance frequency of a single disk with no 
voltages applied. The normalized frequency tuning range in ppm follows from the Taylor series 
expansion of (6.4) as 
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The filter designer should choose the variables in (6.5) to satisfy 

 Single
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condition in order to ensure sufficient tuning for correcting the worst-case mismatch scenarios 
within the available tuning voltage VTune range. 

As illustrated in Figure 6.1, the filter presented in this work uses Nt = 2 of its N = 24 array 
resonators for frequency tuning that generates a frequency tuning pull of 3 ppm/V. This, however, 
is sufficient to traverse the expected (64.5-50=14.5) ppm frequency pull needed to correct for dif-
ferential array-composite pair mismatch, and thus, is sufficient to correct mismatch-generated 
passband distortion towards higher manufacturing yields. 

6.5 Design Parameters for the Fabricated 224 MHz, 0.1% Bandwidth 
Channel-Select Filter 

This section summarizes the design parameters of the fabricated micromechanical disk filter 
that successfully realizes <0.1% fractional bandwidth while maintaining low insertion loss. To this 
end, a differential coupled disk resonator filter comprising 96 resonators and a total of 206 resonant 
elements, cf. Figure 6.1, is designed with the procedure elaborated in Chapter 5. The primary de-
sign goals are a center frequency of fo = 224MHz with B = 224kHz (i.e. 0.1%) bandwidth, and sub 
1-kΩ termination resistors fabricated using the process flow described in Section 6.6 with the min-
imum resolvable critical dimension of wc,min = 1μm. The filter structural material is polysilicon 
with elastic properties listed as Young’s modulus E = 158GPa, density ρ = 2300 kg/m3, and Pois-
son ratio σ = 0.226. 
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 Table 6-I presents the step-by-step application of the filter design procedure and equations 
derived in Part I of this paper, and tabulates the resulting design values chosen to meet the design 
specifications. This table also includes all geometric dimensions derived by the design procedure, 
and the resulting electrical equivalent circuit values to be used in the electrical model of Figure 

Table 6-I: Summary of Filter Design Procedure and Equivalent Circuit Element Values 
Design Procedure  Parameter Source Design Simulated Unit 

Given: fo, B, wc,min 

Goals: IL < 3dB, RQ < 1k 
Find: RQ, do, VP, N, NRF, Nt, Nb 
 

1. Choose E, ,  by choice of struc-
tural material. 

2. Choose thickness h, determine 
resonator Q. 

3. Start with a single disk resonator 
to oscillate at 224 MHz in the 
fundamental contour mode shape, 
where solution of (5†) yields R = 
12.1m 

4. Solve for minimum number of 
resonators in array-composites to 
satisfy (26†) with wc,min = 1m 
that leads to N = 24. 

5. Allocate Nb = 6 resonators as 
stress-relief buffers, Nt = 2 as tun-
ing resonators and the remaining 
Nioe = 16 for RF drive and sense. 

6. Determine minimum electrome-
chanical coupling strength via 
(27†) leading to Cx/Co ≥ 0.09%, 
which can be chosen by (28†) as 
do = 40nm and VP = 14V (among 
various other combinations) to 
ensure a high yield process with 
reasonably sized gaps and low 
risk of electrostatic pull-in. 

7. Calculate  and design /4, /2 
and  coupling beams. 

8. Calculate filter termination resis-
tor value via (2†) as 580, meet-
ing <1k design goal. 

9. Calculate voltage-to-force elec-
tromechanical coupling coeffi-
cient e for each port. 

10. Calculate electrical equiv-
alent circuit variables. 

11. Convert the single ended 
design to differential, and finally 
create the electrical equivalent 
circuit and compare simulated re-
sults with measurement data. 
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Frequency, fo Spec. 224 223.4 MHz 

Bandwidth, B Spec. 224 209 kHz 

Fractional bandwidth Spec. 0.1 0.09 % 

Insertion Loss, IL Measured 2.70 2.73 dB 

Minimum beam width, wc,min Process 1 1 m 

Out-of-band rejection Measured 50 50 dB 
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Disk radius, R (5.11) 12.1 12.12 m

Disk thickness, h Process 3 3 m 

Resonator quality factor, Q Measured 10,000 8,830 - 

Electrode span angle, ov Layout 165° 165° ° 
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Resonator per array, N (5.12) 24 24 - 

Number of buffer res., Nb Layout 6 6 - 

Number of tuning res., Nt Layout 2 2 - 

Number of input res., Nioe Layout 16 16 - 

Acoustic quarter-wavelength, /4 (5.16) 9.26 9.27 m 

Filter coupling beam width, wc (5.17) 1 1 m 

Filter coupling beam capacitance, cc  (5.18) 12.97 12.95 F
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Electromechanical coupling coef. Cx/Co (5.44) 0.1  0.1 % 

Electrode-to-resonator gap, do (5.14) 40 39.1 nm 

DC Bias Voltage, VP (5.14) 14 14 V 

Filter termination resistor, RQ (5.36) 587 590 
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 Inductance at disk-array perimeter, lxA (5.19) 58.13 58.31 pH 

Capacitance at disk-array perimeter, cxA (5.19) 8.69 8.69 nF 

Resistance at disk-array perimeter, rxA (5.19) 9.81 9.83 

RF input port static overlap cap., CoA (5.20) 636.1 638.6 fF 

RF input port coupling coefficient, eA (5.20) 222.6 224.1 C/m 

Tu
ni

ng
 

Po
rt 

Tuning port static overlap cap., Co,tA (5.21) 90.87 91.23 fF 

DC tuning voltage, Vtune Measured 12.1 12.1 V 

Tuning coupling coefficient, tA (5.21) 4.31 4.35 C/m 
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ra

sit
ic

 
El

em
en

ts
 DC bias line resistance, Rbias Measured - 5 

Coupling beam resistance, R Measured - 8  

Feedthrough capacitances, Cf,13 & Cf,14 Measured - 9 & 7 fF 
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6.6. Here the variables under the column labeled ‘Design’ indicate the initial de-sign goals as-
sumed during device layout, and the values typed in bold face under the column labeled ‘Simu-
lated’ provide the actual measurement data measurement data obtained either directly from meas-
ured plots or curve fitted to data sets from the fabricated filter structure. 

6.6 Fabrication Process 

Pursuant to verifying the overall design strategy detailed in Chapter 5 of this dissertation, the 
polysilicon vibrating disk filters of this work are fabricated using a five mask process similar to 
that of [101] with the cross-sections of major process steps presented in Figure 6.9. The process 
starts on 6” blank Si wafers with successive LPCVD depositions of 2μm LTO and 500nm nitride 

 

Figure 6.9: Cross-sections describing disk filter fabrication process flow after (a) pattern-
ing interconnect and depositing bottom sacrificial oxide, (b) depositing struc-tural polysil-
icon over the stem opening followed by structural layer etch using an oxide hard mask and 
sidewall sacrificial oxide deposition, (c) opening electrode anchors that are later filled with 
doped polysilicon to be patterned to form electrodes, and (d) resonator freed after HF re-
lease. 
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as electrical isolation layers. The following 3μm thick LPCVD deposited phosphorus doped pol-
ysilicon layer is DRIE etched to form the interconnect layer with 0.8 Ω/square sheet resistance. 
Then, a 3.5μm LTO layer is blanket deposited to uniformly refill between the interconnect traces, 
which is then CMP’ed to selectively stop on the polysilicon traces. The CMP step eliminates the 
high topography created by the 3μm thick interconnect routing to avoid ripples in the structural 
resonator film that will be deposited above the interconnect layer. In addition, the CMP step im-
proves lithography accuracy of the succeeding stages. Next, a blanket LPCVD deposited 500nm 
thick LTO film serves as the bottom sacrificial oxide layer with a uniform thickness over the flat-
tened wafer surface, as depicted in Figure 6.9 (a). Circular stem openings with 2μm diameter are 
then lithographically defined and etched into the bottom oxide film where the polysilicon inter-
connect serves as the etch stop. 

The filter structural material comprises LPCVD deposited phosphorus doped 3μm thick pol-
ysilicon that refills the stem openings etched in the previous step to form the anchor posts of the 
disk resonators. These mechanical anchors support the disk resonators at the contour mode vi-
bration nodal point at the disk center, and connect the electrically conductive disk structures to the 
underlying interconnect layer. The next step deposits a 1.2μm thick oxide to serve as a hard mask 
layer for the succeeding etching process. The layout pattern of the disk structures and cou-pling 
beams that forms the mechanical filter network is first etched into the oxide hard mask, and the 
photoresist layer patterned with the filter layout is then removed to avoid polymer formation and 
photoresist re-deposition on the etch sidewall during the following structural polysilicon etch step. 

Realizing a smooth and vertical sidewall etch profile for the structural layer is vital in achieving 
high resonator Q, and producing the desired vibration mode shape and frequency with high yield. 
To this end, a polysilicon RIE etch recipe is developed using the gas flow rates of 140 sccm of 
HBr, 14 sccm of Cl2, and  5 sccm of O2 at 12mTorr pressure with 250W and 75W RF and wafer 
bias powers, respectively, using a Lam TCP 9400SE etch system. This recipe etches polysilicon 
at a rate of 220 nm/min with an oxide to polysilicon etch selectivity of 16:1, and reduces the side-
wall roughness observed for etch recipes that use higher Cl2 flow rates. The high selectivity be-
tween the oxide hard mask and the structural polysilicon film enables the de-sired vertical side-
walls and transfers the layout lateral dimensions to the structural polysilicon film with reduced 
uncertainty. HBr/Cl2 based etch chemistries form a side-wall polymer residue containing halogens 
and silicon oxide [117], which must be removed before the following high temperature deposition 
steps. Therefore, the wafers are immersed in a H2O diluted 50:1 HF acid bath for 30 seconds and 
then rinsed with DI, followed by a 10 minutes immersion in DuPont EKC-270 post-etch residue 
remover heated to 70°C to remove the sidewall polymer residues. 

The most critical step of the fabrication process is perhaps the following sidewall sacrificial 
oxide layer deposition that defines the 39nm capacitive actuation gap be-tween the disk and the 
surrounding electrodes. Here, the LPCVD deposition of high temperature oxide (HTO) using 
40sccm of DCS and 100sccm of N2O flow with 600mTorr process pressure at 835°C coats a uni-
form, conformal, and pinhole free layer of HTO over the vertical disk sidewalls, as illustrated in 
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Figure 6.9(b). Then, then electrode anchor openings are etched into the bottom oxide sacrificial 
layer, followed by a blanket 3μm thick phosphorus doped polysilicon deposition. The final lithog-
raphy and dry etch step creates the electrodes, as shown in Figure 6.9(c). 

Completed wafers are diced and die-level released in 49 wt. % liquid HF that frees the filter 
structure with the final resonator cross-section schematic presented in Figure 6.9(d). Figure 6.10 
shows the SEM image of a fabricated and released 2nd order differential filter that physically real-
izes the mechanical circuit schematically illustrated in Figure 6.1. The insets in Figure 6.1 focus 
on the disk resonator and coupling beams that constitute the filter network and the capacitive ac-
tuation gap formed between the disk resonator and the electrode. Finally, Appendix-A provides a 

 

Figure 6.10: SEM image of a fabricated and released 2nd order differential filter described 
schematically in Figure 6.1. The inset on the right zooms in the disk resonator that consti-
tutes the building block of the filter network. The inset on the right focuses on the capaci-
tive actuation gap that forms between the disk resonator and the surrounding electrodes. 
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detailed process traveler with step-by-step recipe details that were used to fabricate the devices 
presented in this dissertation. 

6.7 Measurement Results 

Pursuant to verifying the overall design strategy, micro-mechanical filters were fabricated us-
ing the process flow detailed in Section 6.6. Figure 6.10 presents the SEM of a fabricated differ-
ential filter matching the design of Fig. 1. Fabricated filters are tested with a four-port direct meas-
urement setup using an Agilent E5071C network analyzer with the measurement plane moved to 
the filter bondpads using standard SOLT calibration. All measurement results presented in the 
following sections are obtained with 0dBm, i.e. 0.225 Vrms signal amplitude, output power setting 
on all four ports of the network analyzer. The released MEMS die is housed in a custom-made 
vacuum bell jar providing 30μTorr vacuum and wirebonded to a custom pcb that serves as a 50Ω 
fixture connecting directly to the network analyzer through coaxial cables as shown in Figure 6.11. 
All presented data is taken with 50Ω termination provided by the network analyzer ports on all 
four RF terminals of the filter, and the fixture simulator functionality of the net-work analyzer is 
then used to realize the differential drive and sense, and the purely resistive 590Ω termination 
with-out any other processing external to the network analyzer. Figure 6.1 presents the electrical 
configuration of the device under test, where a dc-bias voltage of VP = 14V is applied to the con-
ductive disk resonators through the underlying dc-ground plane. DC voltages are also applied to 
the indicated frequency tuning pads that direct them to electrodes capable of tuning frequency via 
voltage-controllable electrical stiffness. 

 

Figure 6.11: Vacuum measurement setup with 50Ω RF feedthroughs with matching elec-
trical length for balanced differential measurement that connect the network analyzer di-
rectly to the wirebonded micromechanical filter. 
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6.7.1 Verification of λ/2 Coupled Array-Composite Operation 

To demonstrate the added benefits by elevating the de-sign hierarchy from single disk resona-
tors to λ/2 coupled array-composites, Figure 6.12(a) compares the measured frequency spectrum 
obtained from a single disk resonator and a 30-resonator array-composite device. Figure 6.12 (b) 
and (c) show the SEM images of the measured single disk resonator and the 5×6 array, respec-
tively, both having disk radii of 12.1μm to operate at 223.4 MHz. Here, the array composite retains 
the high Q>8,000 of the single disk resonator, and reduces its motional resistance by 9× from 
10,644Ω to 1,180Ω for the same bias voltage of VP = 14V. 

The measured improvement in Rx agrees well with the theoretical expectation derived in (5.33)
, which is proportional to 2/ ioeN N , where N = 30 is the total number of total disks including stress-
buffer devices in the array perimeter, and Nioe = 18 is the number of resonators with surrounding 

 

Figure 6.12: (a) Comparison of measured frequency spectrum of a single disk resonator 
and 30-resonator array-composite, and SEM images of the measured (b) single disk reso-
nator, and (c) the array composite device. 
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input/output electrodes, which leads to an expected 10.8× Rx reduction. The slight difference be-
tween the measured 9× Rx improvement and the theoretical expectation can be attributed to small 
deviations from completely coherent in-phase summation of motional currents at the output elec-
trode of the arrayed resonators. The presented disk array-composite mechanical circuit serves as a 
good example of enhancing functionality using a building block approach, where the array-com-
posite displays a strong agreement between the measurement results and the predicted reduction 
in Rx while maintaining the high Q and the identical vibration frequency of a single disk device. 

6.7.2 Terminated and Electrically Tuned Filter Spectrum 

Figure 6.13 presents the tuned and terminated filter spectrum with an inset zoom-in on the 
passband showing centered at 224 MHz with 209 kHz, i.e. 0.09%, bandwidth with only 2.7dB 
insertion loss. Here, 590Ω resistors terminate the filter as schematically described in Fig. 1, with 
a dc-bias voltage of 14V applied to the resonator body, and a dc tuning voltage of 12.1V is used 
to correct the filter passband. Small gaps combined with the symmetric and differential design lead 
to 50dB out-of-channel rejection and a 20-dB shape factor of 2.7. This amount of rejection is 23dB 
better than a previous capacitive gap transduced differential filter design [23] that did not benefit 
from low parasitic resistance traces. The 39nm capacitive transducer gaps of this work generate 

 

Figure 6.13: Measured terminated filter spectrum with the inset zooming on the 3dB pass-
band, and the legend listing filter performance and design metrics. 
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coupling strength of Cx/Co = 0.1%, which is a 8.6× improvement over previous efforts [23], and 
yields the desired undistorted equiripple passband displayed by the measured result. 

  

 

Figure 6.14: Measured terminated spectrum over 100 MHz span showing no strong spuri-
ous modes. 

 

Figure 6.15: (a) Phase response, and (b) the corresponding group delay of the differential 
filter where the solid curves indicate measured data obtained under measurement condi-
tions identical to Figure 6.13, and dashed lines indicate simulated response obtained from 
the electrical equivalent circuit of Figure 6.6 using the circuit element values listed in Table 
6-I. 
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Figure 6.14 presents the terminated spectrum over a 100MHz wide span showing no strong 
spurious modes, again achieved by differential design and tuning. 

Figure 6.15(a) presents the measured phase response of the terminated filter. The filter group 
delay [25] presented in Figure 6.15(b) is the derivative of the phase response and is a measure of 
deviation from the ideal linear-phase response. Here, the filter displays an average group delay of 
2.6 μs over the 3dB passband with 1.2 μs variation. The measured phase and group delay response 
presented as the solid curves in Figure 6.15 is in good agreement with the theoretical expectation 
indicated as dashed lines obtained by the electrical simulation of the equivalent circuit presented 
in Figure 6.6 using the circuit element values listed in Table 6-I. 

6.7.3 Comparison of Measured & Simulated Results 

Figure 6.16 presents the comparison of filter response with proper termination using 590Ω 
resistors and the unterminated case, i.e. measurement with simply using 50Ω port impedance of 
the network analyzer, where solid lines indicate measurement results. This figure also presents 
comparison to theoretical results as shown with the dashed line curves obtained by SPICE simu-
lation of the circuit presented in Figure 6.6 with circuit element values provided in the ‘simulated’ 
column of Table 6-I, which show very good agreement with the measured data. The factors con-
tributing to the accuracy of the presented equivalent circuit in capturing measured behavior for 
both in-passband and out-of-passband regions are: 

 

Figure 6.16: Comparison of 590Ω terminated and unterminated (i.e. with 50Ω termination) 
measured filter spectrum (solid lines), and electrical equivalent circuit simulation results 
for both cases shown as dashed lines. 
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1) Using the negative-capacitance model [9] for each electrical port that captures the electrical 
stiffness ef-fects, and thus precise filter pole locations, properly for arbitrary port termina-
tion impedances. 

2) Capturing the dominant feedthrough paths accurately as elaborated in Section 6.3. 

6.7.4 Measured Comparison of Differential & Single-Ended Filters 

To verify the efficacy of a mechanically differential vibration mode shape engineered by λ-
couplers in suppressing spurious modes and electrical feedthrough, the single ended version of the 
same filter design that does not use differential λ-couplers was also fabricated as presented in the 
SEM image of Figure 6.17(a). Lacking the electrical and mechanical symmetry and balance, this 
single ended version suffers greatly from feedthrough that limits its stop-band rejection to only 
15dB as seen in the 590Ω terminated direct measurement result presented in Figure 6.17(b). The 
single ended network also suffers from numerous mechanical spurious modes that obstruct selec-
tive and controlled frequency selection capability of the filter. 

 

 

Figure 6.17: (a) SEM image and (b) measured 590Ω terminated frequency response of a 
single-ended version of the differential filter presented in Figure 6.10, emphasizing im-
portance of differential design to suppress feedthrough and spurious modes. 
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6.8 Electrical Stiffness Tuning Strategy 

Post-fabrication electrical tuning was essential for successful implementation of the presented 
filter. Figure 6.18 emphasizes the importance of electrical tuning for this tiny percent bandwidth 
filter by demonstrating how proper tuning with 12.1V improves the passband shape and minimizes 
insertion loss compared to insufficient tuning with 5V and no tuning voltage applied cases. The 
optimum tuning voltage was determined empirically by varying VTune and simultaneously moni-
toring the resulting change in filter frequency response on a network analyzer, until symmetric 
passband ripple heights were observed around the filter center frequency, which is the expected 
equiripple passband shape of a Chebyshev filter. The tuning voltage that yields symmetrically 
positioned passband ripple peaks with equal height also achieves the minimum insertion loss as 
expected from the closer-to-ideal filter response. This observation is in-line with previous efforts 
on electrical tuning of kHz frequency capacitive comb-actuated filters [46][116], where position-
ing passband resonant peaks equidistant around the filter center frequency via electrical tuning 
minimized insertion loss and yielded the desired filter response. Automatic tuning techniques us-
ing intelligent transistor circuitry would certainly be beneficial in future filter implementations, 
not only as a low cost post-fabrication tuning method, but also for real-time adaptive compensation 
of frequency drift over time due to aging or temperature variations. 

 

Figure 6.18: Measured comparison of terminated filter passband spectrum for varying tun-
ing cases. 
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6.9 Filter Power Handling Capability and Linearity 

The results presented in Figure 6.13, Figure 6.14, and Figure 6.15 are measured with 0 dBm 
output power setting applied to all four ports of the network analyzer that corresponds to 0.225 
Vrms signal amplitude applied to the I/O electrodes of the filter. Since the device under test is not 
impedance matched to the 50 Ω terminals of the network analyzer, a portion of the applied 0 dBm 
power will reflect back to the source as indicated by the return loss, i.e. S11, data presented in 
Figure 6.19 obtained from the positive-input port of the filter with Zo = 50 Ω termination. Here, 
the in-band return loss of 0.9 dB indicates that 81% of the 0 dBm, i.e. 1 mW, applied from the 
network analyzer port reflects back, and the actual power going through the filter network is 190 
μW, i.e. -7.2 dBm, which is considerably above the GSM  maximum in-band power specification 
of -26 dBm. As the zoomed-in inset that focuses on the filter passband presented in Figure 6.13 
indicates, the filter does not suffer any distortion at -7.2 dBm drive power due to duffing non-
linearity. Array-composite design improves the filter linearity with increasing array size, which is 
the key to achieve sufficient power handling in this study to avoid the pass-band distortion under 
strong drive that plagued previous capacitive filter implementations [31]. 

Figure 6.20 presents the simulated IIP3 of the second-order filter shown in Figure 6.10 as a 
function of the capacitive actuation gap spacing under the operating conditions listed in Table 6-I, 
assuming two equal amplitude tones placed at 200 kHz and 400 kHz offset from the filter center 
frequency. 

 

Figure 6.19: Measured return loss, i.e. S11, data from the positive-input electrode of the 
differential filter under identical measurement conditions to those of Figure 6.13with 50Ω 
termination. 
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The IIP3 calculation formulates the nonlinear interactions between applied off-resonance elec-
trical signals and the mechanical displacements they induce as elaborated in [56][118], and has 
proven very effective in predicting the IIP3 performance of various capacitive actuated multi-res-
onator systems, such as cc-beam resonators [118], contour-mode [65], and flexural-mode [119] 
vibrating disks with very good agreement to experimental data. As Figure 6.20 indicates, the 39 
nm gap realized in this study attains an input referred IIP3 power of 25.6 dBm. 

Off-chip passives and piezoelectrically actuated micro-resonators generally post IIP3’s greater 
than 70 dBm [18], yet they lack the Q’s necessary for RF channel-selection. Can the capacitive 
actuated high-Q passives that aim to eventually replace the conventional off-chip passives attain 
similar high IIP3 values, especially with tiny actuation gaps, e.g. 39 nm as in this work? The better 
question to ask, however, is “Do they need to?” The answer to the former question is most assur-
edly yes, as enabled by λ/2 coupled array-composites that increase the IIP3 linearly proportional 
to the array size [56], where adjusting the array size allows satisfying virtually any desired linearity 
specification. 

However, as elaborated in [65][12], relaxing the linearity of the RF, image-reject, and the IF 
filters in a superheterodyne GSM receiver, such as the one published in [120], from an IIP3 of 100 
dBm to a mere 15 dBm reduces the cumulative IIP3 of the overall receiver by less than 0.1 dBm. 
The overall receiver linearity is dominated by elements placed towards the end of the receiver 
chain where the cumulative gain is much higher; therefore the linearity of the mixer, LNA, and the 
stopband rejection of the IF filter dominate the receiver linearity, as long as the IIP3 of the filters 
surpasses 15 dBm. This observation applies to more modern transceiver architectures, as well, 

 

Figure 6.20: Simulated filter IIP3 for the 2nd order differential filter measured in this work 
calculated for VP = 14 V as a function of the capacitive actuation gap spacing. The labeled 
data point indicates the IIP3 for the gap spacing do = 40 nm realized for the filter studied in 
this paper. 
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such as the direct-conversion receivers [5] that require a single filtering stage for reduced cost, 
where the IIP3 of the passive RF filter will have an even smaller effect on the receiver linearity. In 
summary, capacitive vibrating disk filters can provide more than sufficient linearity to meet the 
specifications of conventional and future transceiver architectures without facing the low Q chal-
lenge alternative resonator technologies face. 

6.10   Conclusion 

The combined 2.7dB passband insertion loss and 50dB stopband rejection of the demonstrated 
206-element 0.09% bandwidth 223.4-MHz differential micromechanical disk filter represents a 
landmark for capacitive-gap transduced micromechanical resonator technology. This demonstra-
tion proves that the mere introduction of small gaps, on the order of 39 nm, goes a long way 
towards moving this technology from a research curiosity to practical performance specs commen-
surate with the needs of actual RF channel-selecting receiver front-ends. It also emphasizes the 
need for tuning and defensive stress-relieving structural design when percent bandwidths and gaps 
shrink, all demonstrated by the work herein.  

Perhaps most encouraging is that the models presented in Chapter 5 of this study used to design 
the filter and predict its behavior seem to all be spot on. This means that predictions using these 
models foretelling 1-GHz filters with sub-200Ω impedances enabled by 20nm-gaps might soon 
come true, bringing this technology ever closer to someday realizing the ultra-low power channel-
selecting communication front-ends targeted for autonomous set-and-forget sensor networks [10]. 
Work towards these goals continues. 
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Chapter 7  

CONCLUSIONS 

This dissertation explored the degree to which capacitive-gap transduced micromechanical res-
onators can achieve the aforementioned RF channel-selecting filters. The thesis focused on four 
distinct methods that culminated in an actual experimentally demonstrated RF channel-select filter 
designed using the developed procedures and confirming theoretical predictions. 

7.1 Achievements 

 The first method introduced in Chapter 2 explicitly models the electrical stiffness in a capac-
itive-gap transduced micromechanical resonator via a negative capacitance. The equivalent circuit 
of this chapter provides design insights that explain certain previously unexplained measured be-
havior, such as the reduction in efficacy of electrical stiffness when the resistances loading a res-
onator’s input/output ports are large, which in turn led to incorrect experimental extraction of elec-
trode-to-resonator gap spacings. This equivalent circuit provides more accurate methods for deter-
mining element values, where integration is employed to account for varying resonator mass and 
stiffness over a given electrode and where a single coupling coefficient models both electrical and 
mechanical aspects of a capacitive-gap transducer. These contributions make the described nega-
tive capacitance equivalent circuit a very useful tool for design of more complex micro-mechanical 
circuits demonstrated in this dissertation, as well future micromechanical RF channelizer designs 
that will follow up on this work. 

The second method introduced in Chapter 3 improves the  ALD-partial electrode-to-resonator 
gap filling technique and reduces the Q-limiting surface losses of previous renditions by adding 
an alumina pre-coating before ALD of the gap-filling high-k dielectric, which increases the Q over 
the ~10,000 of previous renditions by more than 6×. This work demonstrates the first VHF micro-
mechanical resonators in any material, piezoelectric or not, to meet the simultaneous high Q 
(>50,000) and low motional resistance (<200Ω) commonly desired in many RF and frequency 
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control applications. In doing so, it disproves to a large extent the common misconception that 
capacitively transduced resonators always exhibit high impedance. 

The same ALD technique was also used to demonstrate substantial improvements in the far-
from-carrier phase noise of oscillators referenced to stand-alone (as opposed to arrayed) capaci-
tively transduced micromechanical disk resonators. The phase noise improvement is attained via 
the use of atomic layer deposition (ALD) to tune the electrode-to-resonator capacitive gaps. Spe-
cifically, ALD of about 30nm of Hafnia (HfO2) onto the surface of a released 60-MHz microme-
chanical disk resonator to reduce its effective resonator-to electrode gap size from 92nm to 32nm 
provides an increase in power handling leading to more than 15-20dB reduction in the far-from-
carrier phase noise of an oscillator referenced to this resonator. This ALD-enabled nano-scale gap 
tuning provides a simple and effective method to satisfy increasing demands for higher short-term 
stability in frequency references for electronic applications. 

The third method introduces a capacitively transduced micromechanical resonator constructed 
in hot filament CVD boron-doped microcrystalline diamond (MCD) structural material that posts 
a measured Q of 146,580 at 232.441 kHz, which is 3× higher than the previous high for conductive 
polydiamond. Moreover, radial-contour mode disk resonators fabricated in the same MCD film 
and using material mismatched stems exhibit a Q of 71,400 at 299.86 MHz, which is the highest 
series-resonant Q yet measured for any on-chip resonator at this frequency. The material used here 
further exhibits an acoustic velocity of 18,516 m/s, which is now the highest to date among avail-
able surface micromachinable materials. For many potential applications, the hot filament CVD 
method demonstrated in this work is quite enabling, since it provides a much less expensive 
method than microwave CVD based alternatives for depositing doped CVD diamond over large 
wafers (e.g., 8”) for batch fabrication. 

The final method presents a complete filter design hierarchy that achieves the desired filter 
response with a specific center frequency, bandwidth, and filter termination resistance. The design 
procedure culminates in specific values for all mechanical geometry variables necessary for the 
filter layout, such as disk radii, and beam widths; and process design variables such as resonator 
material thickness and capacitive actuation gap spacing. 

Experimental results introduce a 39nm-gap capacitive transducer, voltage-controlled fre-
quency tuning, and a stress relieving coupled array design that enable a 0.09% bandwidth 223.4 
MHz channel-select filter with only 2.7dB of in-band insertion loss and 50dB rejection of out-of-
band interferers. This amount of rejection is more than 23dB better than previous capacitive-gap 
transduced filter designs that did not benefit from sub-50nm gaps. It also comes in tandem with a 
20dB shape factor of 2.7 realized by a hierarchical mechanical circuit design utilizing 206 micro-
mechanical circuit elements, all contained in an area footprint of only 600μm×420μm. The key to 
such low insertion loss for this tiny percent bandwidth is Q’s>8,800 supplied by polysilicon disk 
resonators employing for the first time capacitive transducer gaps small enough to generate cou-
pling strengths of Cx/Co ~0.1%, which is a 6.1× improvement over previous efforts. The filter 
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structure utilizes electrical tuning to correct frequency mismatches due to process variations, where 
a dc tuning voltage of 12.1 V improves  the filter insertion loss by 1.8 dB and yields the desired 
equiripple passband shape. An electrical equivalent circuit is presented  that captures not only the 
ideal filter response, but also parasitic non-idealities that create electrical feed-through, where sim-
ulation of the derived equivalent circuit matches measured filter spectrum closely both in-band 
and out-of-band. 

The combined 2.7dB passband insertion loss and 50dB stopband rejection of the demonstrated 
206-element 0.09% bandwidth 223.4-MHz differential micromechanical disk filter represents a 
landmark for capacitive-gap transduced micromechanical resonator technology. This demonstra-
tion proves that the mere introduction of small gaps, on the order of 39 nm, goes a long way 
towards moving this technology from a research curiosity to practical performance specs commen-
surate with the needs of actual RF channel-selecting receiver front-ends. It also emphasizes the 
need for tuning and defensive stress-relieving structural design when percent bandwidths and gaps 
shrink, all demonstrated by the work herein. 

7.2 Future Research Directions 

This dissertation identifies the following four aspects of RF channel-select filter design and 
treats each topic in detail: 

1. Accurate electro-mechanical analogies that capture electrical spring softening and elec-
trical tuning in an intuitive way. 

2. Capacitive actuator gap scaling via partial ALD gap filling. 
3. High Q – high acoustic velocity fabrication materials that can be deposited with low 

cost, high throughput methods. 
4. A hierarchical mechanical circuit design reminiscent of transistor VLSI circuits that 

lends itself to SPICE simulations. 

These design aspects will continue be important future micromechanical RF channelizer im-
plementations. As a first step, a design that combines all these four techniques in one single device, 
i.e. a vibrating disk filter fabricated in polydiamond that benefits from Al2O3-TiO2 ALD partial 
filled sub-20nm gaps, further augmented with electrical tuning to correct fabrication non-idealities 
can demonstrate a true RF channelizer operating at 1 GHz and beyond. 

The true potential of this technology, however, expands far beyond this expectation. A strong 
advantage of the capacitive actuated vibrating disk filters is that lateral resonator layout dimen-
sions, much like transistor circuit design, primarily determine the filter specification. As this dis-
sertation elaborates, the filter design procedure follows a straightforward set of equations that di-
rectly correlate to a traditional ‘filter spectral mask’ specification, i.e. center frequency, stopband 
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rejection and roll-off rate, etc. This suggests that the design procedure can be fully CAD auto-
mated, where a program automatically calculates the optimum design metrics, such as disk array-
composite sizes, number of tuning electrodes to cover all process corners, stress buffers for the 
expected film stress monitored from production data etc., and generates the filter layout with op-
timum area footprint. 

The methods developed in this dissertation can also be combined with the recent very exciting 
techniques such as silicide induced gaps [70] to realize sub-20nm gaps. In addition, the recent 
developments in capacitive-piezoelectric Q-boosted high frequency resonators [111] that simulta-
neously achieve high Q and strong electromechanical coupling present exciting opportunities for 
RF channel-select filter bank designs. 

In order to bring this technology ever closer to someday realizing the ultra-low power channel-
selecting communication front-ends, and not just a research curiosity, we also need a solid ap-
proach to overcome fabrication induced non-idealities. The most important non-ideality is fre-
quency mismatches among the multitude of individual resonators that constitute the filter. While 
this dissertation, as well as previous efforts [46][121], demonstrate successful filter passband tun-
ing  that corrects the frequency mismatches; the tuning approach is very empirical and is not ame-
nable to mass production. Fortunately, recent studies [116] show promising results that may one 
day lead to computer automated post-fabrication tuning, or better yet on-chip CMOS integrated 
closed-loop feedback circuitry that continuously monitors the filter performance over aging and 
temperature drift.  

Further design challenges, such as how to best handle the cumulative input capacitance of a 
bank of parallel-connected filters, will definitely arise as this technology matures towards practical 
implementation of advanced RF front-ends, such as on-chip spectrum analyzers or true cognitive 
radio with watch battery supplied power [81]. Nonetheless, this technology addresses the very 
fundamental low loss RF channel-selection design problem, which is achieving simultaneous high 
Q and sufficient electromechanical coupling. Considering the track record of the previous results 
demonstrated by the capacitive actuated vibrating disk resonators, and humbly adding the filter 
performance demonstrated by this dissertation; we can project that this technology is ever closer 
to someday realizing the ultra-low power channel-selecting communication front-ends targeted for 
autonomous set-and-forget sensor networks [10]. Work towards these goals continues. 
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APPENDIX A 

THICK-POLY INTERCONNECT FABRICATION 

PROCESS TRAVELER 

1. Start with 10 blank Si wafers. Scribe wafers on the front, near right side of major flat 

2. POCL3 dope only 2 wafers 
Tool: tystar13 
Recipe: 13POCL3A 
Temp: 1050°C 
Time: 02:00:00 + 01:00:00 
Note: Remove PSG after this step on these two wafers with msink8 5:1 BHF dip 

3. Pre-furnace cleaning 
Tool:  msink6, msink8 
Step:  piranha clean 
Temp: 120°C 

4. Isolation oxide deposition 
Tool: tystar12 
Recipe: 12SULTOA 
Temp: 450°C 
Time: 04:30:00 
Goal:  30,000Å 

5. Isolation oxide densification 
Tool: tystar3 
Recipe: 3N2ANNLA 
Temp: 950°C 
Time: 00:30:00 

6. Metrology: isolation oxide thickness 
Tool: Nanospec 
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Recipe:  Program #1 
Result: _________(Å) 

7. Standard UV resist coating – for PM marks 
Tool: svgcoat6 
Recipe: 1-2-1 (1.48 krpm spin speed) 
Temp: 130°C 
Note: Run three dummies first 

8. Expose PM marks 
Tool: ASML 
Job: MAXFIELD_DIE 
Field: PM layer 
Mask: COMBI reticle 
Energy: 18mJ 

9. Develop PM marks 
Tool: svgdev6 
Recipe: 1-1-9 
Temp: 130°C 
Note: Run three dummies first 

10. Hard bake resist 
Tool: uvbake 
Recipe: Program U 

11. Etch PM marks into isolation oxide 
Tool: centura-mxp 
Recipe: MXP-OXSP-ETCH 
  500W, 200mT, Ar:120, CF4:10, CHF3:50 
  rate: 3,100A/min 
Time: 180 s 
Note: Inspect etched marks under microscope 

12. Ash resist 
Tool: matrix 
Recipe: 400W 
Time: 150 s 

13. Pre-furnace cleaning 
Tool:  msink8, msink6 
Step:  piranha clean 
Temp: 120°C 

14. Isolation nitride deposition 
Tool: tystar17 
Recipe: LSNSTDA.017 
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  100DCS, 25NH3, 140mTorr 
Temp: 835°C 
Time: 01:40:00 
Goal:  4,000Å 

15. Thick poly interconnect deposition 
Tool: tystar16 
Recipe: 10SUPLYA 
Temp: 615°C 
Time: 04:00:00 
Goal:  30,000Å 
Note: Add two 1,000Å oxide monitors 

16. POCL3 doping 
Tool: tystar13 
Recipe: 13POCL3A 
Temp: 1050°C 
Time: 02:00:00 + 01:00:00 
Note: This serves as stress anneal as well 

17. Clean PSG over poly 
Tool: msink8 
Recipe: 5:1 BHF tank 
Time: 10 min 

18. Metrology: Poly-1  thickness 
Tool: Nanospec 
Recipe:  Program #4 
Notes: Measure poly over 1,000Å oxide monitors  
Result: _________(Å) 

19. Metrology: Poly-1  sheet resistance 
Tool: resmap 
Notes: Measure poly over 1,000Å oxide monitors  
Result: _________(/sq) 

20. Standard UV resist coating – for Poly1  
Tool: svgcoat6 
Recipe: 1-2-1 (1.48 krpm spin speed) 
Temp: 130°C 
Note: Run three dummies first 

21. Expose interconnect 
Tool: ASML 
Job: MAXFIELD_DIE 
Field: Upper Right – layer 1 
Mask: ThickPlyRet1 
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Energy: 25mJ 
Notes:  Could try exposure matrix on dummy first 

22. Develop resist 
Tool: svgdev6 
Recipe: 1-1-9 
Temp: 130°C 
Note: Run three dummies first 

23. Descum 
Tool: technics-c 
Recipe: 50W, O2 plasma 
Time: 1 min 

24. Hard bake resist 
Tool: uvbake 
Recipe: Program U 

25. Etch thick poly 
Tool: sts2 
Recipe: DEEP SILICON 1 
  (Passivation: 7sec, 18mT, C4F8:80, Coil: 600W, Bias: 0W 
  Etch: 10sec, 35mT, SF6:130, O2:13, Coil:600W, Bias:20W) 
 Time: 42 cycles (17 sec per cycle) 

26. Ash resist 
Tool: matrix 
Recipe: 400W 
Time: 150 s 

27. Pre-furnace cleaning 
Tool:  msink8, msink6 
Step:  piranha clean 
Temp: 120°C 

28. Planarization oxide deposition - HTO 
Tool: tystar17 
Recipe: HTOSTDA.017 
Temp: 910°C 
Time: 10:00:00 
Goal:  35,000Å 

29. CMP interconnect layer 
Tool: cmp 
Recipe: poly-on-oxide 
Notes: CMP until all poly traces are exposed. Verify trace conductivity in probe station. 
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30. Cleaning after CMP 

Step-1 
Tool:  sinkcmp 
Notes: QDR water rinse, 4 cycles. Follow with manual cleaning with sponge. Then the ul-
trasonic bath with 5% NH4OH in DI solution for 10 minutes. 
 
Step-2 
Tool: misnk8 
Notes: Piranha clean for 10 mins. Follow with QDR DI rinse. 5:1 BHF dip for 5 seconds, 
followed by QDR DI rinse. Then spin dry wafers. 

31. SEM after CMP 
Tool: LEO or FEI 
Notes: Look for dishing, key holes, surface pitting, dried residue and other contamination. 

32. Metrology: wafer bow 
Tool: flexus 
Note: High compressive stress expected 
  from HTO thickness imbalance on the backside of the wafer after CMP 
Result: _________(m) 

33. Etch backside oxide to correct wafer bow 
Tool: sts-oxide 
Recipe: Oxide etch (APS) no 1‐ 2 
  (4mT, C4F8: 15, H2: 8, He: 174, RF: 1500W 
  Bias: 350W, 0.3m/min) 
Time: 9min – check wafer bow in 3 min intervals 

34. Metrology: wafer bow 
Tool: flexus 
Note: Accept if less than 15m bow 
Result: _________(m) 

35. Metrology: cmp’ed poly interconnect sheet res. 
Tool: Wentworth probe station 
Recipe:  Use 4-pt probe test structure 
Result: _________(/sq) 

36. Metrology: Feedthrough from just poly-1 
Tool: Lakeshore probe station 
Recipe:  Use GSG probes, typical filter pads 
Result: _________(dB) 

37. Pre-furnace cleaning - for LSN wafers 
Tool:  msink8, msink6 
Step:  piranha clean 
Temp: 120°C 
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38. Bottom sacrificial oxide deposition 

Tool: tystar12 
Recipe: 12SULTOA 
Temp: 450°C 
Time: 00:45:00 
Goal:  5,000Å 
Note: Add 2 blank Si monitor wafers 

39. Bottom sacrificial oxide densification 
Tool: tystar3 
Recipe: 3N2ANNLA 
Temp: 950°C 
Time: 00:30:00 

40. Metrology: Bottom sacrificial oxide thickness 
Tool: Nanospec 
Recipe:  Program #1 
Result: _________(Å) 

41. Standard UV resist coating – for Stem 
Tool: svgcoat6 
Recipe: 1-2-1 (1.48 krpm spin speed) 
Temp: 130°C 
Note: Run three dummies first 

42. Expose stem 
Tool: ASML 
Job: MAXFIELD_DIE 
Field: Upper Left – layer 2 
Mask: ThickPlyRet1 
Energy: 30mJ 
Notes:  Could try exposure matrix on dummy first 

43. Develop resist 
Tool: svgdev6 
Recipe: 1-1-9 
Temp: 130°C 
Note: Run three dummies first 

44. Descum 
Tool: technics-c 
Recipe: 50W, O2 plasma 
Time: 1 min 

45. Hard bake resist 
Tool: uvbake 
Recipe: Program J 
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46. Etch stem holes in to oxide 

Tool: centura-mxp 
Recipe: MXP-OXSP-ETCH 
  500W, 200mT, Ar:120, CF4:10, CHF3:50 
  Rate: 3,100A/min 
Time: 180 s (includes 150% over etch) 

47. Ash resist 
Tool: matrix 
Recipe: 400W 
Time: 150 s 

48. Pre-furnace cleaning 
Tool:  msink8, msink6 
Step:  piranha clean 
Temp: 120°C 

49. Wet HF dip before structural poly deposition 
Tool:  msink6 
Step:  10:1 HF bath, right after piranha and QDR 
Time: 45 sec 
Note: Follow with standard QDR and spin dry, then go to poly furnace ASAP. 

50. Structural poly deposition 
Tool: tystar10 
Recipe: 10SUPLYA 
Temp: 615°C 
Time: 04:00:00 – for 3um devices 
  02:45:00 – for 2um devices 
Note: First run a dummy on 1000Å oxide test wafer with NO real wafers to determine
 the depositon rate and adjust the given times. 
  Add two 1000Å test wafers with process wafers for etch tests. 

51. POCL3 doping 
Tool: tystar13 
Recipe: 13POCL3A 
Temp: 1050°C 
Time: 02:00:00 + 01:00:00 
Note: This serves as stress anneal as well 

52. Clean PSG over poly 
Tool: msink8 
Recipe: 5:1 BHF tank 
Time: 10 min 

53. Metrology: Poly-2  thickness 
Tool: Nanospec 
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Recipe:  Program #4 
Notes: Measure poly over 1,000Å oxide monitors  
Result: _________(Å) 

54. Metrology: Poly-2  sheet resistance 
Tool: resmap 
Notes: Measure poly over 1,000Å oxide monitors  
Result: _________(/sq) 

55. Hard mask oxide deposition 
Tool: tystar12 
Recipe: 12SULTOA 
Temp: 450°C 
Time: 01:50:00 
Goal:  12,000Å 
Note: Add one blank Si monitor. 

56. Hard mask oxide densification 
Tool: tystar3 
Recipe: 3N2ANNLA 
Temp: 950°C 
Time: 00:30:00 

57. Metrology: hard mask oxide thickness 
Tool: Nanospec 
Recipe:  Program #1 
Result: _________(Å) 

58. Standard UV resist coating – for Poly-2 
Tool: svgcoat6 
Recipe: 1-2-1 (1.48 krpm spin speed) 
Temp: 130°C 
Note: Run three dummies first 

59. Expose Structural layer 
Tool: ASML 
Job: MAXFIELD_DIE 
Field: Lower Left – Field 3 
Mask: ThickPlyRet1 reticle 
Energy: 8mJ – or update as in note 
Note: Run exposure matrix on dummy poly2+hard mask, pick the best energy 

60. Develop Structural layer 
Tool: svgdev6 
Recipe: 1-1-9 
Temp: 130°C 
Note: Run three dummies first 
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61. Descum 

Tool: technics-c 
Recipe: 50W, O2 plasma 
Time: 1 min 

62. Hard bake resist 
Tool: uvbake 
Recipe: Program J 

63. Etch Structure into oxide hard mask 
Tool: centura-mxp 
Recipe: MXP-OXSP-ETCH 
  500W, 200mT, Ar:120, CF4:10, CHF3:50 
  rate: 3,100A/min 
Time: 275 s (includes 20% over etch) 
Note: Etch conditioning dummies. SEM test wafer for hard mask on beams looking sharp 
and vertical before etching process wafers. 

64. Ash resist 
Tool: matrix 
Recipe: 400W 
Time: 150 s 

65. Etch Structure into Poly-2 
Tool: lam8 
Recipe: Custom recipe 
  RF 250W, Bias 75W, 10mT, Cl2:14, 
  HBr:140, O2:5 
  rate: Obtain from test wafer 
Time: Obtain from test wafer 
Note: Monitor endpoint while etching. Etch test wafers and SEM them before etching pro-
cess wafers. 

66. Polymer removal after Lam8 etch 
Step 1 
Tool: msink18 
Recipe: EKC270, temperature: 70C, 10 minutes 
 
Step 2 (effective for HBr etches in literature) 
Tool: msink6 
Recipe: 20:1 HF bath 
Time: 45 sec 

67. Etch backside oxide to correct wafer bow 
Tool: sts-oxide 
Recipe: Oxide etch (APS) no 1‐ 2 
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  (4mT, C4F8: 15, H2: 8, He: 174, RF: 1500W, Bias: 350W, 0.3m/min) 
Time: 5min 

68. Etch backside poly to correct wafer bow 
Tool: sts2 
Recipe: DEEP SILICON 1 
  (Passivation: 7sec, 18mT, C4F8:80, Coil: 600W, Bias: 0W 
  Etch: 10sec, 35mT, SF6:130, O2:13, Coil:600W, Bias: 20W) 
Time: 32 cycles (17 sec per cycle) 

69. Metrology: wafer bow 
Tool: flexus 
Note: Accept if less than 15m bow 
Result: _________(m) 

70. Clean wafers after backside etch 
Tool:  msink8, msink6 
Step:  piranha clean 
Temp: 120°C 

71. Sidewall Oxide Deposition – 50nm 
Tool: tystar17 
Recipe: HTOSTDA.017 
Temp: 910°C 
Time: Run monitor wafer, use past data for start 
Goal:  5,00Å 

72. Thick UV resist coating – for Anchor 
Tool: svgcoat6 
Recipe: 1-7-1 (1.00 krpm spin speed) 
Temp: 140°C – IMPORTANT! 
Note: Run three dummies first 

73. Expose Anchor 
Tool: ASML 
Job: MAXFIELD_DIE 
Field: Lower Right – layer 4 
Mask: ThickPlyRet1 
Energy: 50mJ 
Notes:  Could try exposure matrix on dummy first 

74. Develop resist 
Tool: svgdev6 
Recipe: 1-1-9 
Temp: 110°C – IMPORTANT! 
Note: Run three dummies first 
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75. Descum 

Tool: technics-c 
Recipe: 50W, O2 plasma 
Time: 1 min 

76. Hard bake resist 
Tool: 120°C oven 
Recipe: 12 hours bake 

77. Etch anchor in to oxide 
Tool: centura-mxp 
Recipe: MXP-OXSP-ETCH 
  500W, 200mT, Ar:120, CF4:10, CHF3:50 
  rate: 3,100A/min 
Time: 180 s (includes 150% over etch) 

78. Strip resist – wet sink 
Tool: msink1 
Recipe: PRS-3000 bath 
Time: 2 hours 

79. Ash resist 
Tool: matrix 
Recipe: 400W 
Time: 150 s 
Note: This is precaution for residual resist and polymers. 

80. Pre-furnace cleaning - for all (LSN & AlN) wafers 
Tool:  msink8, msink6 
Step:  piranha clean 
Temp: 120°C 

81. Wet HF dip before electrode poly deposition 
Tool:  msink6 
Step:  20:1 HF bath, right after piranha and QDR 
Time: 30 sec – be careful of the sidewall oxide! 
Note: Follow with standard QDR and spin dry, then go to poly furnace ASAP. 

82. Electrode poly deposition 
Tool: tystar10 
Recipe: 10SUPLYA 
Temp: 615°C 
Time: 2:45:00 – for 2um  
Note: Add two 1000Å test wafers with process 
  wafers for etch tests. 
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83. POCL3 doping 

Tool: tystar13 
Recipe: 13POCL3A 
Temp: 1050°C 
Time: 02:00:00 + 01:00:00 
Note: This serves as stress anneal as well 

84. Clean PSG over poly 
Tool: msink8 
Recipe: 5:1 BHF tank 
Time: 10 min 

85. Metrology: Poly-3  thickness 
Tool: Nanospec 
Recipe:  Program #4 
Notes: Measure poly over 1,000Å oxide monitors  
Result: _________(Å) 

86. Metrology: Poly-3  sheet resistance 
Tool: resmap 
Notes: Measure poly over 1,000Å oxide monitors  
Result: _________(/sq) 

87. CMP Electrode layer – on 8 wafers 
Tool: cmp 
Recipe: Poly-on-oxide 
Notes: CMP until all poly traces are exposed. Verify trace conductivity in probe station. 

Cleaning after CMP  
Step-1 
Tool:  sinkcmp 
Notes: QDR water rinse, 4 cycles. Follow with manual cleaning with sponge. Then the 
ultrasonic bath with 5% NH4OH in DI solution for 10 minutes. 

88. FOR ELECTRODE CMP WAFERS: Standard UV resist coating – for Poly-3 
Tool: svgcoat6 
Recipe: 1-2-1 (1.48 krpm spin speed) 
Temp: 130°C 
Note: Run three dummies first 

89. FOR ELECTRODE CMP WAFERS: Expose electrode 
Tool: ASML 
Job: MAXFIELD_DIE 
Field: Upper Right – layer 1 
Mask: ThickPlyRet2 
Energy: 25mJ 
Notes:  Could try exposure matrix on dummy first 
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90. FOR NO ELECTRODE CMP WAFERS: Thick UV resist coating – for Electrode 

Tool: svgcoat6 
Recipe: 1-7-1 (1.00 krpm spin speed) 
Temp: 140°C – IMPORTANT! 
Note: Run three dummies first 

91. Expose electrode 
Tool: ASML 
Job: MAXFIELD_DIE 
Field: Upper Right – layer 1 
Mask: ThickPlyRet2 
Energy: 55mJ 
Notes:  Could try exposure matrix on dummy first 

92. Develop resist 
Tool: svgdev6 
Recipe: 1-1-9 
Temp: 110°C – IMPORTANT! 
Note: Run three dummies first 

93. Descum 
Tool: technics-c 
Recipe: 50W, O2 plasma 
Time: 1 min 

94. Hard bake resist 
Tool: 120°C oven 
Recipe: 12 hours bake 

95. Etch Poly3 
Tool: sts2 
Recipe: DEEP SILICON 1 
  (Passivation: 7sec, 18mT, C4F8:80, Coil: 600W, Bias: 0W 
  Etch: 10sec, 35mT, SF6:130, O2:13, Coil:600W, Bias: 20W) 
Time: 48 cycles (17 sec per cycle) 
Note: Watch for stringers 

96. Dice Wafers 

97. RUN COMPLETE 

 

 




