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ORIGINAL RESEARCH

Purpose: To use machine learning tools and leverage big data informatics to statistically model the variation in the area of lumbar neu-
ral foramina in a large asymptomatic population.

Materials and Methods: By using an electronic health record and imaging archive, lumbar MRI studies in 645 male (mean age, 50.07 
years) and 511 female (mean age, 48.23 years) patients between 20 and 80 years old were identified. Machine learning algorithms were 
used to delineate lumbar neural foramina autonomously and measure their areas. The relationship between neural foraminal area and 
patient age, sex, and height was studied by using multivariable linear regression.

Results: Neural foraminal areas correlated directly with patient height and inversely with patient age. The associations involved were 
statistically significant (P < .01).

Conclusion: By using machine learning and big data techniques, a linear model encoding variation in lumbar neural foraminal areas 
in asymptomatic individuals has been established. This model can be used to make quantitative assessments of neural foraminal areas in 
patients by comparing them to the age-, sex-, and height-adjusted population averages.

© RSNA, 2019

Supplemental material is available for this article.

Neural foramina are critical structures in the spine that 
contain exiting nerve roots. Narrowing of these foram-

ina leads to compression of nerve roots, which results in 
the clinical syndrome of radiculopathy (1). This syndrome 
affects more than 200 000 adults in the United States and 
is a major cause of morbidity and disability (2,3).

Evaluation of radiculopathy is performed by using 
MRI. In current clinical practice, radiologists interpret 
these studies and label each foramen as mild, moderately, 
or severely narrowed or stenosed. These interpretations 
are critical as they ultimately drive treatment and surgi-
cal decisions. However, this practice has been shown to 
be highly subjective with significant interrater variabil-
ity (4–7). Moreover, physicians do not currently have a 
standardized quantitative definition of what a “normal” 
lumbar neural foraminal area is. Without a proper under-
standing of what normal is, the variability and subjectiv-
ity of abnormal becomes even greater.

To bring objectivity to the diagnosis of neural forami-
nal narrowing, two key elements are necessary. First, a 
quantitative approach to delineate neural foramina on 
MR images and measure their respective areas is required. 
Ideally, the approach used should be repeatable. That is, 
when the act of measuring a foramen is repeated by using 

a particular examination, the exact same value of a neu-
ral foraminal area of interest must be obtained. Second, 
population-based modeling of the variation of neural fo-
raminal areas with demographic factors such as age, sex, 
and body height must be available.

The purpose of this study was to show that measure-
ment, identification, and delineation of neural foramina 
by using machine learning–based methods are achievable 
and useful. Studies on automated segmentation methods 
based on machine learning have been published in the 
literature (8–11) and applied to several other regions of 
the spine (9,10,12–16). In this study, we validated our 
proposed automated machine learning methods for the 
delineation of neural foramina on digital MR images. 
Furthermore, we used our technique to measure forami-
nal areas in asymptomatic patients and used such mea-
surements to test the hypothesis that these areas change 
significantly with age, sex, and height. We hope this work 
will introduce the community to the possibility of a quan-
titative era of radiologic reporting for spinal stenosis (17).

Materials and Methods
This study was conducted according to the rules and reg-
ulations of the University of California, Los Angeles, as 
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Training Data Generation for Machine Learning 
Models
A subset of 100 sagittal MR images were randomly chosen 
and set aside for algorithmic training purposes. Physicians 
segmented neural foramina and disks with the help of stu-
dents. Two independent students  (D.V. and C. Ahn) were 
first trained by physicians (J.B. and L.M.) to find lumbar 
disks and foramina and delineate them by using ITK-SNAP 
(20). The students went through each of the 100 three-di-
mensional sagittal MR images section by section and manu-
ally delineated neural foramen and disks. Once the student 
had delineated the disks and neural foramina, the segmenta-
tions were saved as Neuroimaging Informatics Technology 
Initiative (or NIfTI) files. The imaging data, as well as the 
segmented NIfTI files, were then reviewed by the physician, 
who went through all 100 cases on a section-by-section ba-
sis and made corrections to the student-generated delinea-
tions, when necessary. Thus, we had two sets of neural fo-
raminal (and disk) segmentations which were used strictly 
for evaluation of interrater variability. We also had a differ-
ent student (M.E.) segment neural foramina and disks on 
100 additional sagittal MR images. However, this student 
was paired with an attending physician (L.M.), who cor-
rected the resulting segmentations. The dataset segmented 
by the attending physician was used for training our ma-
chine learning algorithms for both disk and neural forami-
nal segmentations. The number of 100 cases for validation, 
as well as training, was chosen empirically. As such, we had 
a limited computational capacity for training deep neural 
networks and exceeding this number would have made the 
training process computationally infeasible.

Training, Validation, and Segmentation with 
Machine Learning Models

Neural foraminal segmentation.—Before segmentation 
of foramina, sagittal MR images were resampled to 256 × 
256 pixels. We used a two-step approach to autonomously 
segment neural foramina. The first step was the detection 
step, and the second was the segmentation step. In the de-
tection step, we detected a 25 × 25 pixel window contain-
ing the neural foramen. A support vector machine–based 
object detection system was trained by using histogram of 

approved by the institutional review board (IRB #16–000196) 
with waived consent. This study was Health Insurance Porta-
bility and Accountability Act compliant.

Data Collection
We queried the picture archiving and communication system 
for individuals who had undergone any form of spine imaging 
between July 1, 2013, and July 1, 2016, by using the corre-
sponding Current Procedural Terminology (18) codes listed in 
Table E1 (supplement). This yielded 39 295 unique medical re-
cord numbers of those who had undergone either MRI or CT 
imaging and corresponding accession numbers. We extracted 
and anonymized the images corresponding to each accession 
number. Subsequently, we cross-referenced image accession-
numbers with anonymized patient records and eliminated 
studies corresponding to patients whose records were associ-
ated with any International Classification of Diseases, Ninth 
Revision (19), code related to the presence of spinal pathologic 
conditions or symptoms attributable (eg, sciatica) to the spine. 
The International Classification of Diseases, Ninth Revision, 
codes used to filter these studies are listed in Table E2 (supple-
ment). The filtered dataset contained 3837 unique medical 
record numbers. Although images corresponding to all 3837 
medical record numbers were available, we could not use all 
of these for analyses because of various factors including the 
unavailability of associated demographic data (670 cases) and 
failure of the automated analysis to pass quality checks listed 
in Table 1 (2011 cases). After all filters were applied, we per-
formed our final analysis by using a dataset of 1156 unique 
patients with an age range of 20–80 years and containing 645 
male and 511 female patients. The mean age of men was 50.07 
years and that of women was 48.23 years in this study. The 
average height of men in the study was 69.97 cm and that of 
women was 64.69 cm.

MR Sequences
All images used in this study were sagittal T2-weighted MRI ac-
quisitions. The acquisition parameters varied among the patients 
with mean repetition time of 3756 msec ± 738 (standard devia-
tion) and mean echo time of 107 msec ± 12. The MR acquisitions 
used for the analysis were three-dimensional acquisitions with a 
higher in-plane resolution in the sagittal plane. Resolutions in the 
sagittal plane varied between 0.5 × 0.5 mm per pixel to 2 × 2 mm 
per pixel. The resolutions were lower in the direction perpendicu-
lar to the sagittal plane and ranged from 1 to 5 mm.

Summary
Lumbar neural foramina change in cross-sectional area in the healthy 
population because of factors such as age, sex, and height, which has 
important implications for the diagnosis and treatment of spinal ste-
nosis and related degenerative pathologic conditions.

Key Points
 n Machine learning was used to automatically segment neural fo-

ramina on 1156 normal spine MR images.
 n Foraminal areas were statistically significantly (P < .01) correlated 

with patient age and height.

Table 1: Basic Quality Checks

Quality Control Questionnaire
Are all five foramina segmented on both sides?
Are segmentations > 5 pixels (disks and foramina)?
Are disk segmentations and foraminal segmentations adjacent in 

maximum intensity projection of segmented image?
Are there at least five lumbar disks segmented?
Does each disk when dilated with a 3 × 3 kernel intersect with at 

least two neural foramina? Do these foramina intersect?
Is any foraminal area as measured < 5 pixels?

https://pubs.rsna.org/journal/ai
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This cross-referencing al-
lowed us to eliminate many 
cases where neural foraminal 
segmentation was subpar 
and use the remaining data 
for exploring the relation-
ships between age, sex, and 
height and neural forami-
nal areas. It was perhaps the 
most important quality con-
trol criterion among all the 
criteria listed in Table 1.

Extracted 
Measurements
Figure 1 depicts lumbar 
neural foramina that were 
measured. A particular neu-
ral foramen may be cap-
tured on more than one 
sagittal section. If so, we 
selected the section with 
the largest cross-sectional 
area for measurement. We 
calculated areas separately 
for the left and right neural 
foramina at the L1 through 
L5 levels. The variation of neural foraminal areas as a function 
of age, sex, and height was subsequently analyzed.

Results

Qualitative Results
Figure 2 shows segmentations of neural foramina generated by 
the machine learning algorithm. Figure 2, A and D, have left 
laterality, whereas Figure 2, B and C, have right laterality. The 
colors indicate that the computer can distinguish neural fo-
raminal labeling based on the level at which the measurement 
is made. That is, it can identify L1 as separate or distinct from 
L2, and so on, and compute neural foraminal areas thereof.

Quantitative Results

Validating segmentations.—Segmentations generated by 
both the U-Net and the traditional support vector machine–
based models were qualitatively and quantitatively assessed. 
Quantitative assessment was performed by using the Dice co-
efficient of overlap (23). These results are shown in Table 2.

Statistical analysis of neural foraminal areas.—Linear 
regression analysis (24) was performed by using RStudio 
(RStudio, Boston, Mass) to analyze the variation of neural 
foraminal areas, both left and right with respect to age, sex, 
and height. Sex was coded as 1 for men and 0 for women, 
and height was measured in centimeters. We explicitly ac-
counted for the interaction between height and sex. The final 

oriented gradients (21) features and the hard negative min-
ing paradigm to classify if a particular 25 × 25 pixel window 
contained a foramen. In the segmentation step, an ensemble 
of regression trees–based (22) shape regression model was 
used to delineate the foramen. Both the detection step us-
ing support vector machines and the delineation step using 
ensemble of regression trees were implemented by using the 
Dlib software library.

Disk segmentation.—Compared with neural foramina, 
intervertebral disks are larger anatomic objects. A Deep-U-
Net (8) model was trained to segment disks on MR images. 
The Deep-U-Net we used was implemented by using the 
Keras application programming interface to the TensorFlow 
library. The U-Net used here contained four downsampling 
units, followed by a core unit, followed by four upsampling 
units, with skip connections between the respective downs-
ampling and upsampling units. Each downsampling unit 
consisted of a convolutional layer and a max-pooling layer. 
The convolutional layers had a stride of 1 pixel and a kernel 
size of 3 × 3. The number of channels went from 32 in the 
first downsampling layer to 64 in the second one, 128 in 
the third one, and 256 in the fourth one. The number of 
inputs went from 256 × 256 in layer 1 to 32 × 32 in layer 
4. The core unit was convolutional with 512 channels. The 
upsampling units consisted of convolutional layers followed 
by upsampling layers to drive output sizes back from 32 × 
32 to 256 × 256, which produced the final output. Rectified 
linear unit activation was used for convolutional neurons 
throughout the architecture, except the final output layer, 
which used sigmoidal activation. The Deep-U-Net model 
provided a highly accurate detection and segmentation of 
intervertebral disks.

Cross-referencing Disk Segmentations with Neural 
Foraminal Segmentations for Quality Control 
Neural foraminal segmentation is substantially more chal-
lenging than disk segmentation for both computers and hu-
mans. Neural foramina are difficult to segment because they 
are small and not always bilaterally symmetric. Because of 
their relatively smaller size, the angle at which they are cap-
tured by an MR imager varies due to variations in patient 
anatomy and position in the imager bore.

Because we know that disk segmentations generated by 
machine tend to be highly accurate, we could potentially use 
them as a quality check of the foraminal segmentations. For 
instance, disks can be labeled from L1 to L5 along the y-axis 
of the image reliably. Depending on the position of patient 
and image resolution, sometimes a foramen is captured only 
partially on one side. In such a case, the machine segments 
on one side and is unable to infer the presence of the fora-
men on the other side. The disk is conspicuous and continues 
to be segmented, despite variation in position and anatomy. 
Because we expect the L1 disk (L1-2 disk) and the two associ-
ated foramina to lie adjacent to each other, if two foramina 
are not found adjacent to the disk, we can conveniently delete 
this case from the dataset.

Figure 1: Anatomic depiction 
of lumbar neural foramina.

https://pubs.rsna.org/journal/ai
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Algorithms and measurements presented in this article 
could provide the basis for developing quantitative radiologic 
reports of the future. Given a model of lumbar neural forami-
nal areas, as measured by a specific algorithm, abnormalities 
can be quantified based on the exact degree of deviation from 
the age-, sex-, and height-specific norms. Thus, in the future, 
we envision radiologic reports as follows: “Left L3-4 foramen 
is 2 standard deviations (45%) narrower compared with the 
population mean corresponding to the patient’s age, sex, and 
height.” This approach is diametrically different from the cur-
rent subjective labeling of mild, moderate, or severe, which is 
not only variable, but more importantly, does not contain a 
standardized definition of a normal lumbar neural foramina 
(without narrowing). We think this computer-aided approach 
provides a high level of objectivity and reproducibility to ra-
diologic findings, thus representing a major advance compared 
with the current state of the art. This not only highlights the 
strength but also the necessity of this radiomics approach to the 
radiologic investigation of degenerative spine disease.

There were a number of strengths of this study that require 
mention. First, to develop these machine learning algorithms, 
a large dataset of annotated MRI data was required. Thus far, 
such datasets have not been available for spine image analy-
sis. Therefore, the dataset constructed for the purposes of this 

multivariable linear regression model was 
characterized by the equation:

Neural foraminal area = w
1
(age) + 

w
2
(sex)+w

3
(height) + w

4
(height  sex)+c,

which was fitted to the data. c is the inter-
cept in the regression model. We analyzed 
whether each coefficient was significantly 
related to the output variable, namely, the 
neural foraminal area. The results are tabulated in Table 3. We 
found that age as well as height were significant predictors of 
neural foraminal areas. Neural foraminal areas correlated di-
rectly with patient height and inversely with patient age. We 
have assessed significance at  equals .05, and the associated 
P values and coefficients are shown in Table 3. P values cor-
responding to a Bonferroni multiple comparisons correction 
may be obtained from those shown in Table 3 by multiplying 
by four. This had no effect on the stated results at  equals .05. 
We also conducted t tests to check if neural foraminal areas 
measured on the left differed significantly from those measured 
on the right. The results of these are shown in Table 4.

Discussion
Machine learning algorithms have induced a paradigm shift in 
addressing automation and computer-assisted diagnosis (25,26). 
Given the necessary training datasets, these algorithms can learn 
to autonomously caption images (27,28), identify objects (29,30), 
drive cars (31), and, in our case, identify, segment, and measure 
lumbar neural foramina. In asymptomatic individuals, we found 
a statistically significant trend of reduced neural foraminal areas 
with age. We also discovered that taller individuals had larger neu-
ral foramina. Furthermore, laterality (left vs right) did not seem to 
have a statistically significant influence on neural foraminal area.

Figure 2: A–D, A random sample of automated neural foraminal segmentations used for generating measurements. Original MR 
images (left) and overlaid computer-generated segmentation (right).

Table 2: Quantitative Assessment of Automated Segmentation Algorithms

Parameter Disk Foramen
Interrater agreement 0.91 ± 0.03 0.68 ± 0.12
Mean agreement between automated method  

and humans on test set
0.84 ± 0.056 0.63 ± 0.12

Note.—Data are means ± standard deviations.

https://pubs.rsna.org/journal/ai
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In conclusion, we have used artificial intelligence to take the 
first steps toward establishing a normative model for charac-
terization of areas of lumbar neural foramina on MR images. 
This model can be used to characterize the variation of neural 
foraminal areas with respect to age, sex, and height. We believe 
this ability can provide much needed standardization to the field 
and facilitate objective evaluations of neural foramina in future 
radiologic reporting. Hence, the described approach and meth-
odology have the potential to usher in an era of quantitative di-
agnosis and treatment of degenerative spinal disorders.
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study represents an important 
development and resource in 
and of itself. Compared with 
prior studies in the literature 
regarding image analysis of the 
spine, the scale of the current 
study is substantially larger. This 
approach had two advantages. 
First, it enabled the use of al-
ready collected data, and second, 
with additional work on diseased 
cases, it presented the possibility 
of real-world application in the 
future.

Although we have established 
a quantitative paradigm for fu-
ture radiologic analysis of lum-
bar spine MR images, this article 
would be incomplete without 
acknowledging several limita-
tions and opportunities for future 
work. The most important limi-
tation was that we have focused 
exclusively on the analysis of area 
with respect to lumbar neural fo-
ramina. Although this is the most 
intuitive measure of stenosis or 
narrowing, we realize that lum-
bar neural foramina present with 
substantial shape variation across 
the population. In fact, this shape 
variation presented a substantial 
difficulty in the initial stages of algorithmic development. Per-
haps shape quantification along with area will yield additional 
quantitative measures valuable to both radiologic diagnosis and 
treatment selection. This remains a topic for future investiga-
tion. A second limitation was that some healthy individuals may 
have an extra lumbar vertebral body (L6), which has not been 
accounted for in the analysis presented.

Finally, the algorithm presented in this study does not ren-
der a diagnosis. The methodology simply identifies, segments, 
and measures lumbar neural foramina. Through application of 
this algorithm on a large population of lumbar MR images, 
we were able to construct a model of what the normal area for 
a given neural foramina should be in an asymptomatic indi-
vidual. This is important, especially because age-related spinal 
degeneration is known to occur in asymptomatic individuals, 
as well as symptomatic ones (32).

In the future, we will need to perform a similar analysis on 
patients with clinical symptoms of lumbar radiculopathy to de-
fine the abnormal and symptomatic range of areas for lumbar 
neural foramina and compare these results with radiologist find-
ings contained within the imaging report. Presently, our data 
only support what the algorithms can identify and measure as 
neural foraminal area. Nonetheless, challenges remain as the de-
veloped methodology would sometimes fail in places where hu-
man raters would inevitably succeed.

Table 3: Effect of Age, Sex, and Height on Foraminal Area as Measured on MR 
Image by Using a Linear Model 

Anatomic Region Age Sex Height Height ⋅ Sex
Left side
 L5 foramen −0.19 (.00369) 58.26 (.242) 2.71 (<.001) −0.955 (.199)
 L4 foramen −0.28 (<.001) 6.92 (.889) 2.49 (<.001) −0.155 (.833)
 L3 foramen −0.46 (<.001) 33.26 (.492) 3.08 (<.001) −0.61 (.399)
 L2 foramen −0.33 (<.001) −31.04 (.483) 2.62 (<.001) 0.3233 (.625)
 L1 foramen −0.37 (<.001) −9.99 (.820) 2.49 (<.001) 0.0023 (.997)
Right side
 L5 foramen −0.25 (<.001) 73.81 (.158) 2.22 (<.001) −1.076 (.1696)
 L4 foramen −0.33 (<.001) 4.44 (.929) 2.00 (<.001) −0.104 (.888)
 L3 foramen −0.41 (<.001) 80.19 (.0852) 3.16 (<.001) −1.31 (.0605)
 L2 foramen −0.36 (<.001) 33.17 (.772) 3.01 (<.001) −0.58 (.359)
 L1 foramen −0.37 (<.001) 56.58 (.180) 2.70 (<.001) −0.964 (.127)

Note.—Data are coefficient estimates, with P values in parentheses. 

Table 4: P Values Comparing Foraminal Areas between Left and Right Sides in Men 
and Women

Anatomic Region Left versus Right (Men) Left versus Right (Women)
L1 foramen .326 .27
L2 foramen .05 .002
L3 foramen .008 .05
L4 foramen .99 .47
L5 foramen .98 .042

https://pubs.rsna.org/journal/ai
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