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Abstract

Maintaining thermal comfort in built environments is important for occupant health, well-being, and productivity, and also for efficient HVAC system operations. Most of the existing personal thermal comfort learning methods require occupants to provide feedback via a survey to label the monitored environmental or physiological conditions in order to train the prediction models. However, the accuracy of these models usually drops after the training process as personal thermal comfort is dynamic and changes over time due to climatic variations and/or acclimation. In this paper, we present a hidden Markov model (HMM) based learning method to capture personal thermal comfort using infrared thermography of human face. We chose human face since its blood vessels has a higher density and it is not covered while performing regular activities in built environments. Learning algorithm has 3 hidden states (i.e., uncomfortably warm, comfortable, uncomfortably cool) and uses discretization for forming the observed states from the continuous infrared measurements. The approach can potentially be used for continuous monitoring of thermal comfort to capture the variations over time. We tested and validated the method in a four-day long experiment with 10 subjects and demonstrated an accuracy of 82.8% for predicting uncomfortable conditions.
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1. INTRODUCTION

Buildings account for about 30% of the total energy consumption in the world [11] (50% of which is associated with HVAC systems) and substantially contribute to the climate change (i.e., 30% of global greenhouse gas emissions [12]). Heating, Ventilation, and Air Conditioning (HVAC) systems, responsible for providing thermal comfort in buildings, often use time-invariant setpoints derived from thermal comfort standards, such as the ASHRAE Standard 55 [1]. In several cases, the reliance on time-invariant setpoints has caused HVAC systems not to perform as desired and make them very inefficient [2, 3]. More recent models (e.g., adaptive models) account for climate variations for estimating occupants’ thermal sensations [4]. However, prior research demonstrated that existing thermal comfort models do not account for several influential static and dynamic factors [2]. Static factors
(e.g., race, gender [5]) are time-invariant across individuals, while dynamic factors (e.g., acclimation, age, and food intake [6-10]) make thermal comfort dynamic over time [13]. Although the impact of static factors on thermal comfort might be quantifiable through extensive and exhaustive field experiments, it is not trivial to quantify and learn the impact of dynamic factors. The lack of real-time access to the building occupants’ thermal comfort prevents control strategies to select temperature setpoints which are more energy efficient due to the standards requirements. Potential savings very based on the building size, type, construction materials, and climate in a range of 4 to 32% [14, 15].

Inability of existing thermal comfort models to accurately estimate dynamic personal thermal preferences has led the researchers to explore various real-time thermal comfort sensing methods that are feasible to be used in buildings. Thermal comfort is defined as the condition of mind that expresses satisfaction with a thermal environment [16]. Consequently, thermal comfort can be measured directly only by surveying individuals about their comfort. Existing research and industry efforts to capture personal thermal comfort requires occupants to continuously provide feedback via surveys (e.g., surveys delivered through web interfaces [17]). Survey based methods are aimed to directly collect thermal preferences of occupants and consequently, require the individuals to continuously answer questionnaires about their thermal comfort levels. Due to advancements in participatory sensing methods, an occupant can provide thermal comfort feedback via a web interface or an app to make the surrounding thermal environment comfortable. Evidently, survey based models identify comfort levels more accurately than the environmental and physiological measurement based models as they try to directly extract the state of mind of a person, however, they require continuous and frequent user feedback. Since it is impractical to continuously query occupants for their states of comfort, researchers have focused on the methods that are aimed to use training labels to correlate thermal comfort states with environmental measurements. Environmental measurement based methods are developed to reduce this need for continuous user feedback by correlating occupant feedback with environmental conditions (e.g., indoor air temperature). Consequently, environmental conditions are used to estimate thermal comfort. However, sensor and occupant locations in a built environment, as well as the size/volume of an environment make the trained models difficult to generalize. Moreover, methods based on the measurements of environmental factors do not take into account time-dependent variations into consideration unless continuous occupant feedback is provided. A comprehensive review of the two group of methods can be found in our earlier publication [18].

To reduce or ultimately eliminate the need for continuous feedback requirements for training of personal comfort models, physiological responses (e.g., skin temperature, heart rate, core temperature [19, 20]) could be used to learn personal comfort. Physiological measurement based approaches are built upon the principle that physiological responses can be correlated with thermal discomfort. In other words, comfort is potentially maintained if no uncomfortable conditions occur. Hence, correlating the monitored measurements with occupant feedback enables predictive models to estimate an occupant’s probability of discomfort. Authors in [21] introduced a data driven predictive method that integrates personalized factors with a generalized model of the body heat balance. The model coefficients were calculated dynamically based on comfort votes via minimizing an error function (i.e., least square) of coefficients. Since the data collection was done on a daily basis, the authors argued that the modeling account for time variations of comfort. In [22], a deep artificial neural network (ANN) learning technique was used for classifying environmental conditions into three categories: comfortable, uncomfortably warm, and uncomfortably cool. The ANN algorithm had 4 input layers (i.e., air temperature, radiant temperature, air flow, air humidity) and 5 hidden layers. Algorithm was trained with the comfort votes of the test subjects under controlled experiments. However, the time dependent variations of thermal comfort were not included in the study. The authors of [23] developed a heuristic based method, which relates occupants’ thermal sensations with body exergy usage rate. Their results showed that both the radiative and convective heat exchange of environment and a human body.
is a satisfactory measure of body exergy usage rate. Time dependent variations were assumed to be inherently integrated in the exergy. An adaptive thermal comfort modeling technique, which used the PMV (predictive mean vote) model as a prior model, was introduced in [24]. The model calculated an adaptation coefficient, which decreased or increased the estimated PMV values. The adaptation coefficient was calculated based on a field study that took into account local climate, culture, and social backgrounds. In [25], the authors developed an adaptive fuzzy-logic based algorithm that learns comfort on-line, using individuals’ actions on thermostats and environmental conditions. The fuzzy sets were aligned with the desired changes to a thermostat. A multiple regression model that takes mean skin temperature and its time differential as input and predicts transient thermal sensations was introduced in [20]. The results showed strong correlation (with 0.8 as correlation coefficient) for the proposed technique for predicting the sensations. Authors in [26] explored the applicability of using heart rate variability (HRV) index and the electroencephalograph (EEG) as an indicator of thermal comfort. They carried out experiments to investigate how the environmental temperature influences the HRV and EEG of the people and relate the two factors with the thermal comfort. They found that HRV index may be closely related to thermal comfort sensations. However, their EEG analysis demonstrated that although there could be a relationship between comfort and the measurements, future research is required to make use of the EEG measurements. In [27], authors presented a mathematical model of thermal sensation based on the neurophysiology of thermal reception. Experimental data from 12 subjects were used to develop the model and 8 subjects to validate it. The collected data included skin and core temperature measurements. For the development dataset, 12 young adult males were exposed to transient conditions where air temperature going from 30 to 20 to 35 to 30°C. For validation, 8 young adult males were exposed to relatively different transient conditions where air temperature varied from 17 to 25 to 17°C. The predictive model had a mean r-squared error of 0.89 for the training stage and the relatively low mean r-squared error of 0.38. The majority of the models mentioned above require the occupants to continuously provide feedback to train the predictive model. In other words, occupants are responsible for training the learning model to adapt to their thermal preferences. Thus, there is a need for a non-intrusive data collection technique that enables unsupervised personal thermal comfort learning techniques. To be practical and adapted by building occupants, this modeling technique should be built using the data collected by a non-intrusive sensing technique.

In summary, currently available physiological based methods still face two major issues: (1) they require the sensing system to be directly connected or inserted into the human body, which make them invasive and inapplicable to real-world cases, and (2) they require user’s feedback to train the comfort model in a supervised learning fashion, and are often not desirable by end users. Providing real-time personal thermal comfort information to HVAC controllers enable designing new optimization and control paradigms that select more energy efficient setpoints while ensuring occupants’ comfort.

One of the responses of human body to thermal stress (i.e., heat or cold) relates to cutaneous vessels. The sympathetic neural control of skin blood flow includes the noradrenergic vasoconstrictor system and cholinergic active vasodilator system [28, 29]. Accordingly, thermoregulation system alters heat exchange with the environment by modifying the skin blood flow through cutaneous arterioles and veins [30] Distribution of cutaneous vessels is not uniform across a human body. On areas around face, the density of vessels is considerably higher [30], enabling higher blood circulation. In addition, face is usually not covered by clothing therefore infrared radiation on a human face could be monitored easily. Therefore, we used facial skin temperature as a measure of skin blood flow to characterize the thermoregulation responses of human body to hot and cold stresses. We specifically focused on four points on face (i.e., ear, nose, front face, and cheekbone) as they are located on different cardiovascular territories [30] and behave differently under hot or cold thermal stimuli [31]. By monitoring the thermoregulation performance, we aim to identify the thermoneutral zone and consequently predict thermal comfort. There are several methods for measuring skin blood flow, including venous occlusion plethysmography, Doppler ultrasound, laser
Doppler, thermostrum, photoelectric plethysmography, impedance and radioactive isotopes [32-34]. Even though these methods have shown promising results for monitoring skin blood flow, they have drawbacks that prevent their applications for regular daily office activities comfort monitoring. These drawbacks include: (1) these devices are required to be attached to a human body, (2) users are required to avoid any movement as motion introduces large errors [35], (3) device should be set with a certain angle or position, and (4) the fact that limb fat content impact the results. To address these challenges, in a previous study [31], we introduced a wearable infrared thermography device that enables continuous monitoring of four facial points.

In previous study, we designed and tested a wearable device (i.e., an eyeglass with infrared sensors) to continuously monitor skin radiations on several points on human face to collect physiological data in a non-intrusive way [31]. In present study, we used the data collected by this device and developed a hidden Markov model (HMM) based learning method to reduce and ultimately eliminate the need for user thermal feedback. The HMM model has three hidden states (i.e., uncomfortably warm, comfortable, and uncomfortably cool) and an arbitrary number of observable states. We used the average temperature of monitored facial points as the observed variable in the hidden Markov model to minimize the bias in the calculation by using a single measurement. We also used a static transition probability matrix and a dynamic emission probability matrix by modeling 3 probability distributions based on the collected data. Since the hidden Markov models require discrete values for observed variables, we utilized a discretization method to create a vector of observed states. To test our learning method, we designed a four-day long experiment, which included hot and cold indoor environmental conditions, and collected physiological data using the wearable device and the comfort levels via a user interface (for ground truth).

The paper is organized as follows. The proposed learning method, which includes the data-driven modeling processes for the hidden Markov model and the comfort state estimation process is presented in Section 2. We present the results and the performance metrics in Section 3. Section 4 provide the details of the data collection procedures. Section 5 provides a discussion on generalization of results, real-world applications. Section 6 discusses the limitations of the study and presents the future steps for research. Finally, a summary of the results and conclusions of the paper is presented in Section 7.

2. METHODOLOGY

To monitor human thermoregulation responses to thermal stimuli, we used a non-invasive method for indirectly determining skin blood flow by infrared thermography using infrared sensors. For our explorations, we designed/ran an experiment (see Section 3) in order to monitor thermoregulation performance during hot and cold stress while collecting subjective thermal comfort votes. Thermal comfort votes are the conscious perceptions of an individual to a thermal environment, whereas the thermoregulation system regulates the unconscious response of an individual to a thermal environment.

In order to learn the states of thermal comfort, we used a hidden Markov model based learning method to estimate the hidden states based on the time-series of skin infrared radiations measured in temperature values. A hidden Markov model is a type of dynamic Bayesian network that aims to estimate the hidden states of an unobserved Markov chain via observing the variables that are dependent on the hidden Markov chain states. In other words, the observed variables are probabilistic functions of hidden states and are time-wise dependent (i.e., Markovian behavior). In the case of thermal comfort modeling, we have three hidden states: (1) uncomfortably warm conditions, (2) comfortable conditions, and (3) uncomfortably cool conditions. The observable variable, which is the average skin temperature, is a continuous variable with different behaviors across occupants. Since the hidden Markov model requires the observable states to be discrete, we rounded the temperature values to the closest integer value. Figure 1 demonstrates the probabilistic architecture of the hidden Markov model, used in comfort learning. There are 3 hidden states (i.e., x1: uncomfortably warm, x2: comfortable, and x3: uncomfortably cool)
which we would like to know about, but are hidden, and the observed states \( (y) \) are discretized skin temperature measurements. \( TP \) is the transition probability matrix and each element demonstrates the probability that a hidden state \( (x_i) \) to remain in the same state or transit to another state. \( EP \) is the emission probability transition matrix. Each line of the matrix demonstrates the probability of a hidden state to result in different skin temperature values. Since the range of skin temperatures might be different from person to person, we represent the state as a vector \( (y) \) with variable size.

**Figure 1.** Graphical representation of the hidden Markov model.

Figure 2 demonstrates the sequential behavior of the observed variables and the hidden sequence of the states. As it can be seen, the observed state is a probabilistic function of the hidden state and hidden state is the probabilistic function of the previous hidden state (i.e., Markovian behavior). In other words, comfort states are dependent on the previous comfort states and skin temperatures are functions of the comfort states. If skin temperatures change considerably over time in a sequential way, it represents a change in the hidden state of thermal comfort.

**Figure 2.** Markovian behavior of the hidden states and conditional dependence of the observed variables.

Viterbi algorithm [39] is used on the hidden Markov models to estimate the hidden state sequence with the maximum probability from the observed states. In our case, the hidden state sequence is the sequence of thermal comfort states that has the highest probability of occurrence based on the observed time-series of the skin
temperature. There are three inputs for formulating the Viterbi algorithm on the hidden Markov model (see Figure 2): (1) transition probability matrix (TP), (2) emission probability matrix (EP), and (3) initial probabilities ($\pi$). Viterbi algorithm uses a recursive structure (see Equation 1 and 2) to find the highest probability hidden state sequence (see Equation 3). We provide details on how to calculate these unknown values in the following paragraphs.

Let $\delta_t(j)$ be the probability of the most likely path ending with $x_j$ at time $t$.

$$\delta_t(x_j) = \max_{x_1,x_2,\ldots,x_{t-1}} P(X_1 = x_1, X_2 = x_2, \ldots, X_t = x_j)$$

Eq. 1

Equation 1 recursively relates to past observations:

$$\delta_t(j) = \max_i \delta_{t-1}(i) \cdot \text{tp}_{ij} \cdot \text{EP}(y_t|X_t = s_j)$$

Eq. 2

The most likely path at the point $x_j$ is

$$\arg\max_j \delta_t(x_j)$$

Eq. 3

When the recursive formula reaches the first state of the sequence, it calculates the most likely path based on the initial probabilities ($\text{tp}_{ij}$ is replaced with $\pi_i$). Here, we do not provide details on the Viterbi algorithm efficiency mechanisms and procedures for calculating the highest probability path as it is a well-known approach. Details on the algorithm and code implementations can be found in [39, 40].

Sample data or prior knowledge has to be provided to the above-mentioned matrices for the Viterbi algorithm. Specifically, we use a heuristic based on the nature of thermal comfort to simplify the transition probability (TP) matrix development. The heuristic is: the probability of transitioning from a comfortable state to any of the uncomfortable states is smaller than remaining in the comfortable state, and vice versa ($\text{tp}_{ii} > 0.5$), due to the fact that thermal comfort is a relatively stable variable when it is studied per second (our measurement rate). In Section 4 and Figure 8, we provide a sensitivity analysis on the performance of the algorithm and the transition to validate the heuristic. In addition, the probability of moving from an uncomfortably warm condition to an uncomfortably cool condition is zero as it has to transition through comfortable conditions ($\text{tp}_{13} = \text{tp}_{31} = 0$).

Assuming a symmetrical transition matrix, and similar probabilities for transitioning from a comfortable state to uncomfortable states, we simplified the matrix to have one hyper parameter ($\text{tp}$). For the initial probability vector ($\pi$), we use the knowledge in our experiments that the initial condition starts in comfortable conditions and set all the probabilities of other conditions to zero. However, it should be noted that these values can be chosen differently based on the initial conditions or be set to similar values to represent unknown conditions. It should also be noted that although the hidden states transition probabilities are set to be fixed in the hidden Markov model formulation, it does not represent a fixed likelihood of change in the hidden thermal states. Recognizing a change occurs with accumulating enough evidence on the observable states’ measurements and corresponds to a transition in the hidden states which are actual comfort states.

For the emission probability (EP) matrix, we use a probabilistic data driven method to compute the rows based on a similar heuristic used for the transition matrix. The heuristic is: the uncomfortably warm and cool states both have a half normal distribution (with different skews) for depicting the observed variables (i.e., temperature) in the range of the measured observed variables. In other words, an uncomfortably warm state is more likely to result in skin temperatures close to the upper bound of measurements while the uncomfortably cool state is more likely to result in skin temperatures close to the lower bound of measurements. In addition, the comfortable state would follow a normal distribution for the observed temperatures. To simplify the computation of the probability
distributions, we assume similar standard deviations for all of them, and set the value to the standard deviation of
the whole data set of the observed temperature values. The starting point (the point with the highest probability for
the half-normal distribution) for uncomfortably warm probability distribution is set to the lowest value observed in
the temperature time-series. Similarly, the starting point for the uncomfortably cool state is set to the highest value
observed in the temperature time-series.

2.1 Compliance with ASHRAE 55

ASHRAE Standard 55 (thermal environmental conditions for human occupancy) uses the PMV-PPD model to
define the comfortable indoor thermal conditions [1]. Specifically, the standard requires the percentage of people
dissatisfied (PPD) to be less than 20%, which implies that at least 80% of the occupants in a building should be
thermally comfortable. If we define an indicator function (see Equation 4) for an occupant to be comfortable or not,
and apply the probability threshold of 80% ($P(X = 1) = 0.8$), the expectation of the indicator function would be
0.8 (see Equation 5).

\[
X = \begin{cases} 
1 & \text{if Occupant } i \text{ is Comfortable} \\
0 & \text{if Occupant } i \text{ is Uncomfortable} 
\end{cases}
\quad \text{Eq. 4}
\]

\[
E(X) = P(X = 1) = 0.8 
\quad \text{Eq. 5}
\]

Consequently, the expectation of the indicator function for the population of building occupants (i.e., the
expected percentage of satisfied occupants) would be 80% (see Equation 6). Thus, we would meet the ASHRAE
standard requirements.

\[
E\left( \sum_{i=1}^{n} X \right) = \sum_{i=1}^{n} E(X) = 0.8 \times N 
\quad \text{Eq. 6}
\]

In the cases, where the Viterbi algorithm’s hidden state sequence maximum probability falls below 80%, the
algorithm fails to find a range of environmental conditions that meet the standard’s requirements. In such cases, we
recommend to select the state with the highest probability of occurrence until the probability reaches 80%. However,
since these uncertainties happen in the transition stages between the hidden states, other strategies can be selected,
such as selecting the state which demonstrates a growth in the probability of occurrence.

3. DATA COLLECTION

In order to validate our method, we collected physiological measurements and thermal comfort feedback of 10 test
subjects (7 males and 3 females) in a shared office space in a university building in Los Angeles, California.
According to Köppen–Geiger climate classification [41], the climate of the city is classified as dry-summer
subtropical. The duration of experiment for each test subject was three hours a day for four days: three days with
the office thermostat set to provide comfortable conditions according to the subjects’ preferences (three comfortable
days) and one day deliberately with extreme temperature settings (an extreme day), so that the test subjects are
exposed to different thermal stresses. The extreme day for all test subjects started from their comfortable condition
(varies from person to person and we call it CC) and then were randomly exposed to CC to 29 °C to 18 °C (negative
temperature gradient) or CC to 18 °C to 29 °C (positive temperature gradient). Our goal was to minimize the bias
related to data collection in a specific day or a specific temperature setting gradient. Each test subject was given an
ID number and asked to communicate his/her votes with that ID number, using a user interface (Figure 5) while
wearing an eyeglass frame with four infrared sensors installed on the frame (Figure 3). Figure 4 illustrates the device
worn by a male subject.
The sensors were fixed on the eyeglass frame to point to four facial points (i.e., nose, front face, back of ear, and cheekbone). Due to the difference in facial structures, the sensors pointed to an area as opposed to exact points for each test subject. However, our data collection results did not show any significant change in the measurements for different test subjects. We opted to use a fixed set of sensing points, rather than optimizing the locations of the sensing points since it requires a thermal camera to monitor every point simultaneously. The infrared sensor used to measure physiological responses were MLX90614, which is factory calibrated and has an accuracy of ±0.1°C with the resolution of 0.01°C. The infrared sensor was tested in laboratories for human subjects research and recommended by the producer for medical applications [42]. Arduino UNO microcontrollers were used to collect the sensor measurements and store them into a database. The connections were all wired to insure a stable stream. The test subjects were able to move their head around while performing regular office activities to replicate a real-world scenario. Through a real-time visualization of the sensor measurements, any issues with the data collection was identified and addressed immediately.

Figure 3. Eyeglass frame with four installed infrared sensors.

Figure 4. A male subject wearing the infrared sensing system installed on an eyeglass frame.
Figure 5. User interface for collecting personal thermal comfort votes.

We used a thermal comfort scale (Figure 5) to cover various thermal comfort levels [43]. For the data analysis, we grouped comfortably cool, comfortable, and comfortably warm votes as a single state (i.e., comfortable), and much too cool and uncomfortably cool votes as a single state (i.e., uncomfortably cool), and uncomfortably warm and much too warm votes as a single state (i.e., uncomfortably warm). The test subjects were required to provide thermal comfort votes (10 votes a day with a 15-minute gap between the votes) during regular office activities (e.g., working with a laptop or computer). The votes provided by the participants were used as the ground truth. The heating sources were two electrical heaters and the cooling source was cooled air from a central air conditioning system controlled via a thermostat inside the room. The test subjects were seated in a manner that they were not exposed directly to heat or cold. The temperature sensor used to monitor external heat stimuli was Aosong AM2302 which company calibrated with an accuracy of ± 0.5 °C and a resolution of 0.1 °C. Four sensors were placed around test subjects.

4. RESULTS

Figures 6 and 7 demonstrate the collected physiological and environmental measurements (cheekbone, ear, front face, nose, the average facial points, and room temperatures) from two test subjects.
As it can be seen, there is a high correlation between the facial temperature measurements and the thermal stimuli (i.e., room temperatures). However, the behaviors of single measurements are different, specifically, during the extreme days. As explained earlier, although the room temperature is the only external stimulus, internal heat equilibrium and thermoregulation performance highly impact the skin temperatures. Thus, even though the environmental temperature is a highly influential factor, there are other factors important to thermoregulation performance and thermal comfort, impacting skin temperatures.

The data collected from 10 test subjects included 457 votes, of which 87 votes were uncomfortable and 370 votes were comfortable. Out of the 87 uncomfortable votes, 26 votes were uncomfortably cool and 61 votes were uncomfortably warm. We focused on uncomfortable conditions because predicting and addressing the uncomfortable conditions is the main goal for a learning system in this context. By preventing the occurrence of the uncomfortable conditions via a control system, the learning system lays the foundation for the occupants to perceive comfort. Therefore, we assessed the performance of our proposed learning method based on the specificity measure \( \frac{TN}{TN+FP} \) of the thermal comfort votes of all occupants. It should be noted that \( TN + FP \) is the total number of uncomfortable votes. In addition, \( FP \) (conditions labeled as comfortable which are not true) is the error, which should be minimized, while the \( FN \) (conditions labeled as uncomfortable but are actually comfortable) can be tolerated. \( FN \) is an acceptable error from the comfort perspective because when a condition is incorrectly labeled as uncomfortable, the occupant remains perceiving comfort as long as the FP error is minimized. However, in this case, the HVAC system might consume more energy trying to make an already comfortable occupant comfortable (labeled as uncomfortable).

As explained in Section 2, we used the heuristics to reduce the complexity of the transition and emission probability matrices. The transition probability matrix has one hyper parameter \( tp \) that demonstrates the rate of transitions from the comfortable state to uncomfortable states and vice versa. The emission probability matrix has
two half-normal and one normal distributions that are driven based on the data collected during the experiment and assumed to include all comfortable and uncomfortable conditions. Figure 8 demonstrates the specificity measure of the algorithm and the ratio of the comfortable conditions states over all states as a function of the transition probability (tp) for all the test subjects.

![Figure 8](image)

**Figure 8.** Specificity ($\frac{TN}{TN+FP}$) measure of the algorithm and the ratio of the comfortable states for all the test subjects.

As it can be seen in Figure 8, a smaller transition probability results in higher prediction performance (83%) while the ratio of the comfortable states holds relatively small values (49%). On the other hand, a higher transition probability results in lower prediction performance (46%) and higher ratio of comfortable states (76%). Accordingly, improving the performance of discomfort prediction would label many instances as uncomfortable, and therefore, the ratio of comfortable states decreases. It is interesting to note that the smaller tp ratio relates to a higher prediction performance of discomfort conditions. This is related to the sampling rate (1 measurement per second) and the fact that a smaller ratio better fits the measurement rates. The figure demonstrates the trade-off between the performance of comfort prediction and the ratio of comfortable conditions. In other words, an HVAC system might need to consume more energy to keep the comfortable states since the higher the focus on preventing uncomfortable conditions, the higher the constrains on the HVAC operations (a smaller ratio of comfortable environmental conditions).

Figure 9 shows the precision ($\frac{TP}{TP+FP}$) and recall ($\frac{TP}{TP+FN}$) measures for different values of tp. As it can be seen, there is a trade-off between the precision and recall measures. The higher the precision (the accuracy of the algorithm for classifying comfortable conditions versus uncomfortable conditions), the lower the recall rate (the rate of the comfortable conditions detection). The starting point of the curve is associated with the lowest tp value. The figure demonstrates that reducing the FP and FN error cannot be realized simultaneously, implying that the improvement in uncomfortable conditions error (FP) has a negative impact on the comfortable conditions error (FN). The cost of FN (predicting a person is uncomfortable, but actually is comfortable) is less of an issue from the comfort perspective, because, in these kinds of scenarios, a likely change in the thermal environment does not necessarily make the person uncomfortable (i.e., comfortable conditions in this context is a subset of real comfort
conditions). It is due to the fact that hidden Markov model uses a continuous internal representation of comfort states and by classifying the states that the likelihood of discomfort is high as uncomfortable, the opposite condition (comfort) occurs. Therefore, if a control policy uses the results of the proposed method to change a condition in the environment, the change in the environmental conditions is intended to keep the observable states (physiological measurements) in a neighborhood that is very likely representing the hidden comfort state (heating in case the body is losing heat or cooling in case the body is accumulating heat).

![Precision and recall curve for all the test subjects.](https://escholarship.org/uc/item/5xd3h77n)

Based on Figure 8, we searched for better tp in smaller values (0.0000001, 0.000001, 0.00001, 0.001, 0.01). The specificity measure for all tested values was 82.8% and the ratio of comfortable conditions only changed very slightly. Therefore, any positive (non-zero) value between 0 and 0.01 can be set as the tp measure. In this study, we chose the transition rate of 0.01 for the development of the transition probability matrix. Applying the Viterbi algorithm to find the hidden state sequence with the maximum probability based on the emission and transition probability matrices results in finding the probability of all comfort states at each temperature point, and consequently, the most likely comfort state path. Figures 10 and 11 demonstrate the probability of all hidden states and the Viterbi path (highest probability path) over the course of the temperature time-series for test subjects 1 and 2. The thermal votes of the test subjects are also presented in the figures.
As it can be seen in Figures 10 and 11, the hidden Markov model was able to provide a probability greater than 80% for the prediction of the most data points that satisfy the requirements for compliance with thermal comfort standards. The immediate transitions (almost vertical green, blue and red lines) is due to the small transition probability (tp) which is hyperparameter optimized for the optimal performance of the algorithm. Larger tp would make the lines having lower slopes, and would have resulted in a lower comfort prediction accuracy. The Viterbi path (the path with the highest probability) demonstrates a value close to 1 for the majority of the cases due to high rate of sensor measurements with respect to transition probability. The hidden Markov model also captured the
thermal comfort states on majority of the cases (the color of the dashed lines matches the color of the solid lines in the region with probability 1).

Overall, the average accuracy for predicting uncomfortable votes (specificity measure) for all of the test subjects was 82.8%, which suggests that the proposed hidden Markov model based learning algorithm is capable of predicting thermal comfort without any training, thus without any need for occupant feedback. The accuracy for the uncomfortably warm conditions was 80.8 % with a standard deviation of 15.5 % across all test subjects and the accuracy for the uncomfortably cool conditions was 83.6% with a standard deviation of 20.8 % across all test subjects, which demonstrates no considerable difference. Our proposed method addresses the requirement of detecting time dependent variations in the personal thermal comfort by continuously monitoring thermal responses of human body and not the subjective thermal votes from the occupants. The fact that this method removes the need for occupants to train a learning system indirectly addresses the problem of detecting time dependent variations in thermal comfort.

5. DISCUSSION

Real-time facial skin blood flow monitoring enabled us to study thermal comfort under different thermal stimuli in an office environment. The thermal comfort learning method, introduced in this paper, uses a hidden Markov model structure to estimate the hidden states of comfort and we demonstrated its performance by tuning the hidden Markov model internal hyper parameters. Since the optimal hyper parameters were similar among subjects and follow a logical reasoning, we envision a more comprehensive study of personal thermal comfort would provide more generalizations for the model and lead to unsupervised learning of personal thermal comfort. We also argue that by focusing on the capturing uncomfortable conditions and preventing them, logic asserts occupants would achieve comfortable conditions. The proposed method can be integrated to these control policies and can enhance them by providing online data about personal thermal comfort requirements. However, more research is required to understand how control paradigms based on presentation of uncomfortable states can be optimized as any control action may have either negative or positive energy consumption consequences, depending on the building, climate, and other influential characteristics [14, 44-48]. Through our investigations, we demonstrated that there is a trade-off between the accuracy for detecting uncomfortable conditions and the overall ratio of comfortable conditions, implying that more constraints would be imposed on an HVAC system when preventing uncomfortable conditions has a higher importance. In addition, the precision and recall trade-off analysis demonstrated that the FP and FN error reduction cannot be realized simultaneously, implying that the uncomfortable conditions error improvement has a negative impact on the comfortable conditions error. Energy savings from optimally selecting HVAC temperatures in office buildings can be as high as 37% [14, 15], although the savings differ based on the climate, building materials, and size. In addition, occupant behavior and utilization of the new technologies requires in buildings further explorations [48-51]. It is worth mentioning that the trade-off between the complexity of the sensing devices and controllers and the energy savings can play an important role for the level of user adaptability of these methods [49, 52-57], which requires further investigations.

Perceived thermal comfort and the control over the thermal environment have impacts on the office work performance and it can be used to boost workplace productivity [58]. In cases where skin blood flow can be used as a measure of physiological response to external stimuli, the proposed method can be also applied. For example, indoor or outdoor physical activities in forms of exercise result in a non-thermoregulatory drive for cutaneous vasoconstriction as well as a thermoregulatory derive for cutaneous vasodilation. Therefore, an initial vasoconstriction followed by a vasodilation is observed and can be monitored via the proposed sensing technique. Another use of the proposed sensing technique is for monitoring stresses in indoor environments. Acute psychosocial stress exposure decreases intestinal temperature and results in changes in skin temperature that
follows a gradient-like pattern, with decreases at distal skin locations such as the fingertip and finger base and unchanged skin temperature at proximal regions such as the infraclavicular area [59]. Accordingly, our proposed method can be used to detect such acute stress via skin temperature variations.

6. LIMITATIONS AND FUTURE WORK

The test subjects in our experiments were in healthy conditions and were asked to perform regular office activities while wearing the eyeglass frames equipped with infrared sensors. As stated previously, thermoregulation system is not the only driving factor that impact the skin blood flow and skin temperature. Accordingly, the effects of other factors on the physiological measurements, such as the activity intensity were not monitored and thus not considered in this study. Furthermore, the experiments were carried out between July 2015 and October 2015. In the local climatic conditions, the weather was warm to hot. Therefore, the impact of weather variations was not integrated in the analysis. However, we should emphasize on the fact that our method focuses on an individual’s skin blood flow to study thermal comfort. This fact reduces the impact of other factors, which are considered static (i.e., clothing conditions, food intake).

The hidden Markov model formulation described in this paper uses the transition and emission probability matrices that were developed based upon the heuristics and data driven techniques to reduce the complexity of the learning algorithm. However, both the emission and transition probability matrices can be developed and tuned via more advanced learning, which will be explored in a future research study. In addition, we used a numerical method for discretizing the temperature measurements. More advanced discretization methods can be used to improve the accuracy of the algorithm, which also be explored. We used the average skin temperature of several facial points for developing the learning algorithm. However, hidden Markov models allow for multiple observable variables for learning purposes, which would likely improve the accuracy of the comfort prediction. We leave this topic for a future study. It should be noted that developing a comfortable and practical sensing device was not in the scope of this study. The proposed device and comfort learning method could be potentially commercialized and become available for public use. As a part of our future research, we plan to explore the optimal positions, distance factors, and sensing coverage of the infrared sensors.

7. CONCLUSIONS

Real-time access to an individual’s personal thermal comfort allows HVAC system controllers to optimize energy consumption while ensuring thermal comfort and other indoor air quality requirements are satisfied. In this study, we introduced a non-invasive data acquisition method that used infrared thermography to provide real-time information about occupants’ thermal comfort. We used a hidden Markov model based learning method to estimate hidden states based on the time-series of skin infrared radiations measured in temperature values. We sensed blood flow indirectly on human face, which has a high density of skin blood vessels and is often not covered by clothing. The hidden Markov model based learning algorithm has 3 hidden states (i.e., uncomfortably warm, comfortable, uncomfortably cool) and uses a discretization module for forming the observed states from the continuous infrared measurements. Unlike other models, our method requires no continuous user input or user interaction. In addition, we demonstrated how our personal thermal comfort learning method is in compliance with thermal comfort standards’ requirements. We tested the proposed method via four-day long controlled experiments with 10 subjects. Based on the 457 votes (87 uncomfortable votes and 370 comfortable votes), our proposed learning algorithm demonstrated an accuracy of 82.8% for predicting uncomfortable conditions with the precision measure of 93.3% and the recall measure of 56.22%. Specifically, the accuracy of for uncomfortably warm conditions was 80.8% and the accuracy for the uncomfortably cool condition was 83.6%. The proposed thermal comfort learning method can enhance the control process of HVAC systems by providing online data on occupants’ thermal comfort requirements.
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