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Abstract

Methane Hydrates (MHs) are a promising energy source abundantly available
in nature. Understanding the complex processes of MH formation and 
dissociation is critical for the development of safe and efficient technologies 
for energy recovery. Many laboratory and numerical studies have 
investigated these processes using synthesized MH-bearing sediments. A 
near-universal issue encountered in these studies is the spatial 
heterogeneous hydrate distribution in the testing apparatus. In the absence 
of direct observations (e.g. using X-ray computed tomography) coupled with 
real time production data, the common assumption made in almost all 
numerical studies is a homogeneous distribution of the various phases. In an 
earlier study (Yin et al., 2018) that involved the numerical description of a 
set of experiments on MH-formation in sandy medium using the excess water
method, we showed that spatially heterogeneous phase distribution is 
inevitable and significant. In the present study, we use as a starting point the
results and observations at the end of the MH formation and seek to 
numerically reproduce the laboratory experiments of depressurization-
induced dissociation of the spatially-heterogeneous MH distribution. This 
numerical study faithfully reproduces the geometry of the laboratory 
apparatus, the initial and boundary conditions of the system, and the 
parameters of the dissociation stimulus, capturing accurately all stages of 
the experimental process. Using inverse modelling (history-matching) that 
minimized deviations between the experimental observations and numerical 
predictions, we determined the values of all the important flow, thermal, and
kinetic parameters that control the system behaviour, which yielded 
simulation results that were in excellent agreement with the measurements 
of key monitored variables, i.e. pressure, temperature, cumulative 
production of gas and water over time. We determined that at the onset of 
depressurization (when the pressure drop – the driving force of dissociation –
is at its maximum), the rate of MH dissociation approaches that of an 
equilibrium reaction and is limited by the heat transfer from the system 
surroundings. As the effect of depressurization declines over time, the 
dissociation reaction becomes kinetically limited despite significant heat 
inflows from the boundaries, which lead to localized temperature increases in
the reactor.
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1. Introduction



1.1. Background

Gas hydrates are solid crystalline compounds, which consist of gas molecules
(called “guests”) that are trapped in a crystal lattice formed by water 
molecules. Typical guest gases are hydrocarbons with low molecular weight 
(e.g. CH4, C2H6, C3H8), as well as other gases like CO2, N2 and H2S [1]. 
Depending on the attributes of the gas molecules, three primary hydrate 
structures have been identified, namely structure I (sI), structure II (sII) and 
structure H (sH) [2]. If the hydrate-forming gas is pure CH4, the resulting 
methane-hydrate (MH) crystals have a sI structure, with two 512 small cages 
and six 51262 large cages. MH is thermodynamically stable under favourable 
low temperature (T) and high pressure (P) conditions.

MH occur abundantly (∼20,000 TCM [3], [4] in nature at (a) appropriate 
permafrost locations and (b) in oceanic deposits at and below the seafloor 
near the continental shelf [5]. The amount of CH4 trapped in MH is vast, 
possibly twice as large as the equivalent of the combined world reserves of 
oil and gas [6]. An important feature of MH is that it has a high energy 
storage capacity: upon dissociation, 1 m3 of MH releases 164 m3 of CH4 under
STP condition [7]. Because of these reasons, MH is being considered as a 
potential future energy resource, and as such it has become the focus of 
considerable attention in several recent studies conducted by several 
countries (USA, Canada, Japan, S. Korea, China, India, Singapore, etc.).

Four different methods have been proposed so far to produce CH4 gas from 
hydrates: thermal stimulation, depressurization, the use of inhibitors and gas
exchange [6]. The working principle of these methods is based on (a) 
altering the reservoir P/T condition to a region outside the MH stability zone, 
or (b) by shifting the hydrate equilibrium curve away from the original MH 
stability region [8]. A number of field tests have been carried out to 
investigate the technical feasibility of recovering CH4 gas from hydrate 
reservoir at both permafrost [9], [10], [11] and marine locations [12]. A 
summary of these field tests, of the associated production methods and of 
the corresponding production rates are summarized in Table 1. Under the 
conditions of the limited-duration field tests conducted thus far, the gas 
production rate from hydrate deposits has not yet reached the level of 
economic viability of conventional gas reservoirs (which is considered to be 
on the scale of 100,000 m3/day [13], but the production of gas from hydrates 
have been exhibiting a consistent (and promising) upward trend. Although 
considerable progress has been attained on the subject of gas production 
from natural hydrate deposits, technical challenges still remain in the areas 
of well design and completion, sand production and control, and optimization
of fluids production [14].
Table 1. Summary of gas hydrate filed production tests.



Site 
(Location)

Time Method Production 
duration 
(day)

Cumulative gas 
production volume
(m3)

Average 
gas 
production
rate 
(m3/day)

Mallik 
(Permafrost)

Mar 
2002

Thermal 
Stimulation [9]

5 515 103

Apr 
2007

Depressurization 
[74]

1 830 830

Mar 
2008

Depressurization 
[74]

5.5 13,200 2400

Ignik Sikumi 
(Permafrost)

May 
2012

Injection of CO2and 
CO2 + N2[11]

38 24,210 637

Nankai Trough 
(Marine)

Jan 
2013

Depressurization 
[12]

6 120,000 20,000

April 
2017

Depressurization 
[75]

12 35,000 2917

June 
2017

Depressurization 
[75]

24 200,000 8333

Shenhu Area 
(Marine)

May 
2017

Depressurization 
[76]

60 300,000 5000

Lack of knowledge on significant parameters that define key hydrate 
properties and behaviour, coupled with the limited number of field tests 
(which could provide some answers) and the significant challenges 
encountered in these field explorations [15], necessitate the study of MH-
bearing sediments (an analogue of natural hydrate-bearing geologic media) 
under controlled laboratory conditions. Of particular interest is the 
investigation on the kinetic (dynamic) behaviour of MH formation and 
dissociation, as well as the associated behaviour of the reservoir fluids under
a variety of conditions and flow regimes [16], [17], [18], [19], [20], [21]. A 
common limitation of these studies is that hydrate saturation is estimated 
based on the measurement of P and T in the reactor on a bulk basis, without 
consideration of its spatial variability.

Recently, a variety of techniques have been applied in laboratory studies of 
MH formation and dissociation experiments in order to quantify the spatial 
distributions of in-situ phase saturations, mainly those of the hydrate phase 
(SH) and of the aqueous phase (SA). In-situ observations of SA during MH-
dissociation under varying back-pressures were carried out using Magnetic 
Resonance Imaging (MRI) techniques [22]. This study determined that MH 
dissociation propagates radially inside a cylindrical testing apparatus, and 
that the resulting SA is spatially heterogeneous during dissociation. The same
MRI technique was applied to investigate gas production under different 



initial SA conditions [23], [24], and revealed that (a) higher SA occurs at the 
centre of the reactor after hydrate formation, and (b) that the heterogeneous
water saturation (with high SA at the vessel bottom) impedes gas production 
during depressurization-induced dissociation. A more direct measurement on
the spatial distribution of SH using MRI was carried out by Birkedal et al. [25].
This study indicates that higher saturation of SH is present in the vicinity of 
the end-piece of the vessel, while higher concentrations of SG is located at 
outer radial positions with significant excess water in the middle segment of 
the core. Similar MRI findings of spatially heterogeneous hydrate distribution 
was also reported in a study of MH formation in a silica sand bed inside a 
millimetre-scale reactor [26].

Besides MRI, X-ray Computed Tomography (CT) also demonstrated its ability 
to track SHboth spatially and temporally in a number of formation and 
dissociation studies on (a) hydrate cores extracted from natural field 
deposits [27], [28], [29] and (b) hydrate-bearing sediments synthesized in 
the laboratory [30], [31], [32], [33], [34]. These studies have provided visual 
evidence that the SH distribution in the samples is not uniform because of the
uneven distribution and migration of water under gravity and capillary effect 
during hydrate formation [32]. Electrical Resistivity Tomography (ERT) is 
another experimental technique that has been used to describe the SH 
spatial distribution in reactors. In their study of MH formation and 
dissociation behaviour in a meter-scale reactor, Priegnitz et al. [35], [36] 
indicated that localized SH can deviate significantly from the bulk saturation 
estimate (computed for the entire reactor). These earlier experimental 
studies have consistently provided strong evidence on the nature of spatially
heterogeneous SH in laboratory apparatus.

In addition to experimental studies, a number of simulation studies have 
been carried out to model the behaviour of hydrate dissociation and fluids 
production in laboratory-scale systems. Masuda et al. [37] used a 1D 
numerical model to reproduce laboratory experiments involving gas and 
water production during MH dissociation in Berea sandstone cores. His 
numerical model coupled the kinetic model of hydrate dissociation proposed 
by Kim et al. [38] with the standard equations of flow of fluids and heat in 
porous media. His model could not accurately reproduce their experimental 
observations. This was attributed to the fact that SH was not uniformly 
formed in the core before the onset of depressurization, thus leading to 
discrepancies between the simulated and the measured T in the core. A 
number of more recent simulation studies [39], [40], [41], [42], [43] that 
analysed the same set of experiments led to improved matches of 
measurements and predictions of P, T and of the cumulative gas production 
(VT) by implementing representative boundary conditions (i.e., an adiabatic 
boundary [41], a constant heat flux boundary [39], [43] and a constant T 
boundary [40], [42]and more reliable constitutive relationships (i.e., a 
permeability reduction model [43], a relative permeability model [41], and a 



kinetic rate model [39]. However, despite the improvements, discrepancies 
(sometimes significant) continued to exist.

A consistent limitation of these studies is the assumption of a homogeneous 
initial spatial distribution of the various phases (SH = 46.5% and SA = 35.1%) 
in the reactor vessel before hydrate dissociation, which undermined the 
validity of the simulation approach and their predictability. This limitation 
has not been well discussed so far in the literature for a number of reasons: 
(a) the method of the MH formation used in the Masuda’s experiment was 
not well documented [44] and (b) the complexity (occasionally 
overwhelming) often encountered in simulating the dynamic behaviour of 
hydrate formation in a laboratory apparatus, and the associated numerical 
convergence issues [25], [45], [46], [47]. Practically all numerical studies 
simulating the behaviour of hydrate dissociation and fluid production have 
been conducted based on the simplifying assumption (approximation) of an 
initial spatially homogeneous hydrate distribution [48], [49], [50], [51], and 
very few have addressed the issue of heterogeneity [52].

The issue of heterogeneity in the spatial distribution of SH in an experiment 
of hydrate dissociation was suggested in the numerical study of Yin et al. 
[53] that modelled a set of earlier laboratory studies of thermally-induced 
dissociation [54]. Based on the deviations between the simulated- and 
measured-T over time at different thermocouple positions and the inability to
reconcile the two using the outer limits of the range of realistic thermal 
properties, Yin et al. [53] reached the conclusions (a) that the assumption of 
an equilibrium model describing the dissociation reaction was invalid as it 
resulted in an inordinately fast gas production rate that could not be 
retarded by any combination of even unrealistic thermal property values, 
and (b) that the laboratory observations could only be explained by a kinetic 
dissociation reaction, and (c) a heterogeneous SH distribution.

In their subsequent study, Yin et al. [55] addressed these issues by 
reproducing faithfully and numerically all the steps of the laboratory study of
Chong et al. [19], [54], beginning with the multi-step hydrate formation in a 
sandy medium using the excess-water approach and fully accounting for the 
spatial heterogeneity. Given the limited volume of the reactor and the high 
permeability of the sand in the experiment, they concluded that hydrate 
formation was predominantly controlled by thermal processes, and that 
uniformity of the initial phase saturation appeared to be nearly impossible 
because of gravity, capillary effects and the reactor geometry. The very good
agreement of laboratory observations and numerical predictions confirmed 
both the kinetic nature of the hydrate reaction in the experimental studies, 
and the heterogeneity in the spatial distribution of various phases during the 
various steps of hydrate formation and redistribution. The study of Yin et al. 
[55] provided the heterogeneous phase saturation distributions at the end of 
the hydrate formation process, which are used as the initial conditions (a key
input) in the current study of hydrate dissociation (thus completing the 



numerical representation of the earlier laboratory study of hydrate formation
and dissociation [19], [54].

1.2. Objectives

The main objective of this study is to numerically reproduce and analyse the 
2nd phase of the earlier laboratory experiment of Chong et al. [19], which 
involves the depressurization-induced dissociation of the heterogeneous 
hydrate sample formed by the excess-water method in a reactor. As already 
discussed, the initial phase saturations in this study were provided by the 
work of Yin et al. [55]. By minimizing the deviations between experimental 
measurements and numerical predictions, we seek to numerically duplicate 
the P, T, the cumulative gas production volume (VG) and the cumulative 
water production mass (VA) observed during the depressurization phase of 
the earlier study [19], and to determine through inverse modelling (history-
matching) the values of important parameters that control the process. Note 
that the inverse modelling (history-matching) process in the precursor study 
has already provided optimized values for a set of important parameters 
[55], thus limiting the number of parameters that need to be optimized in 
the current study. Additionally, we seek to obtain a deeper understanding of 
the overall behaviour of the dissociating system by monitoring the evolution 
of various key variables (P, T, SA, SG and SH) over time during the 
depressurization process.

2. The underlying laboratory studies of MH dissociation

In this section, we present a summary of the laboratory studies that provided
the data for our numerical analysis. The interested reader is directed to the 
study of Chong et al. [19] for a detailed description of the associated 
experimental study on the depressurization- induced MH dissociation.

2.1. Experimental apparatus and materials

Fig. 1 shows a schematic of the entire experimental apparatus used in the 
laboratory study of Chong et al. [19] of MH formation and dissociation. The 
reactor geometry and configuration have been discussed in detail in our 
earlier publications of the MH formation experiment [19], [53], [54], and are 
summarized in Table 2 and shown in Fig. 2.



Fig. 1. Schematic of the experimental apparatus for MH formation and dissociation experiment.

Table 2. Geometry of the reactor used in the methane hydrate formation and dissociation experiment.

Parameter Value

Internal height of reactor 120.0 mm

Internal diameter of reactor 102.0 mm

Internal volume of reactor 0.98 L

Thickness of reactor wall 15.0 mm

Thickness of reactor top and bottom 25.0 mm

External diameter of pressure outlet 9.52 mm

Internal diameter of pressure outlet 4.60 mm

Material of reactor SS316



Fig. 2. Schematic of the cross section view of the reactor for MH formation and dissociation 
experiment.

2.2. Sample preparation and hydrate dissociation experiment

The methane hydrate formation experiment was described in detail and 
numerically analysed in the earlier paper of Yin et al. [55]. Following the MH 
formation phase in the Chong et al. [19] experiment, the synthesized MH-
bearing sediment was subjected to dissociation induced by depressurization 
to a backpressure of P = 4.0 MPa. The timeline of activities during this 
dissociation phase of the experiment is shown in Fig. 3, and involves 3 steps 
in 2 different stages: Step S1 and S2 in the 1st (preparatory) stage, and Step 
S3 in the 2nd stage of hydrate dissociation and fluids production. The P and 
T data at key locations in the reactor were recorded at a frequency of 10.0 s. 
The P-T trajectory during the hydrate depressurization experiments with 
respect to the hydrate dissociation equilibrium curve are shown in Fig. 4. 
More specifically:



Fig. 3. Timeline of the depressurization-induced MH dissociation experiment (not to scale).

Fig. 4. P-T trajectory of the pressure-induced MH dissociation experiment analysed in this study with 
respect to the MH equilibrium curve.

1st Stage. Step S1 (A → B in Fig. 4: A 26.0 h-long step, during which the 
system temperature was increased from T = 273.5 K to T = 281.0 K in the 
step-wise manner depicted in Fig. 5a through a circulating warm-water bath.



Fig. 5. Experimental measurement of (a) T of circulating water bath surrounding the reactor over time 
during Step S1, and of (b) P at the reactor pressure outlet during Step S2 and (c) Step S3.



1st Stage, Step S2 (B → C in Fig. 4: A 1000 s-long pressure reduction step (to 
a level above the equilibrium pressure), during which the system pressure 
was reduced from P = 8.7 MPa to 6.0 MPa through valve “V4” (see Fig. 1 in the
process depicted by Fig. 5b.

2nd Stage, Step S3 (C → D in Fig. 4: A 10 h-long step of hydrate dissociation 
and fluids production, during which the system pressure was reduced via the
control valve “CV” (see Fig. 1 to the design backpressure of P = 4.0 MPa in 
the manner described by Fig. 5c.

The temperature increase during Step S1 was realized by adjusting the 
temperature of the circulating water bath (designated as “RC” in Fig. 1 as 
shown in Fig. 5a. This time-dependence variation in temperature is faithfully 
used as a boundary condition in our numerical study. The temperature of the
water bath was kept constant during Steps S2 and S3. The P-reduction in 
Step S3 was achieved through a control valve (labelled “CV” in Fig. 1installed
downstream of the reactor pressure outlet. The PID controller on the control 
valve effected the pressure reduction to the final design dissociation 
pressure of P = 4.0 MPa as shown in Fig. 5c. The evolution of pressure shown 
in Fig. 5c is used as a time-dependent boundary condition in the subsequent 
numerical analysis of the MH depressurization experiment.

These measurements of P and T will be used as the basis for the parameter-
identification component of our numerical simulation study: the parameters 
that control dissociation are estimated by adjusting their values, leading to 
minimization of the deviations between observations and numerical results. 
In order to maintain consistency and continuity with the earlier study of Yin 
et al. [55], in the current study we did not attempt to further optimize the 
parameter values estimated (through history-matching) during the analysis 
of the MH-formation phase of the experiment. Thus, the properties 
determined from the Yin et al. [55]study were used unaltered, which 
significantly simplified the analysis and history-matching in the current study
because it reduced the number of parameters-to-be determined to the 
following: (a) the surface area adjustment factor (FA) in the hydrate 
dissociation kinetic reaction model [38], [56] (discussed in detail in Sections 
3.4 The simulation approach and output of simulation results, 3.5 Hydrate 
dissociation kinetic models and surface area estimation), and (b) the 
parameters associated with the relative permeability and capillary pressure 
of the porous medium. Note that the latter were of limited importance during
the formation phase of the experiments, but they are critically important 
during the dissociation and production phase covered by the present study.

3. The numerical model and the simulation approach

3.1. The T+H numerical model

The simulations in this study were conducted using the T + H code [57], [58],
a numerical simulator developed at the Lawrence Berkeley National 
Laboratory (LBNL) to model the non-isothermal behaviour of CH4 release, 



phase change and flow under conditions typical of CH4-hydrate deposits (i.e.,
in the permafrost and in deep ocean sediments, as well in any laboratory 
experimental set-up) by solving the coupled equations of fluids and heat 
balance associated with such systems. The simulator can model all the 
known processes involved in the system response of CH4-hydrates in 
complex geologic media, including the flow of fluids and heat, the 
thermophysical properties of reservoir fluids, the thermodynamic changes 
and phase behaviour, and the non-isothermal chemical reaction of CH4-
hydrate formation and/or dissociation, which can be described by an 
equilibrium model [53] or a kinetic model [55]. T + H is a fully implicit 
compositional simulator, and its formulation accounts for heat and the 
various mass components that are partitioned among four possible phases: 
gas (G), aqueous (A), ice (I), and hydrate (H). The T + H code can describe all
the 15 possible thermodynamic states (phase combinations) of the CH4 + H2O
system and any combination of the three main hydrate dissociation 
methods: depressurization, thermal stimulation and the effect of inhibitors. It
can handle the phase changes, state transitions, strong nonlinearities and 
steep solution surfaces that are typical of hydrate formation and dissociation 
problems. A detailed description of the code, its underlying physics and 
capabilities, of the numerical techniques and of the various options it 
provides can be found in Moridis [57], [58].

3.2. Simulation domain and discretization

We used the MeshMaker v1.5 application [59] to construct the grid of the 2D 
axisymmetric cylindrical simulation domain (shown in Fig. 6) that 
represented accurately the geometry of the hydrate reactor, as described by
Table 2 and Fig. 2. For maximum accuracy, and from the experience gleaned
from previous simulation studies [60], [61], [62], [63], [64], [65], [66], we 
used a very fine spatial discretization. The interior of the reactor (with a 
radius r = 51.0 mm) was discretized into 26 (mostly uniformly-sized) 
subdivisions (1 × Δr = 1.0 mm and 25 × Δr = 2.0 mm), and the reactor wall 
thickness (dwall = 15.0 mm) was discretized into 5 uniformly-sized subdivisions
(5 × Δr = 3.0 mm) in order to accurately capture heat transport between the 
interior of the reactor and the circulating water. One additional outermost 
subdivision (Δr = 0.1 mm) was added to describe the time-dependent 
temperature boundary (see Fig. 5a) of the water bath (marked as red in Fig. 
6. The internal height of the reactor (d = 120.0 mm) is discretized into 48 
uniformly-sized subdivisions in z (48 × Δz = 2.5 mm). In addition, the metal 
thickness of the top and bottom of the reactor vessel (dtop = dbot = 25.0 mm) 
was discretized into 5 uniform subdivisions (5 × Δz = 5.0 mm), with the 
outermost layer depicting the ambient (constant-temperature) air boundary 
(marked as yellow in Fig. 6. The two elements located at the top centre of 
the reactor (marked as green in Fig. 6represented the pressure outlet (with a
radius routlet = 2.3 mm), to which the time-dependent pressure boundary 
condition (see Fig. 5b and c) was applied. In total, the cylindrical simulation 
domain was discretized into 32 × 58 = 1856 gridblocks in (r, z). The fine 



discretization is important in the effort for accurate predictions in the small 
reactor system [19], as it is necessary to capture the hydrate dissociation 
fronts and the dynamic flow behaviour expected near the reactor outlet. 
With no inhibitors (such as salt) in the system, the domain discretization and 
the assumption of a kinetic hydrate dissociation reaction resulted in a total of
7424 simultaneous equations.

Fig. 6. Schematic of the mesh of the simulation domain accurately represents the reactor shown in Fig.
2.

3.3. System thermophysical properties, initial and boundary conditions

Table 3 summaries the key thermophysical properties of the fine quartz sand
used in the experiment, of the metal parts of the reactor, and the 
parameters for the constitutive models involved in the simulator. Note that 
some of the listed properties of the sandy porous medium were obtained 
from direct measurements from laboratory tests and are marked by a star 
(‘∗’) superscript; others were derived from the parameter identification 
(history-matching) process in the earlier numerical study on MH formation of 
Yin et al. [55] and MH dissociation in this study, and are marked by a “−” 
and a “+” superscript respectively. The composite thermal conductivity 
model in this study follows the linear composite model described in [57], 
which accounts for all three phases. In the absence of direct measurements, 
the parameter values of Table 3 that are associated with the relative 
permeability [67] and the capillary pressure models [68], [69] were 
representative of sandy materials. The kinetic equation of hydrate formation 



follows the Kim-Bishnoi [38] and the Clarke and Bishnoi models [56] (see 
Section 3.5). In Table 3, the values of the surface area adjustment factor FA 
power function that is of paramount interest to the present study represents 
the final estimate and is evaluated through a history-matching process that 
minimizing deviations between the experimental data and the numerical 
predictions. In addition, Table 4 summarizes the boundary conditions for 
each step and the initial condition before Step S3, which is the critical step 
for hydrate dissociation and fluids production.
Table 3. Thermophysical properties of materials and parameters of constitutive models.

Parameter Value

Gas composition* 100% CH4

Hydration number (NH)− 6.0

Absolute permeability (k)* kr = kz = 3.83 × 10−12 m2

Porosity of sandy medium (ϕ)− 0.448

Absolute permeability of pressure outlet+ kr = 0 kz = 5 × 10−9 m2

Porosity of pressure outlet+ 1.0

Density of quartz sand (ρs)* 2650 kg/m3

Density of SS316 (ρss) 8000 kg/m3

Thermal conductivity of sand under dry condition (kθd)+ 1.20 W/m/K

Specific heat of quartz sand (CR)− 1309 J/kg/K

Thermal conductivity of SS316 (kθS) 16.0 W/m/K

Specific heat of SS316 (CS) 500 J/kg/K

Thermal conductivity of water (kwater) 0.60 W/m/K

Thermal conductivity of air (kair) 0.024 W/m/K

Composite thermal conductivity model (kθ)+[57] kθ=kθd+ϕ(kθASA+kθHSH+kθGSG)

Relative permeability model (Stone’s model [67])+ krA=SA-SirA1-SirAnA

krG=SG-SirG1-SirGnG

nA 5.0

nG 3.5

SirA 0.05



Parameter Value

SirG 0.01

Capillary pressure model (vG model [68])+ Pcap=-P0[(S∗)-1/λ-1]1-λ

S∗=SA-SirASmxA-SirA

SirA 0.049

λ 0.50

P0 (Pa) 5 × 103

SmxA 1.00

Hydrate dissociation kinetic rate model (Kim et al. [38])
+

nH=FAK0ASexp-ΔERT(feq-fg)

Hydration reaction constant (K0) 3.6 × 104 mol/m2 Pa s

Activation energy (ΔE) 81.0 kJ/mol

Reaction surface area (AS) Eq. (2), (3)

Surface area adjustment factor (FA) + Table 5

Table 4. Boundary conditions for Step S1, S2 and S3 with initial condition for Step S3.

Boundary condition Value

Step S1 Change of T (see Fig. 4a)

Step S2 Change of P (see Fig. 4b)

Step S3 Change of P (see Fig. 4c)

Tair (K) 295.2

Initial condition (Step S3) Average value (see Fig. 11 for spatial distribution)

P 6.0 MPa (see Fig. 11a)

T 281.0 K (see Fig. 11b)

SH 40.27% (see Fig. 11c)

SA 57.67% (see Fig. 11d)

SG 2.06% (see Fig. 11e)

3.4. The simulation approach and output of simulation results



The modelling process duplicated numerically all the steps in the two stages 
described in Section 2.2, and was designed to address the objectives 
discussed earlier. As discussed earlier, the analysis of the MH formation in 
the sister study of Yin et al. [55] has already led to the estimation of several 
properties (i.e., of ϕ, SirA, CR, kθw, FA and NH) through the history matching 
method of Thomas et al. [70]. Some of these properties (ϕ, SirA, CR, kθw, and 
NH) are relatively well quantified and are unaffected by the change from 
hydrate formation to dissociation. Thus, the focus of this study (as guided by 
scoping simulations involving sensitivity analysis) were the determination of 
(a) the surface area adjustment factor (FA) which essentially controls the 
kinetic rate of hydrate dissociation and fluids production, and (b) the 
parameters in the relative permeability and the capillary pressure models, 
with some minor adjustments of the thermal properties.

During Step S1 in the 1st (preparatory) stage, a time-dependent temperature
(see Fig. 5a) was applied to the boundary representing the circulating water 
location (see Fig. 6. During Step S2 and S3, a time-dependent pressure 
boundary was applied (see Fig. 5b and c) to the appropriate location (i.e., the
pressure outlet) at the top of the reactor. Because of the difficulties, 
imperfections and inaccuracies associated with the monitoring/measurement
of temperatures, the data sets to be used in the optimization (history-
matching) process in terms of decreasing importance are: the cumulative 
gas production volume (VG), the cumulative water production mass (VA), the 
pressure at key locations, and (last) the temperature (T) measurements at 
the points identified in Fig. 6.

The experiments of Chong et al. [19] monitored the system pressure 
response at the top and bottom centre (Ptop and Pbot), the temperature 
response at the 6 different thermocouple locations (Ta2, Ta4, Ta6, Tb2, Tb4, Tb6) 
shown in Fig. 6. In our study, we monitor the numerical predictions of P and 
T at the same locations over time. Additionally, we monitor the spatial 
distributions of important variables (P, T, SA, SH, SG) at different times during 
each one of Steps S1, S2 and S3. The system behaviour is monitored 
frequently during the first 5 min of Step S3 in order to capture its early 
dynamic response (caused by the fast pressure reduction at the beginning of
this step).

3.5. Hydrate dissociation kinetic models and surface area estimation

In our earlier study [53], we highlighted the importance of kinetic retardation
in the time-scales associated with laboratory experiments. In addition, it 
should be noted from the study of Kowalsky and Moridis [71] that the 
implementation of kinetic reaction model of hydrate dissociation is necessary
in short-term (minutes to hours) and core-scale (centimetre to meter) 
simulations, whereas the equilibrium reaction model can be a viable 
alternative to the kinetic model for large-scale (tens of meters to kilometres) 
and long-term (days to years) production simulations with minor differences.



The T + H code uses the kinetic model of Kim et al. [38] and Clark and 
Bishnoi [56], which is described by the following equation:

(1)nH=FAK0ASexp-ΔERT(feq-fg)

In Eq. (1), the values of K0 and ΔE were kept constant at the level specified 
by Clark and Bishnoi (see Table 3. One complication in the kinetic rate model
is the estimation of the hydrate surface area (AS) in geologic media, which 
dependents significantly on the geometry and location of the hydrate 
particles in the pore space. Based on an assumption of spherical hydrate 
particles distributed in the void space between spherical media grains shown
in Fig. 7, and using the Kozeny-Carman equation, Moridis [57], provided an 
estimate of AS as

(2)AS=0.8791-ϕrpSH2/3

where ϕ is the medium porosity, and rp is the average grain radius estimated
from

(3)rp=45k(1-ϕ)2ϕ31/2

Fig. 7. Schematic of spherical hydrate particles in the pore space of spherical sand grain [57].

An important issue in Eq. (1) is the surface area adjustment factor (FA), which
quantifies the area over which the hydrate reaction occurs. FA in essence is 
an adjustment to the combined product of the kinetic reaction constant K0 of 
the hydrate reaction and of the area of the reaction surface AS, and also 



accounts for deviations of the reaction surface area from the initial 
assumption of sphericity. For the current study, after scoping calculations 
pointing in this direction, the T + H v1.5 simulator [57] was modified to 
describe FA as a power function of time (instead of a constant), and the 
parameters of the function were determined through the history-matching 
process.

4. Simulation results and discussion

4.1. Step S1

Fig. 8 shows the evolution of P and T at the key locations (see Fig. 6) 
described in Section 3.4, as well as the changes in the mass of the various 
phases (A, G and H) over time during Step S1. Fig. 8a shows a good match 
between the simulated and experimentally-measured P, which increased 
slightly from the initial level of P = 8.7 MPa at t = 3.0 h and at t = 22.0 h, 
when the T of the circulating water was raised stepwise from T = 273.5 to 
T = 276.5 K and T = 281.0, respectively. This can be attributed to the thermal
expansion of the hydrate bearing sediment, as well as to the gas exsolution 
from the aqueous phase. This is evidenced by the increase in the free gas 
mass shown in Fig. 8b.

Fig. 8. Evolution of P, T, and of the mass change in the mass of the various phases (A, G and H) in the 
reactor over time during Step S1.

Fig. 8b shows the changes in the mass of the various phases during Step S1. 
The mass of free gas increases after each T- increase, as the solubility of gas
in H2O decreases. The mass of hydrate increases at a slow rate as the 
temperature increases, as gas released from solution combines with H2O to 



form hydrate. This is also shown by the corresponding decrease in the mass 
of free H2O and gas over time. The hydrate mass continues to increase but at
much lower (almost imperceptible) rate for t > 12.5 h because of the 
exhaustion of the free CH4 gas. This is reflected by the very slow decline of 
free CH4 in the system, which continues until the 2nd increase in 
temperature at t = 22.0 h. More gas is released in a “burst” at that time, and 
that release is followed by a very slow decrease caused by a correspondingly
slow hydrate formation. Note that for t > 22.0 h, the loss in the mass of the 
aqueous phase reflects faithfully the release of dissolved CH4 in water. The 
raised temperature and the kinetic retardation (optimized FA = 10−6, see 
Table 5) limit significantly additional hydrate formation in the remainder of 
Step S1.
Table 5. Optimized value of the surface area adjust factor (FA) in Step S1, S2 and S3.

Step Value

S1 FA = 10−6

S2 FA = 10−6

S3 FA = 1.32 × t−0.72

Fig. 8c and d shows that the numerical results capture (a) the trends 
accurately and (b) the increase in T of the MH-bearing sediment in a 
satisfactory manner at different thermocouple positions. Note that matching 
numerically sensed temperatures is inherently difficult because of the effect 
of localized heterogeneities, of the sensor contact with materials of different 
properties (grains vs. the various phases), of possible imperfections in the 
underlying composite thermal conductivity model in the numerical simulator,
and also because of the disequilibrium between the temperature of fluids 
and that of the grains – our simulation approach assumes thermal 
equilibrium.

It should be noted that with the consideration of the ambient temperature as
a boundary above the top of the reactor leads to variations of T along the 
vertical z direction at the locations of the thermocouples. A higher T is 
observed at Ta2 and Tb2, i.e., at positions closer to the top of the reactor. The 
T of the other thermocouples is more affected by their location relative to the
circulating water. The difference in T between locations Tb2 and Tb6 is about 
1.3 K, matching the experimental observation well.

Fig. 9 shows the evolution of the spatial distributions of P, T, SH, SA, and SG 
over time during Step S1. Fig. 9a indicates that P is practically uniform in the 
reactor, which was expected given the large permeability k = 3.8 Darcy of 
the sandy medium, and the small volume of the reactor (V = 0.98 L). Fig. 9b 
is characterized by an expanding warm region at the top of the reactor 
because of its proximity to the top boundary (ambient air of a constant 
higher T), while the T of the vertical walls and of the bottom of the reactor is 



close to (and controlled by) the temperature of the circulating water 
(T = 281.0 K) at these locations. Fig. 9b clearly demonstrates that the 
thermal effect of a boundary of ambient air on the reactor system should not
be underestimated. The SH distribution during the entire Step S1 in Fig. 9c 
shows limited deviation from that at the end of the hydrate formation, which 
is characterized by significant spatial heterogeneity: SH = 65% near the 
reactor bottom, and SH = 5–10% toward the outlet and centre of the reactor. 
The only SH change in Step S1 is the formation of minuscule amounts of 
additional MH near the top of the reactor. Similar to the SH distribution in Fig.
9c, the SA distribution in Fig. 9d remains practically unchanged during Step 
S1, the only difference being the imperceptible SA reduction that mirrors the 
corresponding hydrate formation in Fig. 9c. The change of SG in Fig. 9e, 
though, is significant (in relative, if not in absolute, terms) and reflects the 
gas release evidenced in Fig. 8b and discussed earlier. Note the gas-free 
region near the top of the reactor, which is evident in all 3 panels of Fig. 9e. 
This is caused by the last H2O injection during the hydrate formation process 
(see Yin et al. [55], and persists during the 26 h of Step S1 because of 
capillarity and the relative permeability regime (as controlled by the very 
limited amount of gas in the reactor) prevent redistribution of the gas phase.



Fig. 9. Evolution of the spatial distributions of P, T, SH, SA, and SG over time during Step S1. (Left T scale
for t = 2.0 h and t = 10.0 h).

4.2. Step S2

Fig. 10 shows the evolution of P, T, and the change in the mass change of 
the three phases (A, G, H) in the reactor over time during Step S2. During the
short duration of Step S2 (1000 s), there is a very good agreement of the 
numerical predictions and of the laboratory measurement of P (Fig. 10a). The
match between prediction and observation of the evolution of T at all 6 
monitoring positions (Fig. 10c and d) ranges between excellent and 
acceptable, but in general it is less satisfactory than that for P for the 
reasons already discussed in the previous section. The phase mass changes 
in Fig. 10b conforms to expectations: the pressure in the reactor is lowered, 



but remains comfortably higher than the hydration equilibrium P at the 
reactor range of temperatures. Consequently, there is no change in the mass
of hydrate. The mass of gas phase in the reactor increases by 0.25 g because
of CH4 exsolution from the aqueous phase, in addition to the larger 
contribution of H2O vapour to the gas phase at the lower pressure. Based on 
the comparison of the simulation results, the mass of aqueous phase 
decreased by 19.0 g during the depressurization stage, mainly because of 
water removal from the reactor when the pressure was lowered (we regret 
being unable to capture and measure the fluids released through the V4 
valve (see Fig. 1, which would have provided an additional data point for the 
evaluation of the simulation approach). At the end of Step S2, the mass of 
the aqueous, gas and MH phases are 162.0 g, 0.4 g and 254.0 g, respectively.
This translates into the following bulk saturations: SH = 40.27%, SG = 2.06%, 
and SA = 57.67%, respectively.

Fig. 10. Evolution of P, T, and of the change in the mass of the mass change of various phases (A, G 
and H) in the reactor over time during Step S2.

Fig. 11 shows the spatial distributions of P, T, SH, SA, and SG at the end of 
Step S2. As expected, pressure was practically uniform throughout the 
reactor because of the reasons already explained. T is higher near the top of 
the reactor because of the warmer (ambient air) boundary with a low-T 
region in the reactor centre and bottom. For the reasons already explained in
the discussion of Fig. 9b, the SH distribution at the end of Step S2 (Fig. 11c) 
remains the same as at the end of Step S1 (Fig. 9c). Although the mass 
balance analysis in Fig. 10b indicates a mass loss of 19.0 g of the aqueous 
phase, this is not readily evident from the spatial distribution of SA in Fig. 



11d, which remains similar to that at the end of Step S1 (Fig. 9d) possibly 
because of the limited amount of water loss compared to the water mass in 
the system at that time. Obviously, most of the aqueous phase removed 
during Step S2 originated from the upper and centre parts of the reactor, 
where SA = 1. The SGdistribution shown in Fig. 11e now occupies a region that
was previously gas-free due to the depressurization from the pressure outlet,
and occurs in the reactor at levels that are much higher than those observed
at the end of Step S1. The reason for the higher SG saturations is the 
exsolution of CH4 from the aqueous phase as pressure in the reactor was 
lowered, and reflects the change in the gas phase mass shown in Fig. 10b.

Fig. 11. Spatial distributions of P, T, SH, SA, and SG at the end of Step S2.

4.3. Step S3



Fig. 12 presents the evolution of P, T, the cumulative gas production volume 
(VG), the cumulative water production mass (VA) and the mass of various 
phases in reactor (A, G, H) over time covering the entire duration of the 
depressurization during Step S3. There is an excellent agreement between 
the simulated and the predicted P at the monitoring locations (Fig. 12a) as 
pressure dropped according to the regime depicted in Fig. 5c from 
P = 6.0 MPa to 4.0 MPa during the first 2.0 min, and maintained almost 
constant at P = 4.0 MPa for the remainder of Step S3. Because of the 
continuous opening and closing of the control vale to control the pressure at 
the 4.0 MPa threshold, slight variations were observed during the 
experimental process, and these were fully implemented in the boundary 
conditions of the current simulation. Note that these numerical results, as 
well as all subsequent simulation results discussed in this section, were 
obtained using the optimized parameters listed in Table 3 that were 
determined through the history-matching process (involving minimization of 
deviations between observations and simulation results).

Fig. 12. Evolution of P, T, of the cumulative gas production volume (VG), of the cumulative water 
production mass (VA), and of the mass of various phases (A, G, H) in the reactor over time during Step 
S3.



Using the optimized parameters determined from this study (as well as the 
optimized parameters determined from the earlier study of Yin et al. [55], we
estimated numerically the produced gas volume VG and water mass VA 
shown in Fig. 11b, which are in excellent agreement with the experimental 
results obtained during the experiment. More specifically: the final volume of
VG predicted from the simulation is 20.2 SL and the measured volume of 
produced gas (Chong et al., [19]was 20.1 SL. This corresponds to an overall 
CH4 recovery ratio of 67.8% (with the rest of the gas either remaining in the 
reactor or having been removed earlier during the pressure-lowering Step 
S2). Fig. 11c shows the evolution of the masses of the various phases in the 
reactor: the mass of the aqueous and gas phases (MAand MG, respectively), 
as well as the mass MH of the dissociating hydrate as it declines toward zero 
(= complete dissociation). The evolution of MG shows monotonically increase 
in the reactor as gas releases from hydrate dissociation, and the evolution of 
MA shows variations, which are caused by the pattern (initial fast) of water 
removal from the reactor through the pressure outlet and the hydrate 
dissociation.

Comparison of the estimated and measured T at the various monitoring 
locations (Fig. 11d and e) shows a good agreement and indicates that the 
simulation clearly captures the pattern and trend (as well as the magnitude) 
of the T-evolution, including the sharp initial decline caused by the 
endothermic hydrate dissociation. The (early) deviations that are observed 
are attributed to dynamic nature of T-change during the most active phase 
of dissociation (i.e., when the pressure is suddenly lowered to the 4.0 MPa 
level), as well as to the difficulties and challenges associated with T-studies 
that were discussed earlier in Section 4.1. For example, the faster initial 
warming seen in the experimental observations at the Tb2 location is 
attributed to significant heterogeneity and the very dynamic nature of early 
dissociation at that location (next to the depressurization point): hydrate 
does exist there (as evidenced by the initial sharp T-drop), but the faster T-
recovery suggests lower SHsaturation and the warmer T-boundary at reactor 
top. Such deviations decline significantly at the monitoring locations closer to
the bottom of the rector, where MH occurs at higher saturations and which 
responds later (than the top) to the dissociation stimulus.

The spatial distribution of key variables (P, T, SH, SA, and SG) during Step S3 
are presented in Fig. 13, which describes the system response at t = 0.5, 
5.0 min, 1.0 h, 5.0 h and 7.0 h. During the first 5.0 min of Step S3, P 
decreases from P = 6.0 MPa to P = 4.0 MPa, and the P-distribution at any time 
during this interval is practically uniform in the entire reactor (Fig. 13a) for 
reasons already discussed. The continuous decline in temperature over time 
in Fig. 13b is the result of the endothermic nature of the MH dissociation 
(which is fuelled by the sensible heat of the system). Compared to the T-
distribution at the end of Step S2, a low-Tregion evolves from t = 0.5 min to 
t = 5.0 min as the cold fluids move from their release points (along the walls 
and bottom of the reactor where MH is concentrated, see Fig. 10c) toward 



the pressure outlet. The T-distribution in Fig. 13b shows an interesting 
development: while the continuing dissociation at the constant P in the 
reactor results in the cooling determined by the equilibrium temperature, the
volume of the low-T region keeps shrinking (and the average temperature 
keeps increasing) for t > 5.0 min because of the heat inflow from the water 
bath (along the walls and the bottom of the reactor) that is now warmer than
the hydrate. In other words, depressurization (caused by the lower pressure 
at the “CV” valve) is accompanied by heat inflows from the boundaries (the 
warmer water bath and ambient air in this case). The result of the warm 
temperature boundary is the significant increase in the temperature, which is
expected to enhance MH dissociation.

Fig. 13. Spatial distribution of P, T, SH, SA, and SG over time during Step S3 at t = 0.5 min, 2.0 min, 
5.0 min, 1.0hr, 5.0 h and 7.0 h (all scales are to the right of the figure).

Because of continuing MH dissociation (Fig. 12c), Fig. 13c shows a 
continuous reduction in both the MH volume (footprint) and the magnitude of
SH as time advances. The SHdistribution confirms the earlier deduction (based
on the T-distribution) that dissociation occurs in the entire MH mass 
(indicated by the lowering of SH throughout the MH mass), with the footprint 
of the hydrate-free portion of the reactor volume expanding from the interior
toward the boundaries.

Because of the continuous production of fluids during Step S3, SA in Fig. 13d 
declines with time (compared to the maximum level observed in the reactor 
at the end of Step S2, see Fig. 11d). On the other hand, the footprint of the 
reactor volume where SA > 0 appears to expand, as MH dissociation leads to 
H2O release near the reactor boundaries. The SG distribution in Fig. 13e 
shows the initial response of fast gas production (see Fig. 12b) at t = 0.5 min 



where a low SG region developed earlier near the pressure outlet. The low SG 
region reinstates back quickly to its original pattern (at the end of Step S2, 
see Fig. 11e) at t = 5.0 min, but to a much higher level due to the gas 
releases from MH dissociation and to a much lower extent, from exsolution 
from the aqueous phase from the depressurization.

This is confirmed by the SH distribution in Fig. 13c, which shows MH 
destruction from the top (controlled by the depressurization through the 
pressure outlet) and from its outer perimeter (vertical and bottom 
boundaries, controlled by the heat inflow from the boundary). Fig. 13c shows
that the total MH mass continues to decline during Step S3, as expected 
because of the continuing dissociation stimuli and confirmed by the MH 
estimate in Fig. 12c. At t = 5.0 h, there is still a fair amount of hydrate in the 
reactor, but the continuing dissociation has reduced with maximum SH to the 
10% level. Fig. 13d and e show that the distributions of SAand SG become 
more uniform over time and attain higher levels, as the aqueous and gas 
phases occupy an expanding volume of the reactor previously occupied by 
the dissociating MH hydrate. The highest SA and SG levels are observed in the
upper central part of the reactor, through which the reactor fluids flow on 
their way to the pressure outlet and withdrawal from the system.

Of particular interest is the evolution of the surface adjustment factor (FA) 
during Step S3, as determined from the history-matching process. The 
optimized power function of FA = FA(t) is plotted in Fig. 14. The large value of 
FA = 100 during the first 10−4 hr suggests that during the initial stage of 
depressurization (when pressure is abruptly lowered to 4.0 MPa), hydrate 
dissociation practically approaches an equilibrium reaction, and hydrate 
dissociation is strongly limited by the heat transfer from its surrounding. 
Following its very high initial value, FA decreases continuously during the 
remainder of dissociation to a final level on the order of 10−2, which indicates
that kinetic retardation is significant during this stage. The rapid decline in 
the value of FA with time reflects the decline in the driving force and the 
possible shrinking of the hydrate particle surface area against time during 
the depressurization experiment of Chong et al. [19]. Compared to the value 
of FA calibrated from the earlier analysis of MH formation experiment (on the 
order of 101–10−6, see Yin et al. [55], it appears that the kinetic retardation 
effect is less significant in the MH dissociation process than in the MH 
formation process. This finding can also be corroborated by the molecular 
measurement of methane hydrate dissociation kinetics using nuclear 
magnetic resonance (NMR) spectroscopy by Gupta et al. [72]: the unit cell of 
sI methane hydrate was dissociated as a whole with no preferential 
decomposition of large and small cages; whereas, in methane hydrate 
formation, formation of large cages (51262) is slower than that of small cages 
(512) [73]. Such kinetic behaviour was also suggested by the numerical study 
of Sun and Mohanty [47], which indicated orders of difference between the 
kinetic rate constant for hydrate formation and dissociation.



Fig. 14. Optimized surface area adjustment factor (FA) in Step S3.

5. Summary and conclusions

We analysed by means of numerical simulation the laboratory experiments 
of depressurization-induced MH dissociation [19], for the first time using as 
initial conditions the spatially-heterogeneous distribution of the phases 
present in the system (aqueous, gas and hydrates) estimated from the 
earlier study of Yin et al. [55]. The study was conducted using the T + H v1.5 
code of Moridis [57] and invoked the option of a kinetic dissociation reaction 
that followed the model of Kim et al. [38] and Clarke and Bishnoi [56]. The 
numerical simulation faithfully reproduced the geometry of the laboratory 
apparatus, the heterogeneous initial and boundary conditions of the system 
and the parameters of the dissociation stimulus, capturing accurately the 3 
steps of the experimental process: (a) a preparatory, 26-h-long Step S1, 
during which the temperature was raised from T = 273.5 K to T = 281.0 K 
through a circulating warm-water bath; (b) a short (1000 s) preparatory Step 
S2 involving a pressure reduction from P = 8.7 MPa to 6.0 MPa (above the 
equilibrium dissociation pressure at 281.0 K); and (c) a longer (10 h) Step S3 
of hydrate dissociation and fluid production, during which the system 
pressure was reduced to the design backpressure of P = 4.0 MPa.

Using inverse modelling (history-matching) that minimized deviations 
between the experimental observations and numerical predictions, we 
determined the values of all the important flow, thermal and kinetic 
parameters that control the system behaviour, which yielded simulation 
results that were in excellent agreement with the measurements of key 
monitored variables, i.e. the pressure, temperature, cumulative production of
gas and water over time.



The following conclusions are drawn from this study:

1. In Step 1 of the preparatory Stage 1, the rising T leads to a slightly higher 
pressure P, both of which are safely within the hydrate stability zone. The P 
and T shifts cause a slight change in the relative mass of the phases in the 
system. Thus, there is a slight reduction in the mass of the aqueous phase 
that mirrors an equivalent increase in the mass of the hydrate, and reflects 
the decrease in CH4-solubility in H2O at Tincreases. This, coupled with the 
resulting higher P because of phase expansion caused by the higher T, leads 
to exsolution of CH4 from the aqueous phase and to additional hydrate 
formation.

2. The pressure decline in Step 2 of the preparatory Stage 1 does not affect 
the mass of the hydrate phase because it is still within the hydrate stability 
zone.

3. In Steps 1 and 2, the overall changes are mild and can be adequately 
described by the kinetic model of the hydrate formation/dissociation reaction
using values of the surface area adjustment factor FA that (a) are different 
for each step, but (b) remain constant for the duration of each step.

4. During the MH dissociation in Step 3, the changes are rapid and large in 
magnitude, and it is no longer possible to describe them using a constant 
value of the surface area adjustment factor FA in the kinetic model of the 
hydrate formation/dissociation reaction. After appropriately modifying the 
T + H V1.5 code, we determined that the evolution of FA over time is best 
described by a power equation FA = at−b (a,b > 0) and we evaluated through 
the history-matching process the a and b parameters corresponding to the 
MH dissociation in the Chong et al. [19] experiment. Note that the shape and
magnitude of the FA equation during dissociation is substantially different 
from the time-dependent FA for the hydrate formation experiments that was 
determined in the precursor study of Yin et al. [55].

5. During the early part of Step 3, the pressure difference ΔP between the 
reactor and the backpressure (i.e., the driving force of dissociation) is at a 
maximum, leading to rapid, high-rate dissociation that approaches 
equilibrium levels, as indicated by the very high value of FA at this point 
(>100). During this step, dissociation is limited only by heat transport from 
the hydrate surroundings, i.e., the metal walls of the reactor and the 
circulating water bath at some locations.

6. As time advances in Step 3, the pressure difference ΔP decreases and the 
temperature decreases (because of the endothermic dissociation reaction), 
leading in a reduction in the rate of MH dissociation. This is attested to by 
the drastic decline in the value of FA at these times. During this step, 
dissociation is kinetically retarded, despite the significant heat inflows from 
the boundaries that lead to localized temperature increases in their vicinity.

7. Under the conditions of the laboratory experiments of Chong et al. [19], 
kinetic retardation is far less significant during the MH dissociation process 



(10−2 < FA < 1 0 2) than during the MH formation process (10−6 < FA < 1 01) 
[55].

8. The inverse modelling (history-matching) process allowed the 
determination of the values of the dominant parameters (flow, thermal and 
kinetic) that control the system behaviour, yielding numerical simulation 
results that were in very good agreement with the experimental 
measurements, thus increasing confidence in the T + H V1.5 simulator.
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