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Improved efficiency in Monte Carlo simulation for passive-
scattering proton therapy
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1Department of Radiation Oncology, University of California at San Francisco, San Francisco, CA 
94143

2SLAC National Accelerator Laboratory, Menlo Park, CA 94025

3Department of Radiation Oncology, Massachusetts General Hospital and Harvard Medical 
School, Boston, MA 02114

4Radiological Sciences Department, St Jude Children’s Research Hospital, Memphis, TN 38105

Abstract

The aim of this work was to improve the computational efficiency of Monte Carlo simulations 

when tracking protons through a proton therapy treatment head. Two proton therapy facilities 

were considered, the Francis H Burr Proton Therapy Center (FHBPTC) at the Massachusetts 

General Hospital and the Crocker Lab eye treatment facility used by University of California at 

San Francisco (UCSFETF). The computational efficiency was evaluated for phase space files 

scored at the exit of the treatment head to determine optimal parameters to improve efficiency 

while maintaining accuracy in the dose calculation.

For FHBPTC, particles were split by a factor of 8 upstream of the second scatterer and upstream 

of the aperture. The radius of the region for Russian roulette was set to 2.5 or 1.5 times the radius 

of the aperture and a secondary particle production cut (PC) of 50 mm was applied. For 

UCSFETF, particles were split a factor of 16 upstream of a water absorber column and upstream 

of the aperture. Here, the radius of the region for Russian roulette was set to 4 times the radius of 

the aperture and a PC of 0.05 mm was applied. In both setups, the cylindrical symmetry of the 

proton beam was exploited to position the split particles randomly spaced around the beam axis.

When simulating a phase space for subsequent water phantom simulations, efficiency gains 

between a factor of 19.9±0.1 and 52.21±0.04 for the FHTPC setups and 57.3±0.5 for the 

UCSFETF setups were obtained. For a phase space (PHSP) used as input for simulations in a 

patient geometry, the gain was a factor of 78.6±7.5. Lateral-dose curves in water were within the 

accepted clinical tolerance of 2%, with statistical uncertainties of 0.5% for the two facilities. For 

the patient geometry and by considering the 2% and 2mm criteria, 98.4% of the voxels showed a 

gamma index lower than unity. An analysis of the dose distribution resulted in systematic 

deviations below of 0.88% for 20% of the voxels with dose of 20% of the maximum or more.

1. Introduction

Monte Carlo (MC) is considered to be the most accurate method to calculate dose in proton 

therapy. However, a disadvantage of using MC simulations is the long calculation time to 

reach the desired statistical uncertainty in dose distributions calculated in clinical practice. 
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Variance reduction techniques (VRTs) shorten the calculation time while maintaining 

accuracy (see for example [1], [2]). Due to the satisfactory results obtained with VRTs in 

conventional radiotherapy, many of these techniques were also implemented for proton 

therapy calculations [3], [4], [5], and [6]. In x-ray therapy, where patient dose results mainly 

from secondary charged particles, splitting of secondary particles at the point of interaction 

has proven to yield impressive efficiency gains [18]. In contrast, due to the high contribution 

to patient dose from primary and secondary protons tracked along the treatment head in 

proton therapy, high emphasis is put on splitting those particles rather than other secondary 

particles [4]. Particle splitting is done at strategic locations within the treatment head with 

the objective of optimizing the efficiency gain. Furthermore, protons in a clinical beam have 

a much narrower angular distribution than bremsstrahlung photons, with Russian roulette 

applied to protons prior to being split resulting in a further efficiency gain,

In our previous work [4], we reported the quantitative evaluation of the computational 

efficiency of the geometrical particle splitting technique applied to primary and secondary 

protons. For additional efficiency gain in these simulations, secondary particles other than 

protons were discarded once they were created. The computational efficiency increased by 

approximately an order of magnitude or more relative to reference simulations (without any 

VRT).

For conventional radiotherapy, further gain in the efficiency can be achieved with the use of 

production cut values, the multiple-use of pre-calculated phase space data, the use of range 

rejection, and cross-section enhancement for specific physical processes [7]. In the range 

rejection technique, a penalty is applied to each particle that cannot reach the scoring region 

due to its low remaining range [8]. The range rejection technique has limited value in proton 

therapy because most of the protons being tracked through the treatment head will have 

sufficient energy to reach the scoring region. Cross-section enhancement [9] allows an 

increase (or reduction) in the probability of the particle being tracked to interact by certain 

physical processes, such as Compton scattering of a photon, by means of a free parameter 

that decreases (or increases) the mean free path. For proton therapy, multiple scattering and 

energy loss are the most frequent processes. These processes are not amenable to cross-

section enhancement. Consequently, particle splitting with Russian roulette and production 

cuts are expected to lead to the highest efficiency gains in proton therapy simulation.

In this work we investigated the possibility of achieving further efficiency gains through a 

more optimal selection of the parameters for particle splitting, including reducing the size of 

the Russian roulette region, combine with production cuts for secondary particles (electrons, 

positrons and gammas). We used the TOPAS system [10] [11] [12] (a Geant4 [13] based 

simulation tool), to determine and to validate the optimal parameters for improving the 

efficiency of MC simulation of two proton therapy facilities: The treatment head in passive 

scattering mode of the Francis H. Burr Proton Therapy Center at the Massachusetts General 

Hospital (FHBPTC Setup) simulated in our previous work, and the eye treatment beam line 

of the University of California at San Francisco (UCSFETF Setup). UCSFETF was included 

in the current work to extend the study to low energy proton beams typically used for eye 

treatment. We focused on the generation of phase space files downstream of the treatment 

head, rather than a full simulation of the treatment head and patient, because the treatment 
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head simulation requires more than half the total simulation time for patient dose calculation 

for passive scattering proton therapy [14].

2. Materials and Methods

2.1 The treatment heads

Two different treatment heads were modeled with the TOPAS system as depicted in Figures 

1 and 2: Detailed information about the physical processes and the geometry can be found 

elsewhere [15], [14], [10], [11], [12], [16] and [17]. In our previous work [4], for FHBPTC 

simulations we investigated differences between various treatment head geometry options. 

Based on those results, in this work we found it sufficient to focus on two typical FHBPTC 

treatment head options which cover the available proton beam ranges on that machine: One 

that results in a range of 5.2 cm and 3 cm modulation width (FHBPTC-A1) and one that 

results in a range of 23.73 cm and 6.0 cm modulation width (FHBPTC-A8) in water. A 

squared aperture of 8 cm each side was used to collimate the lateral fluence of the proton 

beam. No compensator was included. In our previous UCSFETF simulations [10] we 

considered four different range modulator propellers depending on the prescribed width of 

the spread out Bragg peak (SOBP). Here we use a single representative propeller, the 

propeller24 with the beam range adjusted to 28 mm. No customized aperture or compensator 

was used for this configuration.

In both settings, phase space (PHSP) files were generated at the distal end of the aperture for 

subsequent dose calculation in a water phantom located immediately downstream of the 

aperture. The reference data for both settings were generated by simulating 5 million 

histories of primary protons per CPU with a production cut of 0.05 mm (see section 2.3). A 

multiprocessor Linux cluster of 30 CPUs with 2.66 GHz Intel Xeon processors was used.

For the FHBPTC setups, the deposited dose in water was calculated from the PHSPs by 

using a water phantom of 18 × 18 × 38.9 cm3 divided into 90 × 90 × 389 voxels. A wall of 

Lexan of thickness 5.5 mm was located between the PHSP and the phantom surface. For the 

UCSFETF setup, the deposited dose was calculated in an 8 × 8 × 4 cm3 water phantom 

divided into 80 × 80 × 80 voxels. A wall of Plexiglas of thickness 1 mm was located 

between the phase space and the phantom surface. In both setups, the step size limit was set 

to 0.5 mm and no VRTs were applied for dose calculations.

The optimal parameters for several efficiency improvement techniques (EITs); that is, the 

combination of VRT and other approximations to improve the efficiency, including the 

number of split particles per source particle (the split number), the production cut value and 

the number of times the PHSPs were re-used (the multiple-use number) were studied. Note 

that for the variance-reduced simulations the number of primary protons is lower than for 

the reference simulations.

2.2 The patient geometry

For the FHBPTC, a patient CT data set (head and neck) was used to determine the 

performance of the EITs when using the PHSP for patient specific dose calculations. 

TOPAS provides a conversion from CT data (Hounsfield numbers) to materials and 
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densities [10], [11]. A field with a modulation of 10.0 cm and a range of 12.5 cm was used. 

The corresponding aperture and compensator based on the treatment plan were included and 

the PHSPs were scored downstream of the compensator. The CT data consists of 512 × 512 

× 76 voxels of 0.781 × 0.781 × 2.5 mm3 dimension.

2.3 The efficiency improvement techniques

Geometrical splitting with Russian roulette—Particle splitting and Russian roulette 

have been used in Monte Carlo simulations in x-ray and electron therapy [18], [19], and 

[20]. We have previously implemented the geometrical splitting technique (GST) in TOPAS 

[4], adapted to the specific needs of the passive-scattering proton therapy simulations. In this 

technique, Ns protons are generated (split) from the incident proton at planes perpendicular 

to the beam axis at specific positions in the treatment head. Further, prior to splitting, 

protons with low probability of contributing to the scoring region are subject to Russian 

roulette with a probability of discarding the particle equal to 1 – 1/Ns. The weight of the 

surviving protons is multiplied by a factor of 1/Ns. In regions with cylindrical symmetry, the 

position and momentum of each new proton is distributed to Ns different locations randomly 

rotated about the axis of symmetry (z-axis). The splitting utilized parallel geometries in 

Geant4.

With Np source protons incident on the treatment head for the reference simulations without 

GST, the number of source protons for simulations with GST with two split planes was set 

to Np/Ns2 to reach approximately the same number of protons at the phase space plane. 

Consequently, the simulation time for dose calculations was similar for simulations with and 

without GST.

For the FHBPTC setups, there were two split planes, one located upstream of the second 

scatterer, the other upstream of the aperture (Figure 1). The split numbers can be optimized 

for different geometries and are thus expected to be different for the FHBPTC setups and the 

UCSFETF setup. Based on our previous work [4], two split planes were used for the 

UCSFETF setup as well, but further studies were performed to determine the optimum 

location of the first plane. Four candidate locations were considered at upstream wide of the 

following components: The first ionization chamber (IC1), the propeller, the water column 

and the second ionization chamber (IC2) (Figure 2). Cylindrical symmetry was assumed at 

the aperture and PHSPs were generated downstream of the aperture for the FHBPTC and 

UCSFETF cases.

The energy fluence of protons at a PHSP was used to calculate the statistical uncertainty of 

the simulation and subsequently the computational efficiency (see section 2.4). For this 

purpose, the PHSPs were divided into concentric rings of equal area with a maximum radius 

of 5.7 cm (50 bins) and 1.25 cm (30 bins) for FHBPTC and UCSFETF setups respectively. 

To show the effect of Russian roulette in both setups, the radius of the user-defined region 

located at the phase space scoring plane was increased in multiplicative factors of the 

corresponding aperture radius. The energy fluence in each ring was calculated for several 

factors and compared against reference simulations. We rejected a setup with a difference of 

1% of the maximum energy fluence.
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Production cuts—The cut for the production of secondary particles refers to a threshold 

value of energy, such as EGSnrc [21], or secondary range, such as Geant4. A secondary 

particle is not tracked if the secondary to be created after a physical interaction has an 

energy or projected range below this threshold. It has been shown that the tracking of 

secondary particles other than protons at the treatment nozzle does not significantly alter the 

deposited dose in a phantom and can increase the computational efficiency by a factor of 

~1.7 [22], [4]. In [4] particles other than protons are terminated once they were created, 

however, their production still needs considerable simulation time. One can tune the 

production cuts to avoid this step, however, excessively high production cuts can lead to 

systematic errors in the dose profiles or fluence profiles. In TOPAS production cuts are 

defined in units of length. The default value is set to 0.05 mm for electrons, positrons and 

photons. In this work, we optimize the production cut by increasing its value and by 

evaluating the computational efficiency for fluence profiles at the PHSP.

Multiple use of PHSPs—PHSPs are used multiple times for dose calculations to reduce 

the size of the PHSP file needed to achieve the desired statistical precision. This also 

reduces the time needed to calculate the PHSP. This is important in proton therapy as the 

treatment head geometry is patient dependent. The optimal number of times to use the same 

PHSP has been chosen by evaluating the statistical uncertainty of depth dose profiles versus 

the multiple-use number [18]. In order to maintain statistical accuracy, it is important to 

ensure that sufficient independent particle histories are included in the PHSP [23], otherwise 

systematic effects can be introduced. In photon therapy, the multiple-use number can be of 

the order of several hundreds [24], limited by the latent variance of the PHSP [19]. On the 

other hand, For proton therapy, the number of allowed multiple-uses can be much lower 

than for photon therapy because unlike photons, charged particles effectively lose energy 

continuously which can lead to larger systematic errors for the same numbers of multiple-

use. For example, a maximum recycling of 4 has been recommended for electron beams 

[23]. To find the most suitable multiple-use number for each setup, the PHSP was generated 

from five million source protons and scored downstream of the aperture for four separate 

simulations with different random number seeds. For the FHBPTC setups the dose was 

scored into 6 × 6 × 0.1 cm3 volumes along the z-axis. For the UCSFETF setup, the dose was 

averaged over 1 × 1 × 0.05 cm3 volumes along the z-axis.

2.4 Computational efficiency and statistical uncertainty

With EITs there is a relationship between computation time (CPU time) and the statistical 

uncertainty, which needs to be optimized depending on the geometrical framework and the 

aim of the simulation. This relationship is specified by the computational efficiency ε [25]:

(1)

where s is an estimate of the statistical uncertainty on the quantity of interest and T is the 

CPU time required to obtain this uncertainty. Previously, we developed an analytical 

expression to equation 1 by considering only one split plane [4]. For two split planes, the 

follow expression was inferred to describe the shape of the efficiency as a function to the 

number of splits:
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(2)

where ε0 is the computational efficiency without any EIT, Ns is the number of splits and α, β 

and γ are the fraction of simulation time (with respect to the total simulation time in the 

treatment head) expended between the first split plane and the source, the second split plane 

and the first split plane, and the phase space plane and the second split plane, respectively 

(with α+β+γ = 1). The validity of a simulation with a split number of Ns will be subject to 

different parameters such as the number of source protons, the number of scored protons, 

and the simulation time. A very low number of source protons with a high Ns will lead to 

systematic errors because of the lack of particles with different characteristics (kinetic 

energy, spatial distribution, momenta, etc.), although the simulation time will be short.

To evaluate the overall uncertainty of the quantity of interest, the average statistical 

uncertainty sY as a measure of the overall statistical uncertainty s was obtained by [25]

(3)

where Xi is the quantity of interest (dose, deposited energy or fluence) in voxel i and δXi is 

the corresponding statistical uncertainty. Only those voxels with a value larger than Y% of 

the maximum value are accounted for. Several values of Y have been proposed depending on 

the level of accuracy required [26]. For this work the most common value of 50% was used.

The accuracy of the variance-reduced simulations can be approximated by using the point-

to-point relative percentage difference. In this work, this quantity was calculated to compare 

the planar fluence distribution and the dose profiles with and without a EIT. The set criterion 

of acceptance was that all values must be within 2% of the values from the reference 

simulation. An alternative comparison method is to perform the gamma index [27]. The 

gamma index test was calculated for complex dose distributions, such as the deposited dose 

in a patient. It has been stated that the quality assurance in intensity modulated proton 

therapy treatments should yield > 90% agreement for 3% and 3 mm criteria when doing a 

gamma analysis [28]. In this work, this criterion of acceptance was used as benchmark for 

dose calculation in the patient geometry. An additional comparison for the patient dose 

distributions was performed applying a method introduced by Kawrakow and Fippel [29]. 

The procedure calculates the difference xijk at the voxel ijk measured in units of the 

combined statistical uncertainty ΔXijk:

(4)

If the differences between XREF and XEVAL were purely statistical, then the probability 

distribution f(x) to find a voxel with a deviation given by x would be fit with a Gaussian 

function centered at zero. Otherwise, systematic errors are present. With sufficient moments 
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of the distribution x, the amplitude and frequency of the voxels with systematic error can be 

found. Kawrakow and Fippel [29] provide a fitting function to interpret the x distribution in 

terms of its first four moments described as:

(5)

In simple terms, a fraction α1 of the voxels have a systematic deviation δ1 between the two 

dose distributions, while another fraction α2 has a systematic deviation δ2 between the two 

distributions. The actual maximum difference between the two distributions is obtained by 

multiplying the combined statistical uncertainty by the corresponding δ terms [30].

3 Results

3.1 Geometrical particle splitting

Results for particle splitting using the FHBPTC setups were reported previously [4]. The 

split number was fixed to 8 and cylindrically symmetry was assumed upstream of the 

aperture. We thus limit this section to the UCSFETF setup. The computational efficiency 

versus the number of splits is shown on the left side of Figure 3. For each curve, the location 

of the first plane was varied, i.e. set upstream of the first ionization chamber (IC1), the 

propeller, the water column, and the second ionization chamber (IC2). In all cases the 

second split plane was located upstream of the aperture. The larger gain in efficiency is 

obtained by placing the first split plane upstream of the water column or IC2. This is 

because the corresponding β parameter of Equation 2 (0.30 and 0.02 for the water column 

and the IC2 respectively) are shorter than for the others options (0.52 and 0.47 for the IC1 

and the propeller respectively). On the right side of Figure 3 the depth-dose curves in water 

for two different locations of the first split plane (upstream of the water column and 

upstream of the IC2) were calculated for Ns equal to 16. Although the computational 

efficiency for the plane at the IC2 (157.1±3.8) is larger than the computational efficiency for 

the plane at the water column (111.8±2.5), the maximum difference (> 2%) near 2.6 cm is 

achieved with the former configuration. Between the split plane upstream the IC2 and the 

scoring region (PHSP) the only material is air. A lack of significant scattering in air will 

cause secondary protons created by splitting to likely reach the PHSP with the same 

characteristics. At this point, we therefore set the configuration for GST for the UCSFETF 

setup as: eliminate the particles different than protons along the track, a split plane upstream 

of the water column, a split plane upstream of the aperture, and a Ns of 16.

3.2. Effect of the radius of the region of interest in Russian roulette

The normalized energy fluence at radial position for several selected values of the diameter 

of the user-defined region for Russian roulette (RRR) is shown in Figure 4 and Figure 5 for 

the FHBPTC (two options) and UCSFETF setups, respectively. The results are presented 

relative to the reference simulation (without Russian roulette) and for different values for the 

fraction of the aperture radius. For the FHBTPC setups, we define the radius of the aperture 

as the distance from the center to a corner of the squared aperture. For FHBPTC-A1 and 

FHBPTC-A8, RRR equals to 2.0 and 1.25 times the radius of the aperture respectively, there 

Méndez et al. Page 7

Phys Med Biol. Author manuscript; available in PMC 2016 July 07.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



are systematic errors introduced by the Russian roulette. The low energy protons, which 

contribute to the penumbra of the beam, will be scattered along the treatment head at higher 

angles in comparison with the source protons. When the diameter of the RRR is small, these 

low energy protons are discarded causing a lack of fluence near the boundary of the aperture 

region as depicted in Figure 4. The initial energy of the proton beam for the FHBPTC setups 

(~173 MeV and ~214 MeV) is larger than for the UCSFETF setup (~67 MeV). Thus, the 

ratio between the radius of RRR and the radius of the aperture for the FHBPTC setups have 

to be defined smaller than for the UCSFETF setup. If a constraint of 1% in the difference for 

the planar fluence is required, then for the FHBPTC-A1 and FHBPTC- A8 setups, diameters 

of RRR of 2.5 and 1.5 times the radius of the aperture are adequate with an efficiency gain 

of 1.29±0.03 and 1.45±0.06, which represents a time reduction of about 21.2%±0.2% and 

40%±0.1%, respectively. Since the initial beam energy (and thus beam scattering) at the 

FHBPTC is treatment field dependent, this RRR diameter is field dependent. On the other 

hand, for the UCSFETF setup an efficiency of 1.25±0.02 (20%±0.3% of time saving) is 

achieved for the adequate diameter of RRR equal to 4 times the radius of the corresponding 

aperture. It is important to note that the gain in efficiency is with respect to the geometrical 

particle split with the option of eliminating all particles other than protons.

3.3. Production cuts and multiple-use of PHSP

Figure 6 illustrates the effect on the computational efficiency by varying the production cut 

for the FHBPTC setups. As depicted there exists a maximum in the computational efficiency 

at 500 mm (albeit with significant error bars). On the other hand, if the simulation time is 

considered, a saturation point at 50 mm is achieved. This value was thus chosen for the 

FHBPTC setups. The effect on the precision of the simulation is the introduction of 

systematic errors if the production cut is too high. For the FHBPTC setups there is no effect 

on the precision when increasing the production cut, as will be shown in section 3.5. On the 

other hand, for the UCSFETF setup, an increase in the production cut leads to increasing 

differences in the energy fluence at radial position profiles, as depicted in Figure 7. Thus, 

the contribution of the secondary electrons, positrons and gammas are more important at this 

beam energy (~67 MeV). For a production cut value of 2.0 mm the differences with respect 

to the reference simulation would be acceptable (in energy fluence profiles at PHSP we 

consider that the condition is satisfied for values lower than 1%), however the reduction in 

computation time is only about 6%. A significant reduction in the CPU time is achieved for 

a 2.8 mm of production cut, however the differences are higher than 1.5%. Therefore, the 

production cut for UCSFETF setup was fixed to the default value: 0.05 mm. The scattering 

system plays an important role in the difference between production cuts of the two 

facilities. For FHBPTC setups a double scattering system is present, whereas for the 

UCSFETF setup a scattering system was not present.

Figure 8 shows the statistical uncertainty versus the multiple-use number for the PHSP. For 

both the FHBPTC (two options) and UCSFETF setups, the uncertainty is reduced as the 

multiple-use number increases by following a power la fit (power of −1.35, −0.9 and −1.08 

for FHBPTC-A1, FHBPTC-A8 and UCSFETF respectively). For the FHBPTC setups, a 

reduction of 27% (FHBPTC-A1) and 42% (FHBPTC-A8) in the statistical uncertainty is 

achieved for a multiple-use of 4 (with a simulation time increase by a factor of 4). For the 
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UCSFETF setup, a reduction of 18% in statistical uncertainty is achieved for a multiple-use 

of 2. After a multiple use of 2, the reduction is reaching a plateau. Thus, the number of 

multiple-use of PHSPs for dose calculations was set to 4 for FHBPTC and 2 for UCSFETF 

setups respectively.

3.4. Calculation of 3D-Dose distributions

The accuracy of the PHSP data obtained with the configurations considered in the previous 

sections was evaluated by calculating dose distributions in water and in a patient. The EIT 

configurations for the FHBPTC and UCSFETF setups are shown in Table 1. These 

parameters are used for the generation of the PHSPs only.

In Figures 9, 10 and 11 the dose profiles from the 3D distributions for the FHBPTC setups 

and the UCSFETF setup are shown respectively. For the FHBPTC setups, the differences 

with respect to the reference simulations are below 2% for the lateral profiles and below 

1.5% for depth profiles. For the UCSFETF setup, the differences are below 2% for the 

lateral profiles and below 1% for depth profiles. In both setups, the profiles were normalized 

to the maximum value in the SOBP region.

The iso-dose line representation of the dose distribution at the transverse plane of the head 

and neck example is shown in Figure 12. For the full dose distributions and only for those 

voxels with dose larger than 20% of the maximum, 98.4% of voxels had a gamma value 

lower than unity (2% and 2 mm criteria), 99.9% if the criteria is 3% and 3mm.

The procedure described in Section 2.4 was used to compare the patient dose distributions. 

Figure 13 shows a fit of Equation 5 to the difference distribution, i.e. Equation 4. Only 

voxels with dose greater than 20% were included. A fraction α1 = 0.29±0.06 of the voxels 

from the efficiency-improved simulation systematically predicted a lower dose by δ1 = 

0.49±0.06 standard deviations compared to the reference simulations. Another fraction α2 = 

0.2±0.07 shows efficiency-improved simulations systematically predicting a dose lower by 

δ2 = −0.52±0.03 standard deviations compared to the reference simulations. The remaining 

proportion of voxels showed no systematic differences between the distributions. If the 

combined statistical uncertainty was about 1.7%, then a fraction α1 of the voxels showed a 

systematic difference of 0.83% of the maximum dose, while a fraction α2 of the voxels 

showed a systematic difference of 0.88% of the maximum dose.

As a final result, in Table 2 the average CPU time in minutes and the normalized 

computational efficiency are shown.

4 Discussion

In this work, the optimal parameter settings for EITs when generating phase spaces in proton 

therapy simulations were studied for two very different treatment heads. The computational 

efficiency and direct comparison of dose profiles were made for water phantom and patient 

cases. From our previous work [4], geometrical based particle splitting for the FHBPTC 

setup resulted in normalized computational efficiency improvements of a factor of 10 to 

20.3. In this work we have expanded on this study to include a study of the Russian roulette 
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technique and production cuts and the application of these techniques to another treatment 

head. First, the studies performed in this work, allow quantification of the contribution to the 

gain in efficiency for Russian roulette: A factor of 1.45±0.06 and 1.25±0.02 for the 

FHBPTC and UCSFETF setups, respectively. Note that, strictly speaking, Russian roulette 

is not a VRT [8] because of the introduction of bias in the fluence profiles. However, with 

judicious choice of the size of the Russion roulette region, it is possible to reduce the 

computation time without compromising accuracy. Second, for the FHBPTC facility, with 

proton ranges from 4.79 cm up to 27.88 cm, high production cuts (higher than 50 mm) can 

be applied within the treatment head, allowing a reduction of the simulation time up to 40% 

(efficiency gain of 1.6±0.2). For patient dose calculations the production cut should be set to 

0.05 mm. On the other hand, for simulations of treatment heads using lower proton energies 

(e.g. to treat ocular melanoma as in the case of the UCSFETF setup), an increase of the 

production cut which leads to significant simulation time reduction (>2.0 mm), causes a 

significant bias in the energy fluence profiles (>1.5%). With lesser restrictions in the 

maximum difference allowable, further efficiency gains from a higher production cut could 

be achieved. For example, with a restriction of 2% in energy fluence, a reduction up to 20% 

in CPU time could be achieved. In any case, the gain in efficiency due to geometrical 

particle split and Russian roulette configuration is still significant (57.3 for the proposed 

configuration).

For the particle splitting settings described in [4], a minimum gain in efficiency (a factor of 

~10) was achieved. In this work a minimum gain in efficiency was a factor of 20 for the 

setups of the FHBPTC, i.e. the efficiency was doubled. For a head patient dose calculation, 

the gain in efficiency was about a factor of 80. The maximum systematic difference of 

0.88% was found for voxels with 20% of the maximum dose or more. The use of equation 5 

[29] allowed to quantify the degree of bias introduced, primarily by the production cut. The 

gamma index test (98.4% for 2% and 2 mm criteria in this study) does not allow to separate 

such systematical differences from statistical differences.

The simulation time depends on the voxel size (the voxel size in our patient example was 

0.78×0.78×2.5 mm3). Further reduction in computation time can be achieved to achieve the 

same statistical precision if larger voxels are used. Also, post-processing of dose 

distributions using denoising techniques can allow further reduction of the number of source 

protons needed to reach the desired precision as in the case of conventional radiotherapy 

simulations [31].

5 Conclusions

Optimal parameters for several variance reduction techniques and approximations have been 

obtained for different geometries in passive scattering mode, which cover the range of 

application for proton therapy, one for eye treatment (UCSFETF) and one for high energy 

beam delivery (FHBPTC). For PHSP simulations in the case of the FHBPTC setup the 

inclusion of two split planes (split number of 8) with a radius of 1.5–2.5 times the radius of 

the aperture, and a production cut of 50 mm for secondary particles (electrons mainly) 

resulted in an enhancement of efficiency of factors between 20 and 78 without a clinically 

meaningful loss of accuracy. For the UCSFETF setup, two split planes (split number of 16) 
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with a radius of 4 times the radius of the corresponding aperture, and eliminating the 

secondary particles other than protons, efficiency gains up 57.3 were achieved. By using 

these techniques with the optimal parameters obtained in this work, dose distributions in 

homogeneous and heterogeneous volumes agreed within acceptable clinical tolerance when 

comparing with reference simulations produced with the TOPAS code.
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Figure 1. 
The FHBPTC treatment head as simulated with TOPAS with two split planes (dotted lines) 

located at upstream of the second scatterer (Sc2) and upstream the aperture. The proton 

beam (blue lines) follows the z-axis from left to the right.
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Figure 2. 
The UCSFETF proton beam line for eye treatment as simulated using TOPAS. Two split 

planes (dotted lines) located at upstream the Water column and upstream the 5th collimator 

(Coll) and aperture. The proton beam (blue lines) follows the z-axis from left to right.
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Figure 3. 
The computational efficiency values versus the number of splits (left) for the UCSFETF 

setup. The first plane was located either at the first ionization chamber (IC1), the propeller, 

the water column, or the second ionization chamber (IC2). In all cases the second split plane 

was located upstream of the aperture. The right panel shows the effects on dose profiles for 

Ns equal to 16 and two locations of the first split plane, i.e. at the water column and at the 

IC2. The differences in percent are shown on the right axis.
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Figure 4. 
Normalized energy fluence at radial position for FHBPTC-A1 (left) and FHBPTC-A8 

(right). Several values for the diameter of the region of the Russian roulette are compared. 

Differences in percent are shown at the bottom.
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Figure 5. 
Normalized energy fluence at radial position for UCSFETF. Several values for the diameter 

of the region of the Russian roulette are compared. Differences in percent are shown at the 

bottom.
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Figure 6. 
Normalized computational efficiency (solid lines and left axis) and CPU time in minutes 

(dotted lines and right axis) for the FHBPTC setups. The statistical uncertainty of energy 

fluence was used to calculate the efficiency.
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Figure 7. 
Average relative difference of the energy fluence at radial position (squares) and relative 

simulation time to the reference simulation time (circles) for the UCSFETF
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Figure 8. 
Fractional uncertainty in energy fluence for the inner ring versus number of multiple-use of 

the phase space.
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Figure 9. 
Dose profiles for FHBPTC-A1. Lateral dose profile (left) at 1.7 cm and 3.5 cm from the 

entrance of the water phantom. The depth-dose profiles are shown the right. Percentage 

differences are also shown.

Méndez et al. Page 21

Phys Med Biol. Author manuscript; available in PMC 2016 July 07.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 10. 
Dose profiles for FHBPTC-A8. Lateral dose profile (left) at 10 cm and 23 cm from the 

entrance of the water phantom. The depth-dose profiles are shown the right. Percentage 

differences are also shown.
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Figure 11. 
Lateral dose profile (left) at maximum depth-dose (right) for UCSFETF. Percentage 

differences on the right axis are also shown.
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Figure 12. 
Transverse view of the dose distribution in a patient head. The left shows the fit to equation 

5. fraction α1=0.29 of the voxels show a systematic difference δ1=0.49 standard deviations. 

A fraction of α2=0.2 of voxels show a systematic difference δ2=−0.52 standard deviations. 

The rest of the voxels show no systematic differences.

Méndez et al. Page 24

Phys Med Biol. Author manuscript; available in PMC 2016 July 07.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Méndez et al. Page 25

T
ab

le
 1

O
pt

im
al

 p
ar

am
et

er
s 

fo
r 

ef
fi

ci
en

cy
 im

pr
ov

em
en

t f
or

 th
e 

FH
B

PT
C

 a
nd

 U
C

SF
E

T
F 

se
tu

ps
.

Sp
lit

 p
la

ne
s 

at
 u

ps
tr

ea
m

 o
f

N
s

R
us

si
an

 r
ou

le
tt

e 
A

pe
rt

ur
e 

ra
di

us
 f

ac
to

r
P

ro
du

ct
io

n 
cu

t 
(m

m
)

M
ul

ti
pl

e-
us

e

F
H

B
P

T
C

-A
1

Sc
2,

 A
pe

rt
ur

e
8

2.
5

50
.0

4

F
H

B
P

T
C

-A
8

Sc
2,

 A
pe

rt
ur

e
8

1.
5

50
.0

4

P
at

ie
nt

Sc
2,

 A
pe

rt
ur

e
8

1.
5

50
.0

4

U
C

SF
E

T
F

W
at

er
 c

ol
um

n,
 A

pe
rt

ur
e

16
4.

0
0.

05
2

Phys Med Biol. Author manuscript; available in PMC 2016 July 07.



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Méndez et al. Page 26

Table 2

Average CPU time and normalized computational efficiency. The planar fluence was considered to calculate 

the average statistical uncertainty for voxels with 50% of the maximum value.

Option
Average CPU Time (min)

Efficiency normalized to the reference simulation
Reference With EIT

FHBPTC-A1 512.8 (2.2) 10.21 (0.03) 51.25 (0.04)

FHBPTC-A8 543.2 (5.7) 28.3 (0.1) 19.9 (0.1)

Patient 569.8 (1.9) 6.82 (0.01) 78.6 (7.5)

UCSFETF 559.8 (5.5) 10.2 (0.1) 57.3 (0.5)
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