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ABSTRACT OF THE DISSERTATION

Scaling up Recognition in Expert Domains with Crowd-source Annotations

by

Pei Wang

Doctor of Philosophy in Electrical Engineering (Machine Learning and Data Science)

University of California San Diego, 2022

Professor Nuno Vasconcelos, Chair

The success of deep learning in image recognition is substantially driven by large-

scale, well-curated data. On visual recognition of common objects, the data can be scalably

annotated on online crowd-sourcing platforms because the labeling does not need any prior

knowledge. However, the case is not true for images of expertise like biological or medical

imaging in which labeling them needs background knowledge. Although data collection is

still usually easy, the annotation is difficult. Existing self-supervised or semi-supervised

solutions train a model that tries to learn from a small amount of labeled data and a large

amount of unlabeled data. These solutions show good performances on common object

recognition but have been found not to work effectively on fine-grained expert domains.

xvii



In this thesis, we propose a new solution with crowd source annotations to address

the problem. Inspired by the fact that supervised learning on as much as data can always

perform better, our method tries to scale up the annotation. This is implemented by two

different approaches, machine teaching and human filtering. Machine teaching first teaches

humans with a short carefully designed course to learn the expertise knowledge so that

they can label the data later. Human filtering simplifies the process to a binary selection

procedure without preceding training. Beyond these two approaches, a unified explanation

framework is developed to generate visualizations that are merged into two approaches,

enabling easier and more accurate annotation results. Experiments show that both methods

significantly outperform various alternative approaches in several benchmarks. They have

also been found to be versatile and can benefit from more advanced machine learning

techniques in the future. Overall, we believe that this thesis opens up a new direction to

think about the expert domain classification problem, in general.
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Chapter 1

Introduction
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1.1 Learning in Expert Domains

Deep learning has been successfully applied to almost all computer vision fields, e.g.,

image recognition [1, 2, 3], object detection [4, 5, 6], image segmentation [7, 8, 9], etc. Its

performance has surpassed or is comparable to humans on many tasks [10, 11, 12, 13]. Such

success is largely driven by the easier access of well-curated large scale data, for example,

ImageNet [14] for image recognition, Kinetics [15] for action recognition, Objects365 [16]

for object detection, and comprehensive datasets like Open Images [17] or COCO [18].

Figure 1.1 presents some annotation formats. The annotation could be to identify the

category of an object image (e.g. ‘goldfish’ or not), scene (e.g. ‘gymnasium’ or not) or

video (e.g. ‘playing violin’ or not), to label the location of each object by a bounding box

and its associated category, or to segment object instances given classes. Since these images

usually contain common objects, humans can label them with their prior knowledge or just

complete a simply preceding training, e.g. learning how to draw a decent bounding box

for an object. On crowd-sourcing platforms like Amazon Mechanical Turk (MTurk) [19],

the data can be, thus, scalably annotated. These datasets are able to be easily built and

their sizes are also potentially enlargeable. This facility enables scalable recognition by

supervised learning with full annotations on the whole accessible set, which is the most

explored method in machine learning and maintains the lead performance on all vision

tasks. When this is possible, we say that learning is scalable and the recognition can be

scaled up.

However, the case is not true for expert domains, such as biological or medical

imaging. These problems involve fine-grained classes. The class differences are very subtle

and hard to distinguish for laypeople, for instance, to recognize the bird species of Figure 1.2.

While data collection is still easy in these domains, annotation requires trained specialists

and is too expensive if not plainly infeasible at scale. For example, while it is easy to crawl

the web or deploy cameras in the wild to collect a large number of animal images, it is
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Figure 1.1: Annotations with different formats.

usually expensive to recruit the biologists or taxonomists needed to label them. Unlike

recognition on coarse-grained domains, such difficulty makes scalable annotations very hard

so as to scale up recognition in expert domains. This has become a main obstacle to deploy

the deep learning in domains with expertise.

1.2 Existing Methods

Due to the difficulty of labeling, in expert domains, while it is typically not difficult

to collect a large dataset, usually only a small part of examples can be realistically labeled

by experts. This results in a small amount of expert-labeled data and a large amount of

unlabeled data. Since most of data are without labels, rather than supervised learning,

various other methods have arisen to tackle this label hungry problem. These include

few-shot learning (FSL) that tries to learn just from the small labeled data [20, 21, 22],

self-supervised learning (SeSL) [23, 24, 25] where a feature extractor is first learned both
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Heermann WesternRing billedGlaucous wingedCalifornia

Figure 1.2: Examples of five gull species

on the large unlabeled data and small labeled data via some pretext tasks and then a

top classifier on the labeled data with supervised learning, and semi-supervised learning

(SSL) [26, 27, 28] in which the pseudo label produced by a network is used to supervise

the training on the unlabeled data, etc. Figure 1.3 compares them. Despite having shown

great success in coarse-grained recognition, these methods have been found not to work

well on the label limited fine-grained domains [29, 30, 31].

This is partially because of many potential reasons. On few-shot learning, existing

methods are evaluated without considering domain shift. The novel class with limited

training examples and base classes with numerous examples are sampled from the same set.

When the set is the expert domain, the evaluation setting becomes impractical because a

large labeled base set is not available [31]. For SSL, the most popular approach is to use

a classifier trained on the labeled data to produce pseudo-labels for unlabeled examples,

based on their estimated confidence. Since the size of the labeled set is originally small,

the classifier is not accurate. In addition to this problem, deep networks produce poorly

calibrated confidence estimation [32, 33]. The two effects compound and pseudo-labels

are not trustworthy. The key of SeSL is to learn the feature representation. However, on

fine-grained recognition, many classes differ by subtle details, e.g., color or texture patterns

of a body part, which could potentially mess up some critical components of SeSL like data

augmentation [30].

For SSL and SeSL, most methods are evaluated on common object recognition like

CIFAR [34] and ImageNet [14]. While bypassing human annotation is always desirable to
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Figure 1.3: The comparison among different methods for annotation limited problem
given a small labeled set and a large unlabeled set.

lower the cost, the scalability of the annotation process is not a major concern for common

object recognition. The image is relatively easy and cheap to annotate by crowd-sourcing,

and for which scalable annotation is already possible on Mturk and similar platforms. In

this case, we can use supervised learning which is unbeatable by far in practice and it

makes little practical sense to try SSL-type of approaches. This is not the case for problems

where annotation requires domain experts, and the costs of scaling it to an ImageNet-style

dataset size are unbearable. Figure 1.4 summarizes and compares performances of different

methods on several representative benchmarks [29, 35]. It can be seen that these methods,

in general, are just barely better than the baseline of standard supervised training on the

small labeled set. This suggests that the current solutions are not on the right track.
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Figure 1.4: Classification accuracy comparison of different methods on expert domain
data. ‘Baseline’: the supervised training baseline only on the labeled set. ‘SOTA’: the
state of the art method.

1.3 Contributions of the Thesis

All of the above methods are trying to learn from the small labeled data. However,

they are still upper bounded by the supervised learning on both the labeled and unlabeled

sets if we can obtain its annotation. There is a huge gap between such supervised learning

upper bound and existing methods [29]. Motivated by this observation, because we have

known that learning from large labeled data works the best, in this thesis, we pursue

an alternative solution. Instead of trying to learn from the small labeled data, we try
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to make the small labeled data bigger. We come up with an idea to tackle the problem

by scaling up the annotation on expert domains with crowd-sourcing. The main idea

behind it is to teach or guide laypeople to annotate expert-domain unlabeled data so that

they can provide professional annotations even if they do not have any prior knowledge.

With such achievement, although the scalable annotating is infeasible by experts, it can

be achieved by common humans, since several crowdsourcing platforms have appeared in

recent years [19, 36, 37], which makes it easier to recruit large numbers of image annotators

online. Once the label is provided for the unlabeled data, supervised learning methods

can be directly applied, which is the most well-explored machine learning method and still

the upper bound. The idea is illustrated in Figure 1.3 (d). Different from SSL, unlabeled

examples are labeled by trained humans instead of a machine, thus leveraging their strong

learning ability for low shot [38, 39, 40] and confidence calibration [41]. A significant

improvement has been achieved (shown with a red bar in Figure 1.4).

Our solution with crowd source annotations has two implementations by machine

teaching and human filtering. They both rely on crowd source human workers to label

the unlabeled data. Machine teaching first carefully designs a short course in order to

teach a few fine-grained species to humans so that they can label new data later. Human

filtering simplifies the teaching and labeling process to a binary similarity comparison task.

To pursue a more effective and accurate labeling, visualization based explanations are

adopted to guide the labeling procedure. Beyond existing attribution based explanations,

two new families of explanations are proposed and unified into a single framework. These

two explanations are combined with machine teaching and human filtering, and found to

be helpful to the labeling process.
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1.3.1 Gradient-based Algorithms for Machine Teaching

The problem of machine teaching is considered. A new formulation is proposed under

the assumption of an optimal student, where optimality is defined in the usual machine

learning sense of empirical risk minimization. This is a sensible assumption for machine

learning students and for human students in crowdsourcing platforms, who tend to perform

at least as well as machine learning systems. It is shown that, if allowed unbounded effort,

the optimal student always learns the optimal predictor for a classification task. Hence, the

role of the optimal teacher is to select the teaching set that minimizes student effort. This

is formulated as a problem of functional optimization where, at each teaching iteration,

the teacher seeks to align the steepest descent directions of the risk of (1) the teaching set

and (2) entire example population. The optimal teacher, denoted MaxGrad, is then shown

to maximize the gradient of the risk on the set of new examples selected per iteration.

MaxGrad teaching algorithms are finally provided for both binary and multiclass tasks,

and shown to have some similarities with boosting algorithms. Experimental evaluations

demonstrate the effectiveness of MaxGrad, which outperforms previous algorithms on

the classification task, for both machine learning and human students from MTurk, by a

substantial margin.

1.3.2 A Generalized Explanation Framework for Visualization of

Deep Learning Model Predictions

Attribution-based explanations are popular in computer vision but of limited use

for fine-grained classification problems typical of expert domains, where classes differ by

subtle details. In these domains, users also seek understanding of “why” a class was

chosen and “why not” an alternative class. A new GenerAlized expLanatiOn fRamEwork

(GALORE) is proposed to satisfy all these requirements, by unifying attributive explanations
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with explanations of two other types. The first is a new class of explanations, denoted

deliberative, proposed to address the “why” question, by exposing the network insecurities

about a prediction. The second is the class of counterfactual explanations, which have

been shown to address the “why not” question but are now more efficiently computed.

GALORE unifies these explanations by defining them as combinations of attribution

maps with respect to various classifier predictions and a confidence score. An evaluation

protocol that leverages object recognition (CUB200) and scene classification (ADE20K)

datasets combining part and attribute annotations is also proposed. Experiments show

that confidence scores can improve explanation accuracy, deliberative explanations provide

insight into the network deliberation process, the latter correlates with that performed by

humans, and counterfactual explanations enhance the performance of human students in

machine teaching experiments.

1.3.3 A Machine Teaching Framework for Scalable Recognition

We consider the scalable recognition problem in the fine-grained expert domain

where large-scale data collection is easy whereas annotation is difficult. Existing solutions

are typically based on semi-supervised or self-supervised learning. We propose an alternative

new framework, MEMORABLE, based on machine teaching and online crowdsourcing

platforms. A small amount of data is first labeled by experts and then used to teach online

annotators for the classes of interest, who finally label the entire dataset. Preliminary

studies show that the accuracy of classifiers trained on the final dataset is a function of the

accuracy of the student annotators. A new machine teaching algorithm, CMaxGrad, is then

proposed to enhance this accuracy by introducing explanations in a state-of-the-art machine

teaching algorithm. For this, CMaxGrad leverages counterfactual explanations, which

take into account student predictions, thereby proving feedback that is student-specific,

explicitly addresses the causes of student confusion, and adapts to the level of competence
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of the student. Experiments show that both MEMORABLE and CMaxGrad outperform

existing solutions to their respective problems.

1.3.4 Towards Professional Level Crowd Annotation of Expert

Domain Data

Image recognition on expert domains is usually fine-grained and requires expert

labeling, which is costly. This limits dataset sizes and the accuracy of learning systems.

To address this challenge, we consider annotating expert data with crowdsourcing. This

is denoted as PrOfeSsional lEvel cRowd (POSER) annotation. A new approach, based

on semi-supervised learning (SSL) and denoted as SSL with human filtering (SSL-HF) is

proposed. It is a human-in-the-loop SSL method, where crowd-source workers act as filters

of pseudo-labels, replacing the unreliable confidence thresholding used by state-of-the-art

SSL methods. To enable annotation by non-experts, classes are specified implicitly, via

positive and negative sets of examples and augmented with deliberative explanations, which

highlight regions of class ambiguity. In this way, SSL-HF leverages the strong low-shot

learning and confidence estimation ability of humans to create an intuitive but effective

labeling experience. Experiments show that SSL-HF significantly outperforms various

alternative approaches in several benchmarks.

1.4 Organization of the Thesis

The rest of the thesis is structured as follows. Chapter 2 introduces the MaxGrad

machine teaching algorithm. It is the foundation that we use to design our first crowd

source annotation method, MEMORABLE. In Chapter 3, in order to improve the human

annotation performance, we introduce a unified explanation framework, GALORE, which

can generate two new families of explanations, deliberative explanations and discriminant

10



counterfactual explanations. These two explanations will be shown to help the machine

teaching methods and human filtering in the following chapters. In Chapter 4, we combine

MaxGrad with counterfactual explanation and present the MEMORABLE method. Chapter

5 introduces another crowd source annotation method SSL-HF, by human filtering, which

can be enhanced by deliberative explanations. Chapter 6, finally, does a comprehensive

comparison and discussion on the two methods and two explanations. We summarizes and

concludes the thesis.
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Chapter 2

Gradient-based Algorithms for

Machine Teaching
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2.1 Introduction

The success of deep learning has been driven, in large part, by the availability of

large and carefully curated datasets for tasks such as image recognition [14, 42], action

recognition [15, 43], object detection [18], etc. These datasets usually contain everyday

objects, actions, or scenes and can be scalably annotated on crowdsourcing platforms

such as Amazon Mechanical Turk (MTurk). This is, however, usually not true for expert

domains, such as biology or medical imaging. While data collection can still be easy

in these domains, annotations require highly specialized and domain specific knowledge.

This is beyond the reach of crowdsourcing annotators. On the other hand, annotation by

specialists is usually too expensive and rarely feasible at a large scale. This has motivated

extensive research in alternative and less label-intensive forms of learning, including

few-shot learning [20, 44], transfer learning [45, 46], semi-supervised learning [47, 48],

and self-supervised learning [49, 50]. However, these approaches usually underperform

supervised learning from large and fully labeled datasets. In result, there has recently been

interest in machine teaching algorithms capable of training crowdsource annotators to label

data from specialized domains.

The goal of machine teaching is to design systems that can teach students efficiently

and automatically. Machine teaching is a broad research problem [51], where humans

can utilize domain knowledge to teach machines or vice-versa. In this work, we restrict

the discussion to the narrow task of image classification, where a machine teaches human

learners to discriminate between different image classes. Although the proposed ideas

are general, we target the application of teaching image annotators in crowd-sourcing

platforms. This exploits the fact that a relatively small annotated dataset can be leveraged

to train crowd workers, which can then annotate large numbers of images, enabling scalable

supervised learning of image classifiers. While classification has been the task of choice for

much machine teaching work, it should be noted that several other tasks and applications
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Figure 2.1: Iterative machine teaching process.

have also been investigated [52, 53, 54].

The machine teaching set-up considered in this work is the iterative interaction

set-up of Figure 2.1. At each iteration, the teacher selects new examples from a large

dataset, to complement a small set of examples, known as the teaching set, which is used

by the student to learn the target task. By comparing the current student model and the

optimal model for the large dataset, the teacher seeks to select the examples that most

help the student learn. The central question in this set-up is how to select the teaching set.

Ideally, this set should pack as much information for class discrimination as possible into

the smallest number of examples.

In the literature, there have been many attempts to design optimal teaching algo-

rithms [55, 56, 57, 58]. This usually requires the assumption of certain student properties.

Although past works have proposed different student models, these frequently rely on

assumptions that are questionable for the crowdsource annotation context. For example,

a popular assumption [55, 59, 60] is that the student only has access to a countable set

of hyperplane hypotheses. While justified by the fact that human students have limited

ability and memory, this assumption overly underestimates their learning ability. In fact,
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several machine teaching works explicitly assume that students have limited capacity or

are otherwise sub-optimal learners [58, 61, 55, 62]. This is not supported by studies with

real students, which found that humans have strong learning ability [63, 64, 65, 66].

In this work, we assume that the student is an optimal learner. Optimality is

defined in the standard machine learning sense, i.e. that the student learns a predictor

of minimum empirical risk in the teaching set. This always holds for machine learning

students, which are defined in this way, and is sensible for human students, who usually do

not underperform machine learning students, especially on few-shot learning scenery in

practice. It does assume that students are engaged in the learning task, i.e. giving their

best effort. This is sensible in the crowdsourcing scenario, where students are free-willing

participants rated by their task performance. We show that, if allowed unbounded effort,

the optimal student will always learn the optimal predictor for the task. This implies that

the only role of the teacher is to optimize learning speed, i.e. select the teaching examples

that enable the student to learn with least effort.

We then formulate the search for the optimal teacher as a problem of functional

optimization where, at each teaching iteration, the teacher aims to align the steepest descent

direction of the teaching set risk with that of the empirical risk over the entire example

population. This is shown to have as optimal solution the MaxGrad teacher, which maxi-

mizes the gradient of the risk on the set of new examples selected per iteration. MaxGrad

teaching algorithms are finally provided for both binary and multiclass tasks, and shown

to have some similarities with boosting algorithms [67, 68, 69]. Experimental evaluations

demonstrate the effectiveness of MaxGrad, which outperforms previous algorithms on the

classification task, for both machine learning and human students from MTurk.
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2.2 Related Work

Simulated studies: In the past two decades, a variety of algorithms have been

proposed to model the teacher-student interaction and seek the optimal teaching sequence.

[70] explored several heuristics for the selection of the teaching set, based on insights

derived from active learning, including a preference for points closest to the boundary,

a handcrafted indicator of classification difficulty, curriculum learning, and a coverage

model. [71] explored the use of recurrent neural networks as models of student learning. [72]

modeled student learning as a Bayesian update process. [73, 74] used reinforcement learning

based models to develop teaching policies for computer-based tutoring systems. All these

methods have been developed and evaluated with synthetic data or handcrafted features,

and did not explore the teaching of human learners with natural images. Note that there

are some related algorithm families to machine teaching, including active learning [75, 76],

few-shot learning [20, 21], curriculum learning [77, 78] and knowledge distillation [79]. For

example, the main difference from active learning is that in the latter the learner selects

examples without knowing the ground truth. In machine teaching, examples are selected

by the teacher, who knows all labels. We recommend [56, 51] for extensive comparisons.

Human studies: Most of existing literature on human evaluations only work on

simple binary classification problem [62, 55, 80]. A representative is STRICT [55]. It

simulates the student as a hyperplane in a finite hypothesis space. The learning process is

modeled as a Markov chain, assuming that learners perform a random walk in hypothesis

space, according to the teacher’s feedback. Expected error rate is the criterion for teaching

set selection. Since its minimization is NP-hard, a surrogate objective is optimized in

a greedy manner. Following STRICT, many extensions or generalizations have been

proposed [80, 59, 60]. For example, beyond pure label feedback, methods have been

proposed to account for feature-based feedback, both for synthetic data [80] and real

images [59], using an attribution map [81]. [59] also extended STRICT to multiclass
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problems.

Alternatively to STRICT, [56, 57] modeled teaching as an iterative process and

the learner as a linear classifier, which is updated at each iteration based uniquely on the

example seen at that iteration. Beyond [56], [57] treats the student network as a black-box,

which more closely resembles real student learning. [61] approximates the student’s class

conditional distribution given the teaching set with a Gaussian random field but it is

designed for online learning, a different setting from that studied in this work. All these

methods assume that the learner is sub-optimal or has limited capacity. However, there is

little evidence to support this. On the contrary, many studies have found that humans have

strong learning ability [63, 64, 65, 66], which is also intuitive. We argue that assuming an

optimal learner is more sensible in very specialised domains, at least for image classification

in the crowdsourcing context.

Feature space: The practical implementation of machine teaching requires a feature

extractor to implement the simulated student. Since several prior works were introduced

before the popularization of deep learning, they rely on handcrafted features [55, 60].

These are unlikely to be close to human perception and tend to produce low-accuracy

classifiers. More recently, it has become standard practice to use features extracted by

a deep convolutional network, which is a better model of human perception [82, 83, 84]

and produces better classifiers. This is a practice that we also adopt. However, previous

works have used networks fine-tuned on a dataset from the target domain [59]. This

vastly simplifies the teaching problem, as it is equivalent to assuming that the student

already is an expert in the target domain before the teaching starts. We instead rely on a

model pretrained on ImageNet. This reflects the assumption that the student is competent

in generic image classification tasks, but has no experience in the target domain. This

assumption usually holds for the crowdsource setting, whenever the target domain requires

specific expertise.
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Other approaches: Recently, several works have investigated the use of expla-

nations during the teaching phase, to improve teaching performance. The results are so

far inconclusive, as these works show limited improvements [59, 60, 80], particularly in

light of the noise inherent to human evaluations, or even a negative impact [59, 60]. While

MaxGrad could in principle be combined with visual explanations, we leave this for future

work. There have also been proposals for interactive online machine teaching [61], where

the selection of teaching examples is not based on a simulated student, but derived from

the responses of human users in real-time. However, online updates are costly and difficult

to scale to large numbers of simultaneous users. The extension of the ideas used to derive

MaxGrad to this setting is a topic that we intend to investigate in the future.

2.3 Gradient-Based Machine Teaching

In this section, we introduce the MaxGrad algorithm.

2.3.1 Machine Teaching

In machine teaching for classification, the goal of the teacher is to assemble a

teaching set L= {(xl
i,y

l
i)}Ki=1 of examples xl

i and class labels yl
i, which a student uses to

learn a classifier. In this work, we adopt the pool-based teaching setting [51]. This assumes

that the teacher has access to a much larger example dataset D = {(x1,y1), . . . ,(xN ,yN )}

from which it selects a subset to assemble L. This is different from synthesis teaching

where the teaching examples are synthetically generated. Pool-based teaching is more

realistic for image labeling applications, because artificial images may appear nonsensical

to a (human) student. The goal of machine teaching is to enable the student to learn the

optimal predictor f∗(x) for the entire example population D, from the smallest teaching

set L, i.e. the smallest possible number of teaching examples K.
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As usual in machine learning, the optimal predictor f∗ is defined as the predictor

that minimizes the risk RD[f ] associated with a loss function on D. The details of the

loss function depend on the task. For simplicity, we discuss binary classification firstly

and extend all ideas to the multi-class setting in section 2.3.5. For binary classification,

y ∈ Y = {−1,+1}, f(x) maps x ∈ X to R and the optimal predictor is

f∗ = argmin
f
RD[f ] = argmin

f

∑
(xi,yi)∈D

ϕ(yif(xi)), (2.1)

where ϕ(.) is a margin loss function. This predictor is assumed known to the teacher.

The end-goal of the teacher is to assemble the teaching set L ⊂ D that achieves

the best trade-off between two conflicting requirements: the student learns the optimal

predictor f∗ while spending the least effort. This reflects the fact that longer teaching

sequences lead to better student performance, but the student has a limited set of learning

resources, e.g. a limited attention span. For example, image annotators on crowd-sourcing

platforms are well known to drop tasks that are too tedious to master. In this work, we

assume that student effort is proportional to the cardinality of the teaching set |L|. This

leads to the formulation of the optimal teacher as the one which minimizes some distance

d(f∗,fs) between the predictor fs learned by the student from L and the optimal predictor

f∗, under a constraint on student effort |L| ≤ ζ.

2.3.2 The Optimal Student Assumption

In this work, we rely on the assumption that the student is an optimal learner.

Definition 1 The student is an optimal learner with respect to loss ϕ if and only if, given
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a teaching set L, it learns the predictor that minimizes the risk defined by ϕ and L,

RL(f) =
∑

(xi,yi)∈L
ϕ(yif(xi)). (2.2)

Note that the risk of (2.2) is defined over L, the teaching set that the student has

access to, not the entire population D. The optimal student assumption holds trivially

when the student is a machine learning algorithm, because learning algorithms are designed

to minimize (2.2). Since human learners tend to perform at least as well as machine

learning algorithms for most tasks, especially learning on few shot examples, it is a sensible

assumption for human students as well. Under this definition of student, the machine

teaching problem can then be formalized as a bilevel optimization problem.

Definition 2 Under the assumption of an optimal learner with respect to loss ϕ, a teacher

is optimal if and only if it produces the teaching set

L∗ = argmin
L
d(f∗,fs(L)) (2.3)

fs(L) = argmin
f

∑
(xi,yi)∈L

ϕ(yif(xi)). (2.4)

|L| ≤ ζ (2.5)

where f∗ is given by (2.1), d(., .) is a distance function, and ζ a bound on student effort to

process the examples in L.

In what follows, the teaching process is assumed to be iterative.

Definition 3 An iterative machine teaching procedure iterates between a step of example

selection, by the teacher, and a learning step by the student. At iteration t, the teacher

produces a teaching set Lt, which the student uses to learn a predictor f t(x). The teacher
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then selects from Dt = D−Lt the examples to add to Lt in order to produce Lt+1. The

student starts the process with an initial predictor f0(x). This can be derived from prior

experience or f0(x) = 0.

The following result is an immediate consequence of these definitions.

Corollary 1 Consider the iterative machine teaching procedure of Definition 3 and assume

that the teacher selects at least one new example per learning iteration. If ζ is large enough,

the optimal student of Definition 1 is guaranteed to learn the optimal predictor f∗ of (2.1)

after a finite number of iterations.

Proof Under the optimal student assumption, the predictor learned by the student at

iteration t is

f t = argmin
f
RLt [f ] = argmin

f

∑
(xi,yi)∈Lt

ϕ(yif(xi)). (2.6)

If the teacher selects at least one new example per iteration, Lt increases with t, i.e.

Lt−1 ⊂ Lt. Since D has finite size n, ∃k ≤ n s.t. Lk = D. It follows that, if ζ ≥ |D|, the

student will eventually learn from Lk. From (2.6) and (2.1) it follows that fk = f∗.

In summary, for an optimal student and a sufficient level of effort, the distance

d(f∗,fs) of (2.3) always converges to zero. It follows that the only role of the teacher is to

optimize learning speed, i.e. select the set of examples that enable the student to learn

with the least effort. We next define an optimal teacher from this point of view. This,

however, requires a brief review of basic concepts in functional optimization.
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2.3.3 Functional Optimization

Given two vector spaces X , Y and a differentiable function R :X →Y , the differential

dR(u,ψ) of R at u ∈ X in the direction ψ ∈ X is given by

dR(u,ψ) = d

dτ
R(u+ τψ)

∣∣∣∣∣
τ=0

. (2.7)

For example, the margin loss function M(f) = ϕ(y(x)f(x)) has differential dM(f,ψ) =

yϕ′(yf)ψ. Given a set of directions Ψ = {ψ1, . . . ,ψn} such that ψi ∈ X ,∀i, the gradient of

R with respect to Ψ at u is the vector

∇ΨR(u) = (⟨dR(u,ψ1),ψ1⟩ , . . . ,⟨dR(u,ψn),ψn⟩)T . (2.8)

Let Sp(Ψ) be the span of Ψ and γ a direction in Sp(Ψ), i.e. γ = ∑
iαiψi for some vector α.

The derivative of R at u along direction γ ∈ Sp(Ψ) is

∂γR(u) = ⟨∇ΨR,α⟩ , (2.9)

where < α,β >=
∫
α(x)β(x)dx when α and β are functions and < α,β >= ∑

iαiβi when

they are finite dimensional vectors.

A dataset D = {(xi,yi)}ni=1, defines a set of canonical directions Ψ(D) = {δ(x−

xi)}ni=1, where δ(x) is the Dirac delta function. The differentials of the margin loss along

these directions are dM(f,ψk) = yϕ′(yf)δ(x−xk) and the empirical risk

RD(f) =
∑

(xi,yi)∈D
ϕ(yif(xi)) =

∑
(xi,yi)∈D

M(f(xi)) (2.10)
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has gradient

∇Ψ(D)RD(f) = (w1, . . . ,wn)T , wi = yiϕ
′(yif(xi)) (2.11)

where ϕ′ is the derivative of ϕ. For any function g in the span of Ψ(D), i.e.

g(x) =
∑

i

g(xi)δ(x−xi), (2.12)

the derivative of the risk at f along the direction of g is

∂gRD(f) =
∑

(xi,yi)∈D
wig(xi). (2.13)

The risk RD(f) is minimized at f∗ if ∂gRD(f∗) = 0,∀g ∈ Sp(Ψ(D)), which holds if

∇Ψ(D)RD(f∗) = 0. (2.14)

2.3.4 The Optimal Teacher

With these results we are ready to introduce a criterion for teacher optimality,

under the iterative teaching procedure of Definition 3. We start by introducing the set of

permissible choices for the teaching set, i.e the set of teaching sets that the teacher is allowed

to choose from at iteration t. Under the iterative teaching procedure, Lt = Lt−1∪N t, i.e.

the teacher augments Lt−1 with a set of examples N t not contained in it, which we denote

as the novel examples of iteration t. The set of permissible choices includes all such novel

sets

Pt(τ) = {N ⊂Dt−1| |N | ≤ τ} (2.15)

The parameter τ upper-bounds the student effort per teaching iteration, enabling
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the teacher to control the trade-off between number of teaching iterations and student

effort. Since, the total effort spent up to iteration t is upper-bounded by tτ , it follows

from (2.5) that the student can learn for up to T = ζ/τ iterations. In the iterative setting,

it is easier to control the level of effort per iteration than the overall level of effort ζ. In

fact, the standard practice in the literature [55, 59, 56] is to allow a single novel example

per iteration, i.e. set τ = 1, and then limit the number of iterations T . The definition of

set of permissible choices above loosens this constraint.

The question for the teacher is how to select the set of novel examples N t is some

optimal way. We next introduce the definition of optimality used in this work.

Definition 4 Consider the iterative machine teaching procedure of Definition 3, with

optimal student of Definition 1. Let g∗ be the direction of steepest descent of the population

risk

g∗ = arg min
g∈Sp(D),||g||=1

∂gRD(f t) (2.16)

and Pt be the set of permissible choices for iteration t. The optimal teacher selects the set

of novel examples

N t = arg max
N ∈Pt

〈
g∗,h∗(Lt−1∪N )

〉
(2.17)

where

h∗(L) = arg min
h∈Sp(L),||h||=1

∂hRL(f t) (2.18)

is the direction of steepest descent on the teaching set risk. The teaching set is then updated

into Lt = Lt−1∪N t.

This definition encodes the fact that the ideal teaching set Lt would allow the

student to give steepest descent steps on the population risk RD, to enable the fastest

progress towards f∗. However, the student does not have access to D, only to Lt−1 and a

set of novel examples from Pt. The optimal teacher of (2.17) selects the novel set N t ∈ Pt
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…

Figure 2.2: Novel set selection by MaxGrad.

that leads to the teaching set Lt whose steepest descent direction h∗(Lt) is closest to the

steepest descent direction g∗ of D. This is illustrated in Figure 2.2.

To derive the solution of (2.17), we leverage the following property of functional

derivatives.

Lemma 1 For any decomposition of D =A∪B into two disjoint subsets A and B (such

that A∩B = ∅) and any direction g ∈ Sp(Ψ(D))

∂gRD(f) = ∂gRA(f) +∂gRB(f). (2.19)

Proof Assume without loss of generality that A= {(x1,y1), . . .(xm,ym)} and

B = {(xm+1,ym+1), . . .(xn,yn)} for any 1<m< n. Then, it follows from (2.11) that

∇T
Ψ(D)RD(f) = (w1, . . . ,wm,wm+1, . . . ,wn)T (2.20)

=
(
∇T

Ψ(A)RA(f),∇T
Ψ(B)RB(f)

)
(2.21)

=
(
∇T

Ψ(A)RA(f),0
)
+

(
0,∇T

Ψ(B)RB(f)
)

(2.22)

=∇T
Ψ(D)RA(f) +∇T

Ψ(D)RB(f) (2.23)

25



Algorithm 1 MaxGrad

Input Data D = {(xi,yi)}Ni=1, codewords Y , max iter. T , effort τ .

1: Initialization: L0←∅, f1, D0←D.
2: for t= {1, . . . ,T} do
3: compute ξ(xi) for all examples in Dt−1.
4: order examples by decreasing ξ(xi) and select top τ to create N t.
5: teaching set update: Lt←Lt−1∪N t

6: student update: f t+1 = f∗(Lt).
7: Dt←Dt−1 \N t

8: end for

Output Lt

binary multi-class
Y {−1,+1} {y1, ...,yC}, yi ∈Rd

ξ(xi) (ϕ′(yif
t(xi)))2 w2

i ||yci−∑
k ̸=ci

ykϵk(xi, ci)||2
wi N/A ∑

k ̸=ci
ϕ′

[
1
2

〈
f t(xi),yci−yk

〉]
ϵk(x,c) N/A ϕ′[ 1

2⟨f t(x),yc−yk⟩]∑
k ̸=c ϕ′[ 1

2⟨f t(x),yc−yk⟩]
ϕ(v) N/A e−v

f∗(Lt) argminf
∑

(xi,yi)∈Lt ϕ(yif(xi)) argminf
∑

(xi,yi)∈Lt
∑C

l=1,l ̸=yi
ϕ

(
1
2

〈
yyi−yl,f(xi)

〉)

and (2.19) follows from (2.9).

The following result uses this property to show that, given what the optimal student

has learned until iteration t, the derivative of the population risk is independent of the

teaching set Lt−1 already studied.

Lemma 2 Consider the iterative machine teaching procedure of Definition 3. Then, the

predictor f t learned by the optimal student of Definition 1 at iteration t is such that, for

any direction g in Sp(Ψ(D))

∂gRD(f t) = ∂gRDt−1(f t). (2.24)

26



Proof Assume, without loss of generality, that Lt−1 contains examples {xi}ki=1 and Dt−1

examples {xi}ni=k+1, for some 1< k < n. Then

∇T
Ψ(D)RLt−1(f t) =

(
∇T

Ψ(Lt−1)RLt−1(f t),∇T
Ψ(Dt−1)RLt−1(f t)

)
(2.25)

=
(
∇T

Ψ(Lt−1)RLt−1(f t),0
)
. (2.26)

Since the student is optimal, (2.6) holds and, using (2.13), ∇Ψ(Lt−1)RLt−1(f t) = 0. Hence,

∇Ψ(D)RLt−1(f t) = 0 and, from (2.9), ∂gRLt−1(f t) = 0. Since, from Lemma 1,

∂gRD(f t) = ∂gRLt−1(f t) +∂gRDt−1(f t), (2.27)

(2.24) follows.

The following theorem uses these results to derive the example selection strategy of the

optimal teacher.

Theorem 1 Consider the iterative machine teaching procedure of Definition 3, with optimal

student as in Definition 1, and set of permissible choices of (2.15). The optimal teacher of

Definition 4 selects the teaching set Lt = Lt−1∪N t with novel examples

N t = arg max
N ∈Pt

||∇T
Ψ(N )RN (f t)||2 (2.28)

= arg max
N ∈Pt

∑
(xi,yi)∈N

w2
i (2.29)

where wi = ϕ′(yif
t(xi)).

Proof For any g = ∑
xi∈Dαiδ(x−xi), ||g||= 1 if and only if ||α||= 1 and, from (2.9),

∂gRD(f t) =
〈
∇Ψ(D)RD(f t),α

〉
≥−||∇Ψ(D)RD(f t)|| ||α||=−||∇Ψ(D)RD(f t)||. (2.30)
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Since equality is achieved when α is the direction

α∗ =− 1
||∇Ψ(D)RD(f t)||∇Ψ(D)RD(f t), (2.31)

the steepest descent solution of (2.16) is

g∗ =
∑

xi∈D
α∗

i δ(x−xi) (2.32)

Similarly, the steepest descent direction of (2.18) is

h∗(L) =
∑

xi∈L
ν∗

i δ(x−xi) (2.33)

with

ν∗ =− 1
||∇Ψ(L)RL(f t)||∇Ψ(L)RL(f t), (2.34)

Assuming, without loss of generality, that ∃k such that xi ∈ L for i < k, then

h∗(L) =
∑

xi∈D
β∗

i δ(x−xi) (2.35)

where

(β∗)T =
(
νT ,0

)
=− 1
||∇Ψ(D)RL(f t)||∇

T
Ψ(D)RL(f t), (2.36)
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and

⟨g∗,h∗(L)⟩= ⟨α∗,β∗⟩ (2.37)

=
〈
− 1
||∇Ψ(D)RD(f t)||∇Ψ(D)RD(f t), .− 1

||∇Ψ(D)RL(f t)||∇Ψ(D)RL(f t)
〉

(2.38)

=
||∇Ψ(D)RL(f t)||2

||∇Ψ(D)RD(f t)|| ||∇Ψ(D)RL(f t)|| (2.39)

=
||∇Ψ(D)RL(f t)||
||∇Ψ(D)RD(f t)|| , (2.40)

where we have used the fact that

∇T
Ψ(D)RD(f t) =

(
∇T

Ψ(D)RL(f t),∇T
Ψ(D)RD−L(f t)

)
. (2.41)

It follows that the solution of (2.17) is

N t = arg max
N ∈Pt

||∇Ψ(D)RLt−1∪N (f t)||2. (2.42)

= arg max
N ∈Pt

{
||∇Ψ(D)RLt−1(f t)||2+||∇Ψ(D)RN (f t)||2

}
(2.43)

= arg max
N ∈Pt

||∇Ψ(D)RN (f t)||2 (2.44)

= arg max
N ∈Pt

||∇Ψ(N )RN (f t)||2 (2.45)

where we have used the fact that, from Lemma 2, ||∇Ψ(D)RLt−1(f t)||2 = 0.

The theorem shows that the optimal teacher strategy is to select the set of novel

examples N available in Pt of largest risk gradient. For this reason, we denote the teacher

as the MaxGrad teacher. Since, for margin losses, ϕ′ has largest magnitude for negative

arguments, wi is largest for examples of negative margin, i.e. which are incorrectly classified

by the current student predictor f t. Hence, wi is a measure of how difficult each example
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is, under the current state of student knowledge. Similarly measures the difficulty, for the

student, of the novel examples in N . It follows from (2.29) that the MaxGrad teacher

always selects the hardest set of novel examples in Pt. Furthermore, since H(N ) is a sum

of non-negative terms, it is an increasing function of |N |. This implies that the teacher

has a preference for larger sets of novel examples. As long as there are examples that the

student has not mastered (wi > 0), it will choose a set of τ examples per iteration. Hence,

|N t| = τ for all t < T and the overall learning complexity is Tτ . This implies that the

number of iterations is upper bounded by ζ/τ , which makes it equivalent to specifying a

maximum level of effort ζ or a maximum number of iterations T for the teaching process.

Finally, because the set of permissible choices includes all novel sets of cardinality τ , the

solution of (2.29) is trivial: it suffices to compute wi for all examples in Dt−1 and select

the τ examples of largest w2
i . The resulting machine teaching procedure is summarized by

Algorithm 1.

2.3.5 Multi-class Extension

We have discussed binary classification tasks, were f(x)∈R, class labels y ∈ {−1,1},

the margin of example (x,y) is defined as yf(x) and a margin loss is a function ϕ(yf(x))

for some decreasing ϕ ∈R+. All ideas can be generalized for the C-class case, by extending

these definitions. A common generalization is to use a d-dimensional predictor, f(x) ∈ Rd,

a set of C class label codewords yc ∈ Y = {y1, ...,yC}, where yc ∈Rd, and define the margin

of example x with respect to class yk as

M(yk,f(x)) = min
l ̸=k

1
2

〈
yk−yl,f(x)

〉
. (2.46)
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A family of margin losses is then defined as [67]

L[yk,f(x)] =
C∑

l=1,l ̸=k

ϕ
(1

2
〈
yk−yl,f(x)

〉)
, (2.47)

where ϕ : R→R+ are strictly positive. A theoretical discussion of the properties of these

losses can be found in [67]. The empirical risk then becomes

RD(f) =
∑

(xi,yi)∈D
L[yyi ,f(xi)]. (2.48)

and, given a dataset D= {(xi, ci)} and a corresponding set of directions Ψ(D) = {ψ1, . . . ,ψn}

such that ψi = δ(x−xi) the gradient of RD(f) evaluated at f t with respect to Ψ(D) has

entries [
∇Ψ(D)RD(f t)

]
i
= wi

yci−
∑

k ̸=ci

ykϵk(xi, ci)
 , (2.49)

with

wi =
∑

k ̸=ci

ϕ′
[1
2

〈
f t(xi),yci−yk

〉]
(2.50)

ϵk(x,c) =
ϕ′

[
1
2

〈
f t(x),yc−yk

〉]
∑

k ̸=cϕ′
[

1
2

〈
f t(x),yc−yk

〉] . (2.51)

Note that
[
∇Ψ(D)RD(f t)

]
i

is a d-dimensional vector. The gradient norm of (2.29) is then

||∇T
Ψ(N )RN (f t)||2 =

∑
(xi,ci)∈N

||
[
∇Ψ(D)RD(f t)

]
i
||2 (2.52)

=
∑

(xi,ci)∈N
ξ(xi) (2.53)

where ξ(xi) = w2
i ||yci−∑

k ̸=ci
ykϵk(xi, ci)||2. In this work, we adopt the exponential loss by

setting ϕ(v) = e−v, leading to the multi-class version of Algorithm 1 for the implementation
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of the optimal multi-class teacher.

2.3.6 Connections to Boosting

The algorithm above has certain similarities with boosting. Note that the weights

of (2.11) are the weights of boosting at the end of the iteration that produces f as strong

classifier. Boosting then selects the weak learner g∗ that maximizes (2.13), adds this to f

to produce the new strong classifier and iterates. Since examples of large weight are those

worse classified by f , the algorithm focuses on the hardest examples (for the currently

learned classifier) to pick the next weak learner. The MaxGrad teacher does essentially the

same. In this case, f t is the predictor currently learned by the optimal student, and the

teacher selects the hardest examples for the student. However, in boosting, this is used

to perform one learning iteration and select one weak learner. In machine teaching, the

student is assumed to be able to fully learn Lt, i.e. does not simply perform a gradient

iteration on RD(f t) but actually solves (2.4). If, for example, the student is a machine

learning algorithm, this can be done by implementing the complete boosting algorithm

on RLt(f). While boosting uses the entire example population D to perform a boosting

iteration and select a single weak learner, the machine teaching algorithm selects the best

set N t of τ novel examples to add to Lt and performs any number of boosting iterations

needed to solve the new teaching set Lt = Lt−1∪N t. In summary, while boosting assumes

a weak learner with access to the entire dataset D, the machine teaching algorithm assumes

a strong learner with access to the limited information available in Lt.

2.4 Experiments

Dataset: MaxGrad was evaluated on two datasets, Butterflies and Chinese Char-

acters illustrated in Figure 2.3. Butterflies [59] is a fine-grained multi-class dataset of

32



Cabbage White QueenViceroyMonarchRed Admiral

(a) butterflies

grassmound stem

(b) Chinese Characters

Figure 2.3: Example images from our two datasets

images of five butterfly species, captured in a large variety of settings, from the iNaturalist

dataset [85]. It is a challenging dataset due to the large intra-class image diversity, low

image resolution, and high similarity of some of the species. Chinese Characters [86, 61]

consists of three similar Chinese characters: Grass, Mound, and Stem. The images vary

in difficulty, due to a large variety of handwriting styles and image qualities. We use the

training-testing split of [59] on both cases. The data is accessible in [87]. The teaching set

is selected from the training set.

Implementation details: Both datasets were subject to standard normalizations.

The pre-trained ResNet-18 [1] on ImageNet is used to simulate the student. This is

equivalent to assuming a student that starts from a good generic understanding of image

classification. The student learners are trained 10 epochs by gradient descent with batch

size equal to |Lt| and weight decay of 1e−4. The learning rate is set to 1e−4 with 0.9

momentum. For fair comparison with other methods [56, 55, 59, 57], novel sets of size τ = 1

were used in all experiments, i.e. a single example is selected per iteration.

2.4.1 Evaluation with Simulated Learners

We start with evaluations on simulated learners, i.e. a classifier. This enables

a simple evaluation setting and fully reproducible experiments. Figure 2.4 shows the

accuracies of student networks taught with examples selected randomly (RANDOM),

by STRICT [55], EXPLAIN [59], omniscient teacher (omniIMT) [56], imitation teacher
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Figure 2.4: Test set accuracy of simulated students as a function of teaching iterations
(teaching example number).

(imiIMT) [56], black-box IMT (bbIMT) [57], and MaxGrad. While student performance

improves with teaching set size for all methods, MaxGrad has the fastest growth and the

best performance for all iterations. The gains are significant: in butterflies and characters

it achieves an accuracy at 15 iterations that others do not reach before 20 iterations. Of all

algorithms, it is also the only to stably outperform RANDOM.

2.4.2 Evaluation with Real Learners

We next tested the algorithm on MTurk users. Note that a student network was still

used to assemble the teaching set, which was then used to train MTurkers. In this case, the

student network was trained without any stochasticity. We used gradient descent and gave

up data augmentation techniques (e.g. random crops or flips) that are not accessible to

the human students. The codewords yc of Algorithm 1 were initialized with the canonical

basis and refined during the student optimization.

The MTurk experiments followed the setting of [59, 55], using 40 workers per dataset.

The teaching process consists of two phases, teaching and testing. Before teaching, workers
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Table 2.1: Test set accuracies for MTurk learners. Methods with superscript “∗”
represent our implementations. Values are presented by mean(std).

Butterflies Chinese Char.
RANDOM [59] 65.20 47.05
STRICT [55] 65.00 51.51
EXPLAIN [59] 68.33 65.44
omniIMT∗ [56] 70.07(18.30) 64.36(19.58)
imiIMT∗ [56] 72.70(17.63) 64.46(23.72)
bbIMT∗ [57] 76.09(18.05) 64.37(19.57)
RANDOM∗ 63.15(18.17) 51.53(24.47)
MaxGrad 80.33(19.76) 81.89(12.93)

were shown a brief introduction to the teaching task. In the teaching stage, they were

shown a sequence of 20 images. At each iteration, they were asked to select a category

from a list of candidate options, and received feedback declaring their choice ‘Correct’ or

‘Incorrect,’ as well as the true class. Upon this, learners had to wait for a minimum of

2 seconds before proceeding to the next iteration. After teaching, 20 randomly selected

test images were assigned to each learner, who was asked to classify them. These random

images were different per learner and no feedback was provided as they were classified.

Table 2.1 reports the accuracy of image classification by the students on the test

set. The results shown in the top third of the table (RANDOM, STRICT and EXPLAIN)

are taken from [59]. For completeness, we repeated the experiments with random image

selection, which produced similar results, as shown in the bottom third. The remaining

three results of previous methods (center third of the table) are obtained with our own

implementation. MaxGrad significantly outperforms the previous approaches, achieving

gains of almost 5 (17) points on Butterflies (Chinese characters). Finally, we observe

that human test accuracy is higher than that of the simulated student used to collect the

training set, shown in Figure 2.4. This confirms that the optimal student assumption is

realistic for human learners.
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2.5 Conclusion

In this work, we have proposed MaxGrad, a new gradient-based machine teaching

algorithm derived from the optimal student assumption. We have demonstrated its

effectiveness on both synthetic and human student teaching experiments. While we have

not considered the integration of teaching and explanations yet, MaxGrad can be generalized

to accommodate the latter. For example, explanations can be merged with classifier training

using attention mechanisms. This will be discussed in Chapter 4.

Chapter 2 is, in full, based on the material as they appear in the publication of

“Gradient-Based Algorithms for Machine Teaching”, Pei Wang, Kabir Nagrecha, Nuno Vas-

concelos, In Proceedings of IEEE Conference on Computer Vision and Pattern Recognition

(CVPR), 2021. The dissertation author was the primary investigator and author of this

paper.
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Chapter 3

A Generalized Explanation

Framework for Visualization of Deep

Learning Model Predictions
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3.1 Introduction

While deep learning systems enabled significant advances in computer vision, their

black-box nature creates difficulties for many applications. In general, it is difficult to trust

a system that cannot justify its decisions. This motivated a large literature on explainable

AI (XAI) methods, which complement network predictions with human-understandable

explanations [88, 89, 90, 91, 92, 93, 94, 95, 96, 97]. In computer vision, the dominant

XAI paradigm is that of visual explanations computed by attribution functions, which

generate heatmaps localizing the image pixels [98, 99, 95, 100] or regions [101, 102, 103, 104]

responsible for network predictions. Figure 3.1 (center) shows the heatmap produced for a

bird image by a deep learning system that predicts the label ‘Cardinal’ with confidence

value 0.76.

While attributive explanations provide a coarse justification for the predictions,

e.g. localizing the object within a larger background or highlighting one among distinct

objects in the field of view, they are not sufficient for applications that require fine-grained

classification. This can be seen in Figure 3.1, where it is clear that the highlighted pixels

belong to the bird but unclear which regions of the bird are responsible for the ‘Cardinal’

prediction. While the explanation would be satisfactory for a classification problem opposing

‘Birds’ to ‘Dogs’, it is not helpful for one opposing ‘Cardinals’ to ‘Summer Tanagers’ or

other bird species. In this case, the attributive explanation selects the entire bird and it is

hard to know what differentiates one class from the other.

Fine-grained classification problems are prevalent in expert domains, such as medical

imaging or biology, where there is a need to distinguish objects that differ in subtle details,

and even for everyday applications that involve a large number of classes. For such problems,

users are likely to demand more from the explanation system. As Figure 3.1 illustrates,

given the relatively low confidence value of 0.76, a user may want to know exactly why the

system chose the ‘Cardinal’ label. Beyond the post-hoc analysis of classification results,
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Figure 3.1: An ideal explainable deep learning system.

where the user is passive, explanations also play a critical role in interactive applications,

such as machine teaching systems where users are taught to annotate images [105, 51, 59].

In this case, users naturally ask counterfactual questions, such as “why is this a Cardinal

and not a Summer Tanager?” where an alternative or counter-class (‘Summer Tanager’)

is provided. None of these questions can be satisfied by existing attribution-based visual

explanations.

In this work, we propose a GenerAlized expLanatiOn fRamEwork (GALORE) for

the solution of all these problems. The proposed framework includes a new class of

explanations, denoted as deliberative, which address the “why?” question of the left of

Figure 3.1, and unifies them with the attributive explanations at the top center of the

figure, and counterfactual explanations1 that address the “why not?” question on the

right side of the Figure. The unification is based on the definition of all explanations as

combinations of multiple attribution maps, which vary according to the explanation type.

Since attributions are very efficient to compute, the proposed framework establishes a
1As discussed in [106] and defined in[107, 108], counterfactual explanations are similar to contrastive

explanations. Both aim to answer questions “Why P and not Q”, although some literature emphasizes
that counterfactual explanations should generate alternative examples, illustrating how objects change for
the alternative decision [109, 110]. We make no distinction and use the two terms interchangeably.

39



family of low-complexity explanations that can be used in various applications, ranging

from naive to expert domains, and supporting both passive post-hoc analysis of predictions

or interactive applications such as machine teaching.

A core requirement of deliberative and counterfactual explanations is the ability

to reason in terms of the difficulty posed to the classification by different image regions.

Understanding why the classifier chose a class requires knowing what other classes could

have been plausibly selected, and what image regions made those alternatives plausible,

i.e. what image regions the classifier found ambiguous for the decision. This is the essence

of deliberative explanations, which produce a list of such regions, denoted as insecurities,

as illustrated in the left of Figure 3.1. On the other hand, counterfactual explanations

require the identification of regions that discriminate the predicted from the counterfactual

class, i.e. which have high probability under the predicted class and low probability under

the counterfactual. These regions can then be shown to the user, as illustrated in right of

Figure 3.1, to identify corresponding parts in objects from predicted and counter class.

Reasoning about ambiguities or class probabilities requires the classifier to produce

confidence scores [111, 112, 113, 114], i.e. measure the confidence with which the image

belongs to each of the possible classes. From these scores, it is possible to derive how

difficult the classification is (the probability of the ground-truth class), how ambiguous it is

(similarity between the probabilities of the top classes), or how much the image discriminates

between two classes (large probability for one and small for another). We refer to the ability

to measure these quantities as self-awareness, since it allows a classifier to quantify the

confidence in its decisions. One of the insights of this work is that attributions of confidence

scores allow the extension of these measures to image regions, so as to identify which

regions are ambiguous, discriminant, or difficult to classify. This is naturally integrated

in the GALORE framework, by simply combining the attribution maps for self-awareness

with the attributions for class predictions required to compute the different explanations.
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Beyond explanations, a significant challenge to XAI is the lack of explanation ground

truth for performance evaluation. Besides user-based evaluations [115], whose results are

difficult to replicate, we propose a quantitative metric based on a proxy localization

task. This relies on standard metrics from the object detection literature and attribute

annotations for different object parts or scene components. We show that these metrics can

be adapted to the evaluation of the different types of explanations proposed with minor

specializations. Compared to human experiments, the proposed proxy evaluation has the

advantages of being substantially easier to perform and fully replicable.

Overall, this work makes six contributions. First, it introduces a new family of

deliberative explanations, which visualize the deliberations made by the network to reach

its predictions. Second, it introduces a new definition of counterfactual explanations as

combinations of attributive explanations, making them more efficient to compute. Third,

it proposes the unified GALORE framework to generate attributive, deliberative, and

counterfactual explanations. Fourth, it shows how to leverage self-awareness to improve

explanation accuracy, for different types of explanations. Fifth, it proposes a new experi-

mental protocol for quantitative evaluation of deliberative and counterfactual explanations.

Sixth, experimental results, using both this protocol and human experiments, show that the

proposed deliberative explanations are intuitive, suggesting that the deliberative process of

modern networks correlates with human reasoning, and that counterfactual explanations

can substantially benefit applications like machine teaching.

3.2 Related Work

XAI for computer vision: Many variants of XAI have been proposed in the

literature. For computer vision, explanations can be based on concepts [116, 117, 118],

examples [88, 119, 120, 121], image transformations [122, 115], language [123, 124, 125], etc.
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Figure 3.2: Left: Illustration of the deliberations made by a human to categorize an
ambiguous image. Insecurities are ambiguous regions. Right: Deliberative explanations
expose this deliberative process.

Among these, the visualization of saliency maps is a widely used approach [126, 127, 128,

104, 103], which we pursue in this work. XAI methods can also be divided into two groups

that depend on the design stage where predictions and explanations are performed. One

possibility is to design models to be interpretable [128, 89, 129, 130], another to perform

post-hoc analysis on pre-trained models [131, 104, 103]. In this work, we mainly discuss

post-hoc methods. Several survey papers [132, 133, 134, 135] provide a more comprehensive

review of the field.

Attributive explanations: The most popular post-hoc XAI approach to create

saliency maps is to rely on attribution functions [99, 95, 136, 101, 104]. These methods

produce a heatmap that encodes how much the classifier prediction can be attributed to

each pixel or image region. Many attribution functions have been proposed [98, 99, 95, 136,

100, 104, 137]. The most popular approach is to compute some variants of the gradient of

the classifier prediction with respect to a chosen layer of the network and then backproject

to the input [103, 102]. These techniques tend to work well when the object of the predicted

class is immersed in a large background (as in object detection or scene recognition), but
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Figure 3.3: The derivation of a counterfactual explanation.

are less useful when the image contains the object alone (as in object recognition). In this

setting, the heat map frequently covers the whole object, as illustrated in Figure 3.1. This

is troublesome since the recognition setting is the best suited for expert domains, where

classification requires inspection of image details and discrimination between fine-grained

classes. We show that more informative explanations can be obtained with deliberative

explanations and counterfactual explanations. In any case, our goal is not to propose a new

attribution function, but to introduce a new explanation strategy, deliberative explanations,

that visualize network insecurities about the prediction, and a new unified explanation

framework, GALORE, that can produce fast deliberative and counterfactual explanations.

This framework can be combined with any of the visualization approaches above, and

leverages an additional attribution function for confidence scores.

Contrastive and counterfactual explanations: Counterfactual explanations

have a long history in machine learning [138, 139] and have been extensively studied for

tabular data [140, 123, 141]. In computer vision, they have only received attention in the

recent past [115, 142, 143]. Two main approaches have emerged. Natural language (NL)
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methods attempt to produce a textual explanation understandable by humans [142, 125, 110].

Since image to text translation is still a difficult problem, full blown NL explanations

tend to target specific applications, like self driving [144]. More robust systems tend to

use a limited vocabulary, e.g. a set of image attributes [125, 142]. Beyond the a priori

definition of a vocabulary (e.g. attributes), these methods require training data for each

vocabulary term, and training of the classifier to produce this side information. To avoid

these difficulties, most explanation methods rely instead on visualizations.

While the ideas proposed in this work could be extended to NL, we consider only

visual explanations. In this area, counterfactual explanations transform an image of class

A so as to elicit its classification into the counter class B [145, 123, 146, 147, 148, 149].

The simplest example are adversarial attacks [108, 145], which optimize perturbations

to map an image of class A into class B. However, these perturbations usually push

the perturbed image outside the boundaries of the space of natural images. Generative

methods have been proposed to address this problem, computing large perturbations that

generate realistic images [146, 150, 151, 152]. This is guaranteed by the introduction of

regularization constraints, auto-encoders, or GANs [153]. However, because realistic images

are difficult to synthesize, these approaches have only been applied to simple, MNIST or

CelebA [154] style, datasets and domains that do not require expertise [150, 152, 122].

StylEx [148] is a recent example, leveraging a GAN to produce the explanations. This,

however, requires training on large-scale data, which is not a necessity for other methods.

A more plausible alternative is to exhaustively search the space of features extracted from

a large collection of images, to find replacement features that map the image from class A

to B [115]. While this has been shown to perform well on fine-grained datasets, exhaustive

search is too complex for interactive applications.

XAI Evaluation: Explanations are frequently evaluated though human-in-the-loop

experiments that measure their consistency with human intuition [155, 103, 108, 156] or
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evaluate if explanations improve user performance on some task [115]. It is also possible

to assemble a dataset to generate human-driven ground-truth explanations [157]. An

alternative approach is automated evaluation, using a proxy task without human participa-

tion. A typical example is to erase or add features and observe how the model predictions

change [158, 159, 160, 161]. Another is localization, where regions of features deemed

important by the explanation are compared to regions deemed intuitive for classification

by humans [103, 162]. Another component of the evaluation of explanations is to test their

robustness via sanity checks [163, 164, 165, 166]. In this work, we introduce a quantitative

protocol for the evaluation of both deliberative and counterfactual visual explanations,

which includes sanity checks.

Self-awareness: Self-aware systems have some ability to measure their limitations

or predict failures. This includes out-of-distribution detection [167, 168, 169, 170] or open

set recognition [171, 172, 173, 174], where classifiers are trained to reject non-sensical

images, adversarial attacks, or images from classes on which they were not trained. All

these problems require the classifier to produce a confidence score for image rejection. The

most popular solution is to guarantee that the posterior class distribution is uniform, or has

high entropy, outside the space covered by training images [175, 176]. This, however, is not

sufficient for deliberative explanations, which have to precisely characterize the ambiguity

of image regions, or counterfactual explanations, which require precise confidence scores for

classes A and B. These explanations are more closely related to realistic classification [177],

where a classifier must identify and reject examples that it deems too difficult to classify.

3.3 A Unified View of Explainable AI

In this section, we discuss the different types of explanations implemented by

the proposed GALORE framework. The detailed computations required to produce the
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explanations are discussed in Section 3.4.

3.3.1 Attributive Explanations

Attributive explanations identify pixels responsible for a classifier prediction. This is

intuitive but prone to generate explanations that are too generic. For example, when asked

“why is an object a truck?” an attributive system would answer “because it has wheels, a

hood, seats, a steering wheel, a flatbed, head and tail lights, and rearview mirrors,” i.e.

generate a list of all the truck parts. After all, all parts are responsible for the ‘truck’

label. The problem is that, while insightful, the explanation does not inform on what

distinguishes the truck from, for example, a car. The explanation for ‘car’ would share all

components other than the flatbed.

Similarly, visual attributive explanations tend to highlight all pixels of objects in the

predicted class. This is sensible for coarse grained classification, e.g. ‘birds’ vs ‘cats,’ but

not for fine-grained, e.g. the CUB birds dataset [178] from which the images of Figures 3.1,

3.2 and 3.3 were taken. On this dataset, where most images contain a single bird, methods

like Grad-CAM [103] (used in these examples) produce heatmaps that 1) cover most of

the bird, and 2) vary little across classes of largest posterior probabilities, leading to very

uninformative explanations. In this work, we seek better explanations for the fine-grained

setting.

3.3.2 Deliberative Explanations

In this setting, visual concepts differ in subtle ways. There are frequently two or

more classes of very similar appearance, and the classification can be quite ambiguous.

This is illustrated in both Figures 3.1 and 3.2, which present several similar birds, difficult

to differentiate for a layperson. Due to this ambiguity, even an expert could reasonably

oscillate between different interpretations while deliberating about the class to predict. An
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extreme example of this process can be observed for visual illusions, such as that depicted

in the left of Figure 3.2, where different image regions provide support for conflicting image

interpretations. In this example, the image could depict a ‘country scene’ or a ‘face.’ Most

humans would consider the two interpretations while deliberating on a final prediction.

When asked to explain the latter, they would say something like: “I see a cottage in region

A, but region B could be a tree trunk or a nose, and region C looks like a mustache, but

could also be a shirt. Since there are sheep in the background, I am going with country

scene.” More generally, different regions can provide evidence for two or more distinct

predictions and there may be a need to deliberate between multiple classes.

Having access to this deliberative process is important to trust an AI system. For

example, in medical diagnosis, a single prediction can appear unintuitive to a doctor, even

if accompanied by a heatmap. The doctor’s natural reaction would be to ask “why did you

reach that conclusion?” Ideally, instead of simply outputting a predicted label and a heat

map, the AI system should visualize its deliberations, producing a list of image regions that

support other plausible predictions. We denote these regions as insecurities, since they cast

doubt on the validity of the predicted label. To accomplish this, we propose a new type of

explanations based on heatmaps of network insecurities. These are denoted as deliberative

explanations, since they visualize the deliberative process of the network.

As illustrated in the right of Figure 3.2, the deliberative explanation provides a list of

insecurities (center inset), each consisting of 1) an image region and 2) an ambiguity, formed

by the pair of classes that led the network to be uncertain about the region. Example

images from the ambiguous classes can also be displayed, as shown in the right inset. For

example, the first insecurity of Figure 3.2 reflects the fact that the head of the Pelagic

Cormorant is similar to those of the Brandt Cormorant and the Common Raven. Hence,

this region raises uncertainty about the ‘Pelagic Cormorant’ label predicted by the classifier.
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3.3.3 Counterfactual Explanations

Returning to the ‘truck’ example, domain experts will likely not be satisfied by

the simply listing of all truck parts. Instead, they are likely to request more precise

explanations, for instance asking the question “Why is it a truck and not a car?” The

answer “because it has a flatbed. If it did not have a flatbed it would be a car,” is

known as a counterfactual explanation [123, 108, 179, 115]. Counterfactual explanations,

by supporting a specific query with respect to a counterfactual class (B), allow expert

users to zero-in on a specific ambiguity between two classes, which they already know to

be plausible predictions. Unlike attributions, these explanations scale naturally with user

expertise. As the latter increases, the class and counterfactual class simply become more

fine-grained. In computer vision, counterfactual explanations are usually implemented as

“correct class is A. Class B would require changing the image as follows,” where “as follows”

is some visual transformation. Possible transformations include image perturbations akin

to those used in adversarial attacks [108], image synthesis [122, 149], or replacing image

regions by regions of some images in the counter class B, found by the exhaustive search of

a large feature pool [115]. However, image perturbations and synthesis frequently leave the

space of natural images, only working on simple non-expert domains, and feature search is

too complex for interactive applications.

In this work, we propose the computation of counterfactual explanations by a

simple and robust procedure, based on attributions. We start by introducing discriminant

explanations that, as shown in Figure 3.3, connect attributive to counterfactual explanations.

Like attributive explanations, they consist of a single heatmap. This, however, is an

attribution map for the discrimination of classes A and B, attributing high scores to image

regions that are informative of A but not of B, and high classification confidence, indicating

that the discrimination between the two classes is clear and easy to identify. The final

counterfactual explanation is then composed by two discriminant explanations, with the
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roles of A and B reversed. It identifies the image regions informative of A but not B and

the regions informative of B but not A.

As illustrated in Figures 3.1 and 3.3, the presentation of these regions side by side

allows the user to visualize how the image of A would need to be changed in order to be

classified as B (and vice-versa). This shows that counterfactual explanations can be seen

as a generalization of attributive explanations, computed by a combination of attribution

and confidence prediction methods that is much more efficient to compute than previous

methods. In fact, our experiments show that their computation is 50× to 1000× faster for

popular networks. This is quite important for applications such as machine teaching, where

explanation algorithms should operate in real-time, ideally in low-complexity platforms

such as mobile devices.

3.4 Implementation of GALORE

In this section, we discuss a unified framework for implementation of the explanations

discussed above.

3.4.1 Explanation Framework

Consider an object recognition system H : X → Y, mapping images x ∈ X into

classes y ∈ Y = {1, . . . ,C}, according to a classifier

y∗ = argmax
y
hy(x), (3.1)

where h(x) : X → [0,1]C is a C-dimensional probability distribution with ∑C
y=1hy(x) = 1,

usually computed by a convolutional neural network (CNN). The classifier is denoted

self-aware if it produces a confidence score s(x) ∈ [0,1], encoding the strength of its belief
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that the image x belongs to the predicted class y∗. The confidence score can be generated

by the classifier itself, in which case it is denoted as self-referential, or by a complementary

network, in which case it is non-self-referential. Both the classifier and the confidence score

generator are learned from a training set D of N i.i.d. samples D = {(xi,yi)}Ni=1, where

yi ∈ Y is the label of image xi ∈ X . Classification performance is evaluated on a disjoint

test set T = {(xj ,yj)}Mj=1.

In this work, we propose a GenerAlized expLanatiOn fRamEwork (GALORE) to

unify various visualization-based explanations, accounting for both confidence scores and a

set C of class labels of interest beyond the prediction y∗. All GALORE explanations are

implemented with a heat map

M(x,hy∗ ,C) =mα(a(hy∗(x))) ·
∏
c∈C

mβ(a(hyc(x))) ·mγ(a(s(x))), (3.2)

where a(.) is an attribution function, and mα, mβ and mγ are three functions that

depend on the visualization strategy. Explanations are provided in the form of collections

image segments [180, 181, 182] obtained by thresholding the heat map. We next discuss

how (3.2) is used to implement different visualization strategies.

3.4.2 Attributive Explanations

Attributive explanations visualize how strongly the prediction y∗ is attributed to

different regions of image x [98, 99, 95, 136, 100]. They are obtained from (3.2) by setting

mα(x) = x, mβ(x) =mγ(x) = 1, leading to heat map

A(x,y∗) = a(hy∗(x)). (3.3)

The attribution function a(.) is usually applied to a tensor of activations F ∈ RW ×H×D of

spatial dimensions W ×H and D channels, extracted at some layer of a deep network with
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x at the input. While many attribution functions have been proposed, they are usually

some variant of the gradient of hy∗(x) with respect to F. This results in an attribution

map where the amplitude of Aij(.) encodes the attribution of the prediction to each entry

i, j along the spatial dimensions of F. Two attributive heatmaps of an image of a “Cardinal”

with respect to predictions “Cardinal” and “Summer Tanager,” are shown in the top row

of Figure 3.3.

3.4.3 Self-aware Attributive Explanations

Attributive explanations can be extended to account for confidence scores by setting

mγ(x) = x. In this case, the attributive explanation becomes

A(x,y∗) = a(hy∗(x)) ·a(s(x)). (3.4)

Large heat map entries indicate regions that not only contribute to the prediction but also

make the classifier confident about it. When compared to standard attributive explanations,

the self-aware version emphasizes more class-specific regions. In experiments, we will see

that these regions usually cover the attributes discriminant for the predicted classes,

providing a sharper and more convincing explanation for the classifier prediction.

3.4.4 Deliberative Explanations

A deliberative explanation consists of a set of Q insecurities {(rq,aq, bq)}Qq=1 that

provide insight on the reasoning performed by the classifier to reach prediction y∗. Each

insecurity is a triplet (r,a,b), where r is the segmentation mask of a region responsible for

classifier uncertainty, and (a,b) an ambiguity composed by a pair of class labels. Altogether,

the insecurity shows that the network is insecure as to whether the image region defined

by r should be attributed to class a or b. Note that none of a or b has to be the prediction
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y∗, although this could happen for one of them. In Figure 3.2, y∗ is the label “Pelagic

Cormorant,” and appears in insecurities 2, 5, and 6, but not on the remaining. This reflects

the fact that certain parts of the bird could actually be shared by many classes.

Insecurities are generated by first identifying the set C = {y1, . . . ,yK} of the K

classes y of largest posterior probability hy(x). A candidate class ambiguity set A =
(
C
2

)
is

then created with all class pairs in C. For each ambiguity (a,b) ∈ A, an ambiguity map is

computed using (3.2) with C = {a,b}, mα(x) = 1, mβ(x) =mγ(x) = x, and s(x) replaced

with 1− s(x),

I(x,C) = a(ha(x)) ·a(hb(x)) ·a(1− s(x)). (3.5)

Using as self-awareness score the complement of the belief in the prediction assigns

larger scores to regions where the prediction is most ambiguous, reflecting the difficulty of

the classifier decision. Ii,j is large only when location (i, j) is deemed difficult to classify

(large difficulty attribution a(1− s(x))i,j) and this difficulty is due to large attributions to

both classes a and b. The ambiguity map is thresholded to obtain the segmentation mask

r{a,b}(x) = 1I>T , (3.6)

where 1S is the indicator function of set S and T a threshold. The ambiguity (a,b) and

the mask r{a,b}(x) form an insecurity.

3.4.5 Counterfactual Explanations

While attributive and deliberative explanations assume a passive user, counterfactual

explanations assume an interactive user who poses questions. Given image x and prediction

y∗, the user asks why not counterfactual class yc ̸= y∗. A popular counterfactual explanation

approach is to use an image xc from class yc and highlight the differences between x and xc
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by displaying matched bounding boxes on the two images. [115] showed that explanation

performance is nearly independent of the choice of xc, i.e. it suffices to use a random image

xc from class yc.

We adopt a similar strategy in this work, implementing counterfactual explanations

as

R(x,y∗,yc,xc) = (D(x,y∗,yc),D(xc,yc,y∗)), (3.7)

where D(x,y∗,yc) and D(xc,yc,y∗) are counterfactual heatmaps for images x and xc,

respectively. The first map identifies the regions of x that are informative of the predicted

class but not the counter class while the second identifies the regions of xc informative of

the counter class but not of the predicted class. Altogether, the explanation shows that the

regions highlighted in the two images are matched: the region of the first image depicts

features that only appear in the predicted class while that of the second depicts features

that only appear in the counterfactual class. The counterfactual map of x is thresholded

to obtain the segmentation mask

r{y∗,yc}(x) = 1D(x,y∗,yc)>T . (3.8)

Similarly, a segmentation mask is generated for xc using

r{yc,y∗}(xc) = 1D(xc,yc,y∗)>T . (3.9)

Figure 3.3 illustrates the construction of a counterfactual explanation with two discriminant

explanations.

To compute the heatmaps of (3.7), [115] proposed to exhaustively compare all

combinations of features in x and xc, which is expensive. We propose a much simpler and

more effective procedure that leverages a new class of attributive explanations, denoted as
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discriminant and defined as in (3.2), with mα(x) =mγ(x) = x, C = {yc}, and mβ(a(.)) the

complement of a(.). i.e.

mβ(a(.))i,j = max
i,j

ai,j−ai,j , (3.10)

leading to heatmap

D(x,y∗,yc) = a(hy∗(x)) ·mβ(a(hyc(x))) ·a(s(x)). (3.11)

This is large only at locations (i, j) that contribute strongly to the prediction of class y∗ but

little to that of class yc, and where the discrimination between the two classes is easy, i.e.

the classifier is confident. This, in turn, implies that location (i, j) is strongly specific to

class y∗ but not specific to class yc, which is the essence of the counterfactual explanation.

Discriminant explanations have commonalities with both attributive and counterfac-

tual explanations. Like counterfactual explanations, they consider both the prediction y∗

and counterfactual class yc. Like attributive explanations, they compute a single attribu-

tion map D(., .). The difference is that this map attributes the discrimination between the

prediction y∗ and counter yc class to regions of x, identifying pixels strongly informative of

class y∗ but uninformative of class yc. Figure 3.3 shows how these explanations benefit

from the fact that the self-awareness attribution map is usually much sharper than the

other two maps. This is critical to identify the object details that differentiate the two

classes.

3.5 Implementation

Table 3.1 summarizes how GALORE produces different visualization-based explana-

tions, including different types of attributive, deliberative, and counterfactual explanations.

All explanations are obtained by combinations of attribution maps and classification
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confidence scores using (3.2). In this section, we discuss how these are computed.

3.5.1 Attribution Maps

Given a feature tensor F(x) in some deep network layer, attribution map ai,j(hy(x))

quantifies how the activations Fi,j(x) at locations (i, j) contribute to prediction y. This

could be either a class prediction or the prediction of a confidence score. In this section,

we make no distinction between the two, simply denoting p(x) = gp(F(x)), where g is the

mapping from activation tensor F into prediction vector g(F)∈ [0,1]P . For class predictions

P = C, the prediction p is a class y, and gp(F(x)) = hy(x). For confidence predictions

P = 1, the prediction is a confidence score, and gp(F(x)) = s(x).

GALORE is compatible with any attribution function in the literature [98, 103, 126,

95, 136, 104]. One of the most popular class of such functions is that of gradient-based

attributions [98, 136, 103], which are derived from ∇gp(F(x)) and F(x), i.e. have the

form q([∇gp(F(x))]i,j ,Fi,j(x)) for some function q. Our implementation uses the vanilla

gradient based function of [98], which computes the dot-product of the partial derivatives

of prediction p with respect to activations F(x) by these activations,

ap
i,j = [∇gp(F)]Ti,jFi,j . (3.12)

Here we omit the dependency on x for simplicity.

This is compared to two more complex attribution functions, integrated gradient

(InteGrad) [136] and GradCAM [103]. InteGrad is based on the Riemman approximation

of the integral of the gradient ∇gp along a linear path from a reference F0 to the observed
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activation tensor F,

ap
i,j =

 Q∑
k=1

[∇gp(F)
∣∣∣∣∣
F0+ k

Q ×(F−F0)
]i,j ·

1
Q


T

(Fi,j−F0
i,j), (3.13)

where Q is the number of steps in the approximation and set to 50. The reference F0 is

defined by the user and often chosen to be the image that induces zero activation. Unlike

(3.12), which only uses the partial derivative at activation Fi,j(x), InteGrad computes the

average gradient along the linear path from F0 to F. Grad-CAM [103] assigns a unique

weight per activation channel k, which is the spatial mean of the activations of this channel

ap
i,j = ReLU

∑
k

wkFi,j,k

 , (3.14)

where wk = 1
W ×H

∑
i,j

∂gp(F)
∂Fi,j,k

. In our implementation, the attribution maps of (3.12), (3.13),

(3.14) are normalized to [0,1] by min-max normalization, i.e. subtracting the minimum

value and dividing by the maximum.

GALORE is also compatible with non gradient-based attribution functions [180,

183, 104]. In experiments, we present comparisons to score-CAM [104], a representative of

these methods. Like Grad-CAM, its attribution map is a weighted sum of the activation

maps but the weight wk of (3.14) is not derived from gradients, involving forwarding

computations only. We omit the details for brevity.

3.5.2 Confidence Scores

Beyond attribution maps, GALORE is compatible with many classification confi-

dence scores. We consider three scores of different characteristics. The softmax score [113]
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Figure 3.4: GALORE explanation architecture.

is the largest class posterior probability

ss(x) = max
y
hy(x). (3.15)

It is computed by adding a max pooling layer to the network output. The certainty score

is the complement of the normalized entropy of the softmax distribution [114],

sc(x) = 1 + 1
logC

∑
y
hy(x) loghy(x). (3.16)

Its computation requires an additional layer of log non-linearities and average pooling.

These two scores are self-referential. We also consider the non-self-referential easiness score

of [177],

se(x) = 1− shp(x) (3.17)

where shp(x) is computed by an external predictor S, which predicts the difficulty of

classifying each example and is trained jointly with the classifier. S is implemented by a

network shp(x) : X → [0,1] whose output is a sigmoid unit.
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3.5.3 Network Implementation

Figure 3.4 shows a network implementation of (3.2). Given a query image x of

class y∗, a user-selected counter class yc ̸= y∗, a predictor hy(x), and a confidence predictor

s(x) are used to produce the explanation. Note that s(x) can share weights with hy(x)

(self-referential) or be separate (non-self-referential). x is forwarded through the network,

generating activation tensors Fh(x), Fs(x) in pre-chosen network layers and predictions

ha(x), hb(x), s(x), which depend on the explanation strategy. For deliberative explanations,

the predictions are classes a, b from the candidate ambiguities set. For counterfactual

explanations, they are hy∗(x), hyc(x), s(x). The attributions of a, b and s(x) to x, i.e.

A(x,a), A(x, b), A(x, s(x)) are then computed with (3.12), (3.13), or (3.14), which reduce

to a backpropagation step with respect to the desired layer activations and a few additional

operations. These attributions can also be computed by other non-gradient-based functions.

Finally, the attributions are combined with (3.5) or (3.11). Thresholding the resulting

heatmap with (3.6) or (3.8) produces the deliberative explanation r{a,b}(x) or discriminant

explanation r{y∗,yc}(x). For counterfactual explanations, the network is simply applied to

xc to compute r{yc,y∗}(xc).

3.6 Evaluation

Explanations can be difficult to evaluate, since ground truth is usually not available.

Two major classes of evaluation strategies have been proposed.

3.6.1 User Experiments

One possibility is to perform Turk experiments, e.g. measuring whether humans can

predict a class label given a visualization, or identify the most trustworthy of two models

that make identical predictions from their explanations [103]. We use a similar strategy
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for deliberative explanations, by measuring whether, given an insecurity produced by the

explanation algorithm, humans can predict the associated ambiguities. For counterfactual

explanations, we use instead a machine teaching setting, testing whether the explanation

helps humans distinguish different classes. While these strategies directly measure how

intuitive the explanations appear to humans, they require subject experiments that are

somewhat cumbersome to perform and difficult to replicate.

3.6.2 Proxy Tasks

A second evaluation strategy uses a proxy task, such as localization [102, 103] on

datasets with object bounding boxes. While this is much easier to implement, there is

usually no groundtruth for regions of importantance to the classification of an image.

We overcome this problem by leveraging datasets annotated2 with parts and attributes.

Specifically, where the kth part of an object of class c is annotated with a semantic descriptor

ϕk
c containing the attributes present in this class. For example, in a bird dataset, the “eye”

part can have color attribute values “green,” “blue,” “brown,” etc. The descriptor is a

probability distribution over these values, characterizing the variability of attribute values

of the part per class. Explanation ground-truth is derived from attribute distributions, as

described next.

Deliberative explanations

For deliberative explanations, we define insecurities as ambiguous parts, namely

object parts common to multiple object classes or scene parts (e.g. objects) shared by scene

classes. This reduces evaluation to insecurity localization.

For binary explanations, the similarity between classes a and b according to part
2Note that part and attribute annotations are only required to evaluate the accuracy of insecurities, not

to compute the visualizations. These require no annotation.
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k is defined as αk
a,b = γ(ϕk

a,ϕ
k
b ), where γ is a dataset dependent similarity measure. This

reflects the strength of the ambiguity between classes a and b, declaring as ambiguous parts

that have similar attribute distributions under the two classes. To generate ground-truth,

the values of αk
a,b are computed for all parts pk and class pairs (a,b). The M triplets

Gd = {(pi,ai, bi)}Mi=1 of largest similarity in G = {(pi,ai, bi)}C∗C∗K
i=1 are selected as insecurity

ground-truth, where K is the total number of parts.

Given this groundtruth, two metrics are used to evaluate the quality of the explana-

tions, depending on the nature of part annotations. For datasets where parts are labelled

with a single location (usually the geometric center of the part), i.e. pi is a point, the quality

of segment r{a,b}(x) is computed by precision (P) and recall (R). Here, P = J
|{k|pk∈r}| ,

R= J
|{i|(pi,ai,bi)∈G,ai=a,bi=b}| and J = |{i|pi ∈ r,ai = a,bi = b}| is the number of ground-truth

parts included in the insecurities that compose the explanation. Precision-recall curves are

produced by varing the threshold T of (3.6). For datasets where parts have segmentation

masks, the quality of r{a,b}(x) is computed by the intersection over union (IoU) metric

IoU = |r∩p|
|r∪p| , where p = {pi|(pi,ai, bi) ∈ Gd,ai = a,bi = b}.

Counterfactual explanations

For counterfactual explanations, where the goal is to localize a region predictive

of class A but unpredictive of class B, groundtruth is assembled by identifying parts

with attributes specific to A that do not appear in B. This enables the evaluation of

counterfactual explanations as a class-specific part localization problem.

For two-class explanations, where αk
a,b measures the similarity between two classes

according to part k, a small αk
a,b indicates that part k discriminates between the two classes.

To generate ground-truth, the N parts of smallest similarity in G, Gc = {(pi,ai, bi)}Ni=1 are

selected as counterfactual ground-truth.

For two-class counterfactual explanations, evaluation is based on the precision-recall
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and IoU metrics used for deliberative explanations. On datasets with point-based ground

truth, evaluation is based on precision and recall of the generated counterfactual regions.

On datasets with mask-based ground truth, the IoU is used.

We also define a metric that captures the semantic consistency of two segments,

r{a,b}(x) and r{b,a}(xc), by calculating the consistency of the parts included in them.

This is denoted as the part IoU (PIoU),

PIoU = |{k|(pk,a,b)∈r{a,b}(x)}∩{k|(pk,b,a)∈r{b,a}(xc)}|
|{k|(pk,a,b)∈r{a,b}(x)}∪{k|(pk,b,a)∈r{b,a}(xc)}| . (3.18)

This metric provides a fair comparison of different explanations if their counterfactual

regions have the same size. Region size is controlled by T in (3.8) and (3.9).

User expertise has an impact on counterfactual explanations. Beginner users tend

to choose random counterfactual classes, while experts tend to pick counterfactual classes

similar to the true class. Hence, explanation performance should be measured for the two

user types. In this work, users are simulated by choosing a random counterfactual class b

for beginners and the class predicted by a small CNN for advanced users. Class a is the

prediction of the classifier used to generate the explanation, which is a larger CNN.

Attributive explanations

For attributive explanations, ground-truth consists of parts with unique attributes,

present in the ground truth class and lacking in all other classes. However, it is frequently

impossible to find a part whose attributes appear in a single class. Hence, we randomly

select L classes from Y \{y∗}, to create a label set L= {y1, ...,yL} and use the evaluation

metrics discussed for counterfactual explanations.
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3.7 Experiments

In this section we discuss an experimental evaluation of the explanations generated

by GALORE.

3.7.1 Experimental Setup

Datasets: Experiments were performed on the CUB200 [178] and ADE20K [184]

datasets. CUB200 [178] is a densely-labeled dataset of fine-grained bird classes, anno-

tated with parts. 15 part locations (points) are annotated including back, beak, belly,

breast, crown, forehead, left/right eye, left/right leg, left/right wing, nape, tail and throat.

Attributes are defined and assigned to each part according to [178]. ADE20K [184] is a

fine-grained scene image dataset with more than 1000 scene categories and segmentation

masks for 150 objects. In this case, objects are seen as scene parts and each object has

a single attribute, which is its probability of appearance in a scene. Both datasets were

subject to standard normalizations. All results are presented on the standard CUB200 test

set and the official validation set of ADE20K.

Networks: VGG16 [185] is the most popular architecture in the explanation

literature. Unless otherwise noted, it is used for all visualizations. It is also compared to

the ResNet-50 [1] and AlexNet [186]. All predictors are trained by standard strategies [185,

1, 186, 114, 177]. The last convolutional layer output, widely used in the visualization

literature [187, 102, 103], is used to create all explanations.

Evaluation: On CUB200, where all semantic descriptors ϕk
c are multidimensional,

similarities αk
a,b are computed with γ(ϕk

a,ϕ
k
b ) = e−{KL(ϕk

a||ϕk
b )+KL(ϕk

b ||ϕk
a)} [188], where KL(.||.)

is the Kullback–Leibler divergence. To generate groundtruth for insecurities and discrim-

inant regions, the set G of region and class tuples was divided into two subsets. The

size M of the set of groundtruth insecurities was set to the 20% insecurities (pi,ai, bi) of
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strongest ambiguity. The size N of the set of discriminant groundtruth regions was set to

the remaining 80% parts (pi,ai, bi) of smallest similarity. This division reflects the fact that

dissimilar parts dominate G. Since parts are labelled with points, accuracy is measured

with precision and recall.

On ADE20K, the semantic descriptors ϕk
c are scalar (where k ∈ {1, ...,150}) namely

the probability of occurrence of part (object) k in scenes of class c. This is estimated by the

relative frequency with which the part appears in scenes of the class. Only parts such that

ϕk
c > 0.3 are considered. For deliberative explanations, ambiguity strengths are computed

with γ(ϕk
a,ϕ

k
b ) = 1

2(ϕk
a +ϕk

b ). This is large when object k appears very frequently in both

classes, i.e. the object adds ambiguity. Due to the sparsity of the matrix of ambiguity

strengths αk
a,b, the number M of ground-truth insecurities is set to the 1% triplets of

strongest ambiguity. On the other hand, counterfactual ground truth consists of the triplets

(pi,ai, bi) with ϕk
a > 0 and ϕk

b = 0, i.e. where object k appears in class a but not in class b.

Since deliberative explanations aim to explain examples that are difficult to classify,

explanations are produced only for the 100 test images of largest difficulty score on each

dataset. The K = 5 top classes are used to produce the class ambiguity set (see Section

3.4.4). In counterfactual explanations, AlexNet predictions [186] are used to mimic advanced

users.

3.7.2 Ablation Study

Self-awareness scores: Figure 3.5 shows the impact of the confidence scores

of (3.15)-(3.17) on precision-recall curves (on CUB200) and IoU (on ADE20K) for three

explanation strategies. Some conclusions can be drawn. First, self-awareness is useful

for all explanations. For attributive explanations, self-awareness attribution functions

highlight more class-specific features. For counterfactual explanations, the gains are larger

for expert users than for beginners. This is because the counter and predicted classes
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Figure 3.5: Effect of confidence scores on precision-recall curves and IoU of different
GALORE explanations.
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Figure 3.6: Impact of attribution function on GALORE explanation performance.
Top: precision-recall on CUB200. Bottom: IoU on ADE20K.

are more similar for the former, producing attribution maps that overlap. Second, the

easiness score substantially outperforms the remaining scores, for all but counterfactual

explanations with beginner users, where counter classes are easy to distinguish. Third,

for deliberative explanations, only the easiness score se(x) improves on the baseline. This

suggests that self-referential difficulty scores are not always reliable. For this reason, the

easiness score is used in the remaining experiments.

Attribution Function:3 GALORE is compatible with any attribution function.

Figure 3.6 compares different functions: baseline gradient (‘Grad’), the integrated gradient

of [136] (‘InteGrad’), Grad-CAM [103], and score-CAM [104]. For brevity, we only present
3Since no new algorithm is proposed for attributive explanations, ablations are restricted to deliberative

and counterfactual explanations in the remainder of the chapter.
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Figure 3.7: Impact of network architecture on GALORE explanation performance.
Top: precision-recall on CUB200. Bottom: IoU on ADE20K.

deliberative and counterfactual results for advanced users. A few conclusions are possible.

First, while the three more complex functions always outperform Grad, the differences

are small, especially on ADE20K. This is probably because ADE20K is more difficult

(more than 1000 categories and only about 16 examples per category) than CUB200

(200 categories and 26 examples per category). Second, while GALORE benefits from

advanced attribution functions, there is little difference between InteGrad, Grad-CAM and

score-CAM.

Network Architectures: Figure 3.7 compares the explanations produced by

ResNet-50, VGG16 and AlexNet. For counterfactual explanations, only the former two are

compared because AlexNet is used to simulate the users. On CUB200, ResNet-50 has the
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Figure 3.9: Precision-recall of GALORE explanations obtained with pre-trained and
random weights on CUB200.

best performance. Interestingly, although ResNet-50 and VGG16 have similar classification

performance on these two datasets, the ResNet segments are much more accurate than those

of VGG16. This suggests that the ResNet architecture uses more intuitive, i.e. human-like,

deliberations. On ADE20K, where the classification task is harder (< 60% mean accuracy),

there is no clear difference between the three architectures.
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Figure 3.10: Deliberative explanations produced by GALORE for two images from
CUB.
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Figure 3.11: Deliberative explanations produced by GALORE for four images from
ADE20K.
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3.7.3 Sanity Checks

Recent works have shown that attribution maps can be sensitive to data shifts and

model variance [165, 166]. We conducted two basic sanity checks for all visualizations: a

data shift check and a model parameter randomization test. Data shift checks [165] test the

robustness of the explanation to input shifts. For this, test images were randomly translated

by 1 to 10 pixels along four directions. The resulting insecurities and counterfactual segments

were compared to those obtained without translations, by measuring the similarity (IoU)

between segments. The average IoU across all segments and examples is shown in Figure

3.8 as a function of the threshold T . While these are plots for the ‘easiness-Grad-VGG’

configuration, they are typical. The average IoU is almost always above 75% showing

that the explanations of GALORE are robust to image shifts. Parameter randomization

tests [166] compare the explanation of well-trained and random initialized models. Similar

outputs indicate that the explanation method is insensitive to model parameters, which is

undesirable. Figure 3.9 shows that all attribution functions passed the sanity check, since

pre-trained models always outperformed random initialization. This was especially true for

score-CAM and the differences were larger for counterfactual explanations.

3.7.4 Visualizations

Figure 3.10 shows two examples of deliberative explanations of two insecurities each.

The top of the figure shows the insecurities of the classifier for an image of a ‘Glaucous

gull’. The top insecurity covers the leg/belly region, which is a region of ambiguity with

classes ‘California gull’ and ‘Herring gull’ that also have leg color ‘buff’, belly color ‘white’,

and belly pattern ‘solid’. The lower insecurity covers the bill/forhead region of the gull,

due to an ambiguity between the ‘Glaucous gull’ and the ‘Western gull’ with whom the

‘Glaucous gull’ shares a ‘hooked’ bill shape and a ‘white’ colored forehead. The bottom of
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the figure shows insecurities for a ‘Black tern,’ due to a tail ambiguity with ‘Artic’ and

‘Elegant’ terns and a wing ambiguity with ‘Elegant’ and ‘Forsters’ terns. Figure 3.11 shows

single insecurities from four images of ADE20K. In all cases, the insecurities correlate with

regions of attributes shared by different classes. This shows that deliberative explanations

unveil truly ambiguous image regions, generating intuitive insecurities that help understand

network predictions. Note, for example, how the visualization of insecurities tends to

highlight classes that are semantically very close, such as the different families of gulls or

terns and class subsets such as ‘plaza’, ‘hacienda’, and ‘mosque’ or ‘bedroom’ and ‘living

room’. All of this suggests that the deliberative process of the network correlates well with

human reasoning.

Figure 3.12 shows two examples of counterfactual visualizations on CUB200. The

regions selected in the query and counter class image are shown in red. For CounteR-

GAN [152], the generated explanatory images are shown. The true y∗ and counter yc class

are shown below the images and followed by the ground truth discriminative attributes

for the image pair. Note how GALORE explanations identify semantically matched and

class-specific bird parts on both images. For example, the throat and bill that distinguish

Laysan from Sooty Albatrosses. This feedback enables a user to learn that Laysans have

white throats and yellow bills, while Sootys have black throats and bills. This is unlike the

regions produced by [115], also shown in the figure, which sometimes highlight irrelevant

cues, such as the background. CounteRGAN, only generates some patterns from the

counterfactual classes (zoom in for more detail), but not realistic images. This is consistent

with the well known difficulty of GANs to translate images across hundreds of fine grained

classes. Figure 3.13 presents similar figures for ADE20K, where the proposed explanations

tend to identify scene-discriminative objects. For example, that a promenade deck contains

objects ‘floor’, ‘ceiling’, ‘sea,’ while a bridge scene includes ‘tree’, ‘river’ and ‘bridge’.
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GALORE Goyal et al

True: Laysan Albatross (white throat, yellow bill)

Counter: Sooty Albatross (black throat, black bill) 

True: Green Violetear (needle bill shape, black bill color)

Counter: Indigo Bunting (cone bill shape, grey bill color)

GounteRGAN

Figure 3.12: Counterfactual explanations (true and counter classes shown below each
example, ground truth class-specific part attributes in parenthesis).

3.7.5 Comparison to State of the Art

To the best of our knowledge there have been no previous attempts to produce

deliberative explanations. Table 3.2 presents a counterfactual explanation comparison

between GALORE, the method of [115] and the CounteRGAN [152], for the two user types

considered in this work. For fair comparison, these experiments use the softmax score

of (3.15), so that model sizes are equal for both [115] and the proposed approach. The

size of the counterfactual region is the receptive field size of one unit ( 1
14∗14 ≈ 0.005 of

image size for VGG16 and 1
7∗7 ≈ 0.02 for ResNet-50). This is constrained by the speed

of the algorithm of [115], where the counterfactual region is determined by exhaustive

feature matching. For CounteRGAN, we guarantee the same region size by thresholding

the residual outputs of the generator. In the table, Results are shown as mean(stddev). IPS

stands for images per second, implemented on NVIDIA TITAN Xp. Results are omitted
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True: Bus interior (pole)
Counter: Storage room (box, closet) 

True: Promenade deck (floor, ceiling, sea)
Counter: Bridge (tree, river, bridge) 

True: Playroom (desk, ceiling) 
Counter: Playground (tree, sky) 

True: Parking garage indoor (ceiling)
Counter: Street (sky, streetlight) 

Figure 3.13: Counterfactual explanations by GALORE on ADE20K.

for the CounteRGAN [152] due to the very long training times it requires.

Several conclusions can be drawn from the table. First, GALORE outperforms

[115, 152] for almost all metrics. Second, GALORE is much faster, improving the speed of

[115] by 1000+ times on VGG and 50+ times on ResNet. This is because it does not require

exhaustive feature matching. These gains increase with the size of the counterfactual

region, since computation time is constant for GALORE but exponential on region size

for [115]. Third, due to the small size used in these experiments, PIoU is relatively low

for all methods. It is, however, larger for GALORE explanations with large gains in some

cases (VGG & advanced). Figure 3.14 shows that PIoU can raise to 0.5 for regions of 10%

(VGG) or 20% (ResNet) of the image size. This suggests that, for such regions sizes, region

pairs have matching semantics.
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Figure 3.14: PIoU of proposed counterfactual explanations as a function of the
segmentation threshold on CUB200. Left: VGG16, right: ResNet-50.

3.8 Human Studies

3.8.1 Insecurity Evaluation

Figure 3.15 shows the interface of the human experiment used to evaluate deliberative

explanations on Amazon MTurk. The region of support of the uncertainty is shown on

the left and examples from five classes are displayed on the right. These include the two

ambiguous classes a and b found by the explanation algorithm, the “Laysan Albatross” and

the “Glaucous Winged Gull”. The Tuker is asked to select, among the five classes shown,

the two to which the segment on the left is most likely to belong. If these two classes match

the ambiguities found by the explanation algorithm the insecurity is considered intuitive.

Otherwise, it is not. Turker performance was compared for insecurities generated by the

explanation algorithm and randomly cropped regions of the same size.

Turkers agreed amongst themselves on classes a and b for 59.4% of the insecurities

and 33.7% of randomly cropped regions. They agreed with the algorithm for 51.9% of

the insecurities and 26.3% of the random crops. This shows that 1) insecurities are much

more predictive of the ambiguities sensed by humans, and 2) the algorithm predicts those

ambiguities with significant levels of consistency. In both cases, the “Don’t know” rate was
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Figure 3.15: MTurk interface for human evaluation of deliberative explanations.

around 12%.

3.8.2 Application to Machine Teaching

In this section, we first show some preliminary results of applying GALORE to

machine teaching. In Chapter 3, we will talk about how to combine GALORE with machine

teaching in a more advanced manner.

Goyal et al. [115] used counterfactual explanations to design an experiment to

teach humans distinguish two bird classes. During a training stage, learners are asked to

classify birds. When they make a mistake, they are shown counterfactual feedback of the

type of Figure 3.12, using the true class as y∗ and the class they chose as yc. This helps

them understand why they chose the wrong label, and learn how to better distinguish

the classes. In a test stage, learners are then asked to classify a bird without visual aids.

Experiments reported in [115] show that this is much more effective than simply telling

them whether their answer is correct/incorrect, or other simple training strategies. We
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Kentucky Warbler Setophaga Citrina

Figure 3.16: Visualization of machine teaching experiment.

made two modifications to this set-up. The first was to replace bounding boxes with

highlighting of the counterfactual regions, as shown in Figure 3.16. We also instructed

learners not to be distracted by the darkened regions. Unlike the set-up of [115], this

guarantees that they do not exploit cues outside the counterfactual regions to learn bird

differences. Second, to verify this, we added two contrast experiments where 1) highlighted

regions are generated randomly (without telling the learners); 2) the entire images are

lighted. If these produce the same results, one can conclude that the explanations do not

promote learning.

We also chose two more difficult birds, the Setophaga Citrina and the Kentucky

Warbler (see Figure 3.16), than those used in [115]. This is because these classes have

large intra-class diversity. The two classes also cannot be distinguished by color alone,

unlike those used in [115]. The experiment has three steps. The first is a pre-learning test,

where humans are asked to classify 20 examples of the two classes, or choose a ‘Don’t know’

option. The second is a learning stage, where counterfactual explanations are provided

for 10 bird pairs. The third is a post-learning test, where humans are asked to answer
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20 binary classification questions. In this experiment, all students chose ‘Don’t know’ in

the pre-learning test. However, after the learning step, they achieved 95% mean accuracy,

compared to 60% (random highlighted regions) and 77% (entire images lighted) in the

contrast settings. These results suggest that the proposed counterfactual explanations can

help teach naive humans distinguish categories from an expert domain.

3.9 Conclusion

In this work, we have proposed a new framework, GALORE, for visualization-

based explanations of deep neural networks predictions. GALORE unifies attributive,

counterfactual, and deliberative explanations, aiming to satisfy the requirements of a diverse

set of end-users. Attributive explanations visualize how different pixels contribute to a

class prediction, deliberative explanations address the “why?” question, and counterfactual

explanations the “why not?” question. All explanations are based on a combination of

attributions with respect to class predictions and confidence scores. This makes them

very efficient to compute, in some cases orders of magnitude faster than the state of the

art. We have also introduced an experimental protocol to evaluate explanation accuracy,

which sidesteps the difficulty of replicating user experiments. We believe this will facilitate

research in the visualization based XAI problem. Both this protocol and human experiments

were used to evaluate GALORE on two fine-grained datasets, demonstrating that the

explanation results are more accurate than previously possible, intuitive, and correlate with

human perception. In this process, we have also validated the importance of self-awareness

both to define different explanations and to increase their accuracy. The counterfactual

explanation results have shown to be beneficial for machine teaching.

Chapter 3 is, in full, based on the materials as they appear in the publication of

“Deliberative Explanations: visualizing network insecurities”, Pei Wang, Nuno Vasconcelos,
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In Advances of Neural Information Processing Systems (NeurIPS), 2019, and “SCOUT:

Self-aware Discriminant Counterfactual Explanations”, Pei Wang, Nuno Vasconcelos, In

Proceedings of IEEE Conference on Computer Vision and Pattern Recognition (CVPR),

2020, as well as the material as it appears in the submission of “A Generalized Explanation

Framework for Visualization of Deep Learning Model Predictions”, Pei Wang, Nuno

Vasconcelos, In IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI).

The dissertation author was the primary investigator and author of these papers.
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Chapter 4

A Machine Teaching Framework for

Scalable Recognition
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4.1 Introduction

The success of deep learning in computer vision has been largely driven by large-

scale datasets. Many breakthroughs, made across various tasks, have benefited from

large-scale and well-curated datasets like ImageNet for object recognition [14], COCO for

object detection and segmentation [18], Kinetics for action recognition [15], etc. These

datasets usually contain common objects, scenes, or actions and thus can be scalably

annotated on crowdsourcing platforms such as Amazon Mechanical Turk (MTurk) [19].

When this is possible, we say that learning is scalable. However, this is usually not the

case for expert domains, such as biology or medical imaging. While data collection can

still be easy in these domains, annotations require highly specialized and domain-specific

knowledge. For example, while it is easy to crawl the web or deploy cameras in the wild to

collect a large number of animal images, it is usually expensive to recruit the biologists or

taxonomists needed to label them. The resulting lack of large annotated datasets hampers

the application of deep learning to expert domains. For example, the largest existing bird

dataset, NAbirds, only contains about 48k instances [189]. Even the recent and largest

biological dataset, iNaturalist, contains only about 850k instances [85]. This is smaller than

ImageNet, proposed about 10 years ago, and pales in comparison to the largest datasets of

everyday objects, e.g. Open Images with 9M images [190].

Since labeling is difficult in expert fine-grained domains, scalable learning must take

advantage of small expert-labeled datasets and large amounts of unlabeled data. This

motivated extensive research on less label-intensive forms of learning, including few-shot

learning, transfer learning, semi-supervised learning, and self-supervised learning. For

example, models pre-trained on an everyday domain by supervised learning are frequently

transferred to a target fine-grained domain by fine-tuning. Another strategy is to learn

a good feature extractor by self-supervised learning, which requires no labels, and then

fine-tune a classifier at the top of it on a small set of labeled target data. However, these
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approaches usually underperform scalable supervised learning. For example, state-of-the-art

self-supervised learning with SimCLR [23] underperforms a supervised baseline when only

a subset of the samples are labeled, especially on fine-grained domains [30].

Unlike all these approaches, we pursue the alternative solution of scaling up the

process of data annotation. While this was a pie in the sky idea in the past, two recent

developments now make it promising. First, several crowdsourcing platforms, like Amazon

Mechanical Turk, Sama [191], microWorkers [36], or Clickworker [37], have appeared in

recent years, making it easier to recruit large numbers of image annotators online. Second,

research has been steadily increasing in the area of machine teaching [51, 192, 59], showing

potential to develop algorithms capable of teaching these annotators the domain-specific

knowledge needed to label expert data. While these developments are promising, there

have been so far no efforts to study how they can be combined into a complete framework

for scalable learning. Typically, machine teaching papers only evaluate the accuracy of the

labeling produced by the annotators taught by their algorithms. While this is informative,

it does not fully address the scalable learning problem, which also includes the design of

deep learning systems using those annotations. This raises an additional set of questions,

such as what quality must the labels have to guarantee effective deep learning performance,

how can the machine teaching algorithms achieve that quality, and whether noisy label

learning algorithms [193, 194] have a role in the process.

In this work, we address these questions in the context of scalable learning of

recognition systems, which we denote as scalable recognition. We propose a new Machine

tEaching fraMewORk for scAlaBLe rEcognition (MEMORABLE) in fine-grained expert

domains, illustrated in Figure 4.1. A large raw dataset (D) is first collected for a target

fine-grained task, e.g. by deploying cameras in the wild or crawling archived medical images

in a hospital database. A small subset Dl ⊂D and |Dl| ≪ |D| is then labeled by experts.

Machine teaching is next used to teach non-experts, e.g. Amazon MTurk workers, how
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to label for the target categories. The unlabeled data Du = D/Dl is finally labeled by

these humans and the complete dataset used to train an image recognition system. To

identify critical areas of this framework, we perform an initial study with simulated noisy

annotations. This shows that the accuracy of the machine teaching plays a significant

role in the accuracy of the final recognition system. We then hypothesize that better

machine teaching performance can be achieved by introducing explanations in the machine

teaching algorithm. State-of-the-art machine teaching algorithms [56, 57, 61] tend not to

use explanations. Although there is literature doing [59], it tends to rely on attributive

explanations [103, 102] that do not take into account the student predictions. To address

this problem, we propose the addition of counterfactual explanations to machine teaching.

Counterfactual explanations [195, 196] take into account both ground-truth labels

and student predictions, highlighting image regions that are most discriminant of student

mistakes. They are thus most instructive for humans to learn from their errors. Fur-

thermore, because the explanatory feedback varies according to the student’s prediction,

they naturally adjust to the level of competence of the student. We seek to leverage

all these benefits by introducing a generalization of the recent MaxGrad machine teach-

ing algorithm [197], denoted Counterfactual MaxGrad (CMaxGrad), which is endowed

with counterfactual explanations. Experiments show that this algorithm both achieves

state-of-the-art machine teaching performance and enables significant scalable recognition

gains for the MEMORABLE framework. The latter is itself shown to outperform other

scalable recognition strategies, such as semi-supervised learning. It is also shown that deep

learning systems trained with MEMORABLE can leverage noisy label training schemes

with surprising effectiveness.

The contributions of the work are summarized as 1) a study of the importance of

labeling accuracy for the accuracy of scalable recognition; 2) the MEMORABLE framework

to solve the fine-grained scalable recognition problem, by leveraging crowdsourcing platforms
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Figure 4.1: The proposed MEMORABLE framework for large-scale recognition in
fine-grained domains.

and machine teaching algorithms; 3) the new CMaxGrad machine teaching algorithm that

introduces counterfactual explanations into machine teaching; and 4) new benchmarks,

based on two challenging datasets, for the evaluation of scalable recognition.

4.2 Related Work

Crowdsourcing platforms There are two types of crowd sourcing platforms. They provide

expert and non-expert annotation services. Amazon Mechanical Turk [19] is a widely known

and representative one. It has been making it easy to require simple annotation tasks

of significantly huge size to a large pool of workers. Although Amazon Turk has been

broadly used, most of the workers are non-expert for a specific target expertise task like

fine-grained annotation. For example, they can help annotate “dog” and “cat”, but hard to

do “California Gull” and “Western gull”. The lack of prior knowledge of a specific domain

makes it hard to satisfy the requirement of fine-grained expert domain labeling. The similar

platforms include Sama [191], microWorkers [36], Clickworker [37], etc. They all provide

similar services just with slight differences. A comprehensive discussion of them can be

found in [198].
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Another type of crowdsourcing platform can give expertise annotation service.

Citizen scientist is a typical one [189]. It is non-profit and people in this platform are

nonprofessional scientists or enthusiasts in a particular domain. They contribute annotations

with the understanding that their expertise, experience and passion in a domain of interest.

Although it makes it feasible to do expert labeling, there are some problems. Because of

non-profits, it is hard to guarantee the quality of their results and guarantee that they

are all responsible. This is different from Amazon Turk where if the annotation results

are assessed badly by the requester, the worker would not get the payment. The second

problem is that the active user number is small, especially on some minor domains. So it is

hard to meet the large-scale annotation requirement. In this work, we use Amazon Turk,

but unlike the common usage, a short course is introduced preceding the annotation. The

worker is trained first and then annotates. This alleviates the problems of both types.

Semi-supervised and self-supervised learning Semi-supervised learning describes a

class of algorithms that seek to learn from both unlabeled and labeled samples, typically

assumed to be sampled from the same or similar distributions. Limited to the space, we

refer to [199] for an extensive survey and [27] for up-to-date development.

Self-supervised learning (SSL) refers to learning methods in which the model is

explicitly trained with supervisory signals that are generated from the data itself by

leveraging some pretext tasks. The pretext tasks can be predictive tasks, generative tasks,

contrasting tasks, or a combination of them. SSL can benefit almost all types of downstream

tasks, e.g. semi-supervised learning, that can also be used to evaluate the quality of features

learned by self-supervised learning [23, 200, 201]. Literature [202, 203, 204] is recommended

for an extensive overview.

Counterfactual explanations Given an image of class A and a user-specified counter-

factual class B, counterfactual explanations produce an explanation to answer “why the

prediction is A but not B” [145, 146, 147, 125, 142]. In computer vision, the explanations
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are usually given by visualizations. Two main approaches to these explanations have

emerged. The first group is based on an image transformation that elicits the classification

as B [145, 146, 147]. The simplest example is adversarial attack [108, 145], which optimize

perturbations to map an image of class A into class B. However, adversarial perturbations

usually push the perturbed image outside the boundaries of the space of natural images. A

more plausible alternative is to exhaustively search the space of features extracted from a

large collection of images, to find replacement features that map the image from class A to

B [196]. However, exhaustive search is too complex for interactive applications. Another

form is optimization-free but produces a pair of segments on two images from ground truth

class and counterfactual class [195]. These segments cover the class-discriminant regions.

Its generation is much faster and we use it in our work.

Machine teaching Machine teaching is a broad area. The goal is to select a small

number of data from a large set so that this small set can efficiently teach a student.

The student can be either a network model or a real human. Because this work mainly

talks about the latter, we recommend [51, 192] for the reader about the network-oriented

machine teaching. For real-human machine teaching, a typical strategy is to first model

humans as a network model and then select a teaching sequence universally used for

human teaching. In this process, most of the previous literature simulates human students

based on the assumption that they have limited capacity or are otherwise sub-optimal

learners [55, 61, 58]. This is intuitive but not optimal in the crowdsourcing context, which

has been discussed in [197]. The latter is subject to an optimal student assumption that

the students will try their best to complete the assigned tasks. Another direction of

real-human machine teaching is to think about how to incorporate the explanation into the

teaching process because it is straightforward that explanations are helpful for digesting the

knowledge easily [59, 60, 80]. A representative work [59] merges the attribution map into

the example selection and feedback stage of teaching. When the learner makes a mistake,
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a heatmap [102] that highlights the regions that contribute to the correct class is shown.

This, to a certain extent, provides some explanations but can not adapt to the learner’s

choice. Counterfactual explanations were simply associated with random selected images

to evaluate their qualities in [195, 196], but there is no special machine teaching algorithm

involved and the evaluation is only on simple binary classification tasks. Tropel [205] lets

workers identify positive/negative images with respect to a given query image, to train a

detector. This is unlike a counterfactual explanation for teaching, where the counter class

is an incorrect label chosen by the worker. The latter more directly provides the worker

with feedback regarding mistakes. Also, there is no image-based explanation in Tropel. In

this work, we attempt to include the counterfactual explanation into the machine teaching,

an explanation that explicitly indicates the class-discriminant between correct class and

mis-chosen class. The experiments show that this is more helpful.

4.3 The MEMORABLE Framework

In this section we introduce the MEMORABLE framework.

4.3.1 Machine Teaching

We consider the problem of C-class classification on expert domains where data

collection is easy but annotation is difficult. For example, while biologists routinely deploy

camera traps in the wild [206] or underwater [207], the labeling of the resulting images

by professional taxonomists is quite expensive. The goal is to train classifiers from large

datasets, i.e. scalable recognition. A practical solution is semi-supervised learning. A

large set of images D = {xi}M+N
i=1 is first collected and a small subset Da = {xi}Mi=1, where

M ≪N labeled by experts. This results in a labeled dataset Dl = {(xi,yi)}Mi=1 where yi is

the label of xi. A classifier f is then learned from the semi-supervised dataset Ds =Du∪Dl,
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Figure 4.2: Confusion matrices for human annotators trained by different machine
teaching algorithms on Butterflies dataset.

where Du =D−Da is the set of unlabeled images. The performance of f is finally evaluated

on a testing set T . While various semi-supervised learning algorithms exist [27, 199], their

performance is frequently inferior to supervised learning. This gap can be bridged by

labeling the data Du on a crowd-sourcing platform, such as Amazon MTurk. This, however,

is impossible for data from domains, e.g. animal taxonomies, on which MTurk annotators

have no expertise.

MEMORABLE addresses this problem by leveraging the labeled dataset Dl to teach

MTurk annotators to label the images in Du. As shown in Figure 4.1, this is done in several

steps. A classifier f is first trained, either by semi-supervised learning on Dl ∪Du, or

supervised learning on Dl. This classifier is then leveraged to design a teaching set L ⊂Dl

of L≪M images for training MTurk annotators. Several machine teaching algorithms have

been proposed to extract an optimal teaching set from Dl [59, 55, 197]. Finally, MTurk

annotators are trained by practicing on the teaching set L. This usually consists of an

introductory step where they are shown one (or a few) images of each class, and an iterative

step where they attempt to classify images in L and receive feedback on their mistakes.

When this process is completed, the trained MTurkers are finally asked to label Du and

the classifier is retrained.

While various works have addressed individual components of this framework, e.g.

by proposing different machine teaching algorithms [59, 55, 197] or semi-supervised learning

techniques [27, 199], we are aware of no studies on the effectiveness of the entire scalable
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Figure 4.3: Labeling and classification accuracies of simulated turkers.

recognition architecture. Two questions, in particular, seem quite relevant. First, how does

the accuracy of the trained MTurkers affect the accuracy of scalable recognition? Second,

how can machine teaching algorithms be enhanced to improve MTurker accuracy?

4.3.2 How Important is Annotator Accuracy?

Since the training of MTurkers is not perfect, labels can be noisy. In general, the

human-labeled dataset Du is noisier than if labeled by experts. This begs the question

of how accurate must the trained MTurkers be for machine teaching to be useful. To

determine this, we perform a set of experiments with simulated “noisy MTurkers.” Given an

unlabeled dataset Du, for which the ground-truth labels Y are known to us but unavailable

to the algorithms, we assign to each image a noisy label Y ′, according to a confusion matrix

M, where mij = P (Y ′ = i|Y = j). More precisely, given ground truth label y = j, a class

label y′ is sampled from the distribution [m1j , ...,mCj ].

The resulting noisy labeled dataset Dn is used to train a classifier f . By comparing

the accuracy of f to that of a classifier g trained on the ground truth dataset, it is possible

to determine the effect of MTurker annotation noise on the final classification performance.
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By varying the matrix M, it is possible to analyze how the latter depends on the quality

of the annotators. To enable these comparisons, we propose two metrics. The first is the

labeling accuracy

ACCl =
∑C

i=1mii∑C
i=1

∑C
j=1mij

. (4.1)

This is a number in [0,1], equal to 1 when there is no labeling noise. The second is the

classification accuracy, measured by average accuracy on the testing set T of classifiers

f trained on Dl∪Dn.

To investigate the effects of the confusion matrix M on classifier accuracy, we

considered nine different matrices. The first five were estimated from real MTurker data.

Annotators were trained with several machine teaching algorithms from the literature, chosen

to reflect the spectrum of training effectiveness. The weakest performance was implemented

with the RANDOM [59, 197] procedure, where annotators are taught with a randomly chosen

teaching set L. Stronger performances were implemented with omniIMT [56], imiIMT [56],

bbIMT [57] as well as the state-of-the-art MaxGrad machine teaching algorithm [197]. As

can be seen in Figure 4.2, the latter four produce much more accurate annotators than the

former. The next four matrices are hand-crafted models of annotator quality. The first

is a “chance level” annotator, i.e. mij = 1/C,∀i, j. The next two are models that mimic

matrices estimated on MTurk. They are denoted as diag-60 and diag-80, and have diagonal

elements of 0.6, 0.8, respectively, and uniform non-diagonal values. diag-60 approximates

RANDOM and diag-80 approximates MaxGrad. The final model is a perfect annotator

with a diagonal matrix M of entries 1.

Figure 4.3 summarizes the result of this experiment, enabling several interesting

observations. First, the labeling accuracies of diag-60 and diag-80 do match those of

RANDOM and MaxGrad, respectively. However, the same does not hold for the associated

classification accuracies. In fact, one of the most interesting observations of the figure is

how the hand-crafted matrices have much weaker classification accuracy than those learned
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from MTurker data. In particular, the classification accuracy is always higher than the

labeling accuracy for the MTurk matrices, but the reverse holds for their models.

A closer inspection of the confusion matrices shows that those estimated from

human annotators do not have a uniform distribution for the annotation errors. While the

diagonal value may not be 1, there is usually a dominant class for mistakes, i.e. the second

probability tends to be larger than the remaining. This is likely to simplify the learning

of the classifier, since it is mostly faced with label noise between pairs of classes, rather

than all. The ensuing insight is that, beyond errors, it also matters what type of errors are

made by the annotators. Informative labeling errors, between a few classes, lead to much

better classifiers than uninformative, uniformly distributed, ones. Note that the differences

in classification accuracy are substantial, with the MTurk-trained classifiers outperforming

the model-trained classifiers by 5−10%.

Having said this, a second observation is that the accuracy of the machine teaching

algorithm does matter. For example, both MaxGrad and diag-80 produced better classifiers

than RANDOM and all methods produced very large gains over the chance annotator.

Comparing machine teaching algorithms, it is clear that recognition accuracy increases

with labeling accuracy. Finally, it can be observed that there is an upper bound on the

required annotator accuracy. In fact, the perfect annotator produces classifiers that are

only marginally better than those of MaxGrad. This is quite interesting, suggesting that

current machine teaching algorithms already are a viable solution for classifier training. We

note, however, that this is an experiment based on five classes. For large C, the differences

are likely to be more significant. This is left for future research.

4.3.3 The Role of Explanations

A machine teaching algorithm aims to select the teaching set L from Dl that

maximizes student labeling accuracy. Traditional algorithms [55, 56] present the images
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in L to the student, displaying the ground truth label as feedback when the latter makes

a mistake. While this can suffice for coarse-grained classification, it is not ideal for most

expert domains, where classification tends to be fine-grained. In this case, the differences

between categories can be imperceptible to the untrained eye. Without further hints, it can

be quite hard for non-experts to learn the target concepts. [59] addressed the problem with

the EXPLAIN algorithm, which introduced attributive explanations into machine teaching.

These are explanations based on a saliency map that highlights regions contributing to the

classifier prediction [103, 102]. By directing student attention to features important for the

classification, these explanations can enhance teaching. However, more recent methods,

such as bbIMT [57], imiIMT [56], or MaxGrad [197] achieve better results than EXPLAIN

without explanations.

In this work, we seek to add explanations to the state-of-the-art MaxGrad algo-

rithm [197]. We note, however, that a limitation of attributive explanations, such as

those of EXPLAIN, is the lack of user-specific interaction. At each teaching iteration, the

feedback provided by these explanations is always the correct label and the corresponding

attribution map. Since the class predicted by the student is not considered in the expla-

nation, the latter does not necessarily address the student’s difficulties. Better feedback

should take the student prediction into account. This is the definition of counterfactual

explanations [195, 196], which address the question: “why is the class predicted by the

student incorrect?” We next introduce an enhanced version of MaxGrad that leverages

counterfactual explanations.

4.4 Counterfactual MaxGrad (CMaxGrad)

Counterfactual explanations can provide detailed student feedback during the

retraining step when, given the query image xt of ground-truth label yt, the student predicts
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a counterfactual class yc ̸= yt. An example is shown in Figure 4.4 for the Butterflies dataset,

where yt = ‘Viceroy’ and yc = ‘Monarch’. The explanation first samples an image xc from yc,

and then produces a visualization of the form: “The correct label is yt. If the correct label

were yc, the circled region of xt should look like the circled region of xc.” Mathematically,

this reduces to a function

C(xt,yt,yc,xc) = (cc(xt),ct(xc)), (4.2)

where cc(xt) and ct(xc) are counterfactual heatmaps or segments for images xt and xc

respectively. They highlight image regions of features discriminant for the two classes. In

Figure 4.4, these are the presence/absence of a line that crosses the radial wing lines of the

two butterflies, and the different configurations of white spots. This explanation allows the

student to quickly learn what to look for in order to distinguish the two classes. Since the

counterfactual class was selected by the student, the process quickly provides the student

with precise feedback on how to differentiate between the classes that most confuse them.

To include counterfactual explanations on MaxGrad, we propose the following

generalization.

1. counterfactual maps are generated for all pairs of queries and counterfactual examples

in the labeled dataset Dl. This results in the explanation set E = {cyc(xi)|yc ≠

yi}M,C
i=1,c=1. This is a pre-processing step, performed before machine teaching takes

place.

2. teaching set Lt is augmented with a counterfactual set Ct that includes counterfactual

images and heatmaps.

3. during training, at iteration t the teacher selects an image xt from Dl−Lt−1. The

student then makes a prediction y = f t(xt). For the reasons discussed below, this is
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Algorithm 2 CMaxGrad

Input Data Dl = {(xi,yi)}Mi=1, max iter. T , α and β, E = {cyc(xi)|yc ̸= yi}M,C
i=1,c=1.

1: Initialization: L0←∅, C0←∅, f1, D0←Dl, E0←E
2: for t = {1, . . . ,T} do
3: compute ξ(xi) for all examples in Dt−1 and ξ(cf t(xi)(xi)) for all examples in E t−1

4: select xt = argmax{xi∈Dl−Lt−1} ξc(xi,cf t(xi)(xi);α)
5: select xt,c = argmax{xi∈Dl−Lt−1|yi=f t(xt)} ξc(xi, c

yt(xi);β)
6: teaching and explanation sets update: Lt ← Lt−1 ∪ {xt}, Ct ← Ct−1 ∪

{xt,c,cf t(xt)(xt),cyt(xt,c)}
7: student update: f t+1 = f∗(Lt∪Ct)
8: Dt←Dt−1 \{xt,xt,c}, E t←E t−1 \{cf t(xt)(xt),cyt(xt,c)}
9: end for

Output Lt

always incorrect, i.e. y = yc ̸= yt, A counterfactual image xt,c is selected from class

yc and the counterfactual maps (cc(xt),ct(xt,c)) are retrieved from E . The teaching

set is then augmented into Lt = Lt−1 ∪{xt} and the counterfactual set into Ct =

Ct−1∪{xt,c,cc(xt),ct(xt,c)}. The student is finally updated with f t+1 = f∗(Lt∪Ct).

In MaxGrad, the image xt selected by the teacher is the one that maximizes a score ξ(x)

representative of the classification difficulty posed by image x to the student model f t.

Since this score is the negative classification margin ξ(x) of the image x under f t, there is

always at least one image that the student cannot classify correctly in Dl−Lt−1 (otherwise

the training would be complete). Hence, the resulting student prediction is incorrect, i.e. a

counterfactual class yt,c.

However, in the counterfactual setting, image selection must also account for the

counterfactual heatmaps (cc(xt),ct(xt,c)). For this, we propose a counterfactual margin

score

ξc(x,cy(x);α) = αξ(x) + (1−α)ξ(cy(x)), (4.3)

where α ∈ [0,1] is a hyperparameter that weighs the contribution of images and counter-
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factual regions. Note that this supports scores based on the margin of the whole image

(α= 1), the counterfactual region (α= 0) or both. This leads to the following procedure for

the selection of the image xt to augment the teaching set. For each image xi ∈ Dl−Lt−1,

the counterfactual class is identified as f t(xi) and the heatmap cf t(xi)(xi) retrieved from E .

The teacher then selects the image of largest score, i.e.

xt = argmax
{xi∈Dl−Lt−1}

ξc(xi,cf t(xi)(xi);α), (4.4)

to add to the teaching set Lt−1.

The image xt,c of the counterfactual class yt,c is then chosen with the same criterion

among the images in the counterfactual class, i.e.

xt,c = argmax
{xi∈Dl−Lt−1|yi=f t(xt)}

ξc(xi, c
yt

(xi);β), (4.5)

where yt is the label of xt. The teaching set Lt and the counterfactual set Ct are then

updated with xt and (xt,c,cf t(xt)(xt),cyt(xt,c)), respectively, and the student updated with

f t+1 = f∗(Lt∪Ct). This requires training a classifier with both images and image regions,

derived from the counterfactual heatmaps. In our implementation, counterfactual regions

are converted to images by simply thresholding the heatmaps and setting the pixels outside

the counterfactual region to the average image color. The resulting images are then added

to Ct. We note, however, that this is not done on human teaching experiments, where

subjects are shown whole images, as demonstrated in Figure 4.4. The overall procedure is

summarized in Algorithm 2 and denoted CMaxGrad.
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4.5 Evaluation of Student Teaching

We start by evaluating the accuracy of the labels produced by students trained with

CMaxGrad. Following [59], we consider both simulated and real students. Note that in

this section, we do not talk about the scalable learning problem, and only focus on the

evaluation of CMaxGrad by existing common protocol.

Dataset We used two recent machine teaching benchmark datasets: Butterflies and

Chinese Characters [59]. These are more challenging than binary classification or synthetic

datasets used in earlier work [55, 60, 80], because they are both fine-grained multi-class

datasets of real images from expert domains. Both datasets have large intra-class diversity,

e.g. due to different handwriting styles, and large inter-class similarity. Butterflies has

five butterfly species sampled from iNaturalist [85], with 1544 training and 386 testing

samples. Chinese Characters consists of three similar Chinese characters, with 568 training

and 143 testing examples. These training-testing split on both cases follows [59]. The

data is accessible in [87]. Both datasets were subject to standard normalizations. Training

images were first randomly resized to 224×224 and then randomly flipped, whereas testing

images were first resized to 256×256 and then center-cropped to 224×224. All images

were also first converted to [0.0,1.0] from [0,255] and then normalized by subtracting the

mean [0.485,0.456,0.406] and dividing by the standard deviation [0.229,0.224,0.225] of

each RGB color channel. The teaching set is selected from the training set and the method

is evaluated on the testing set.

Network The same as [59], the pre-trained ResNet-18 [1] on ImageNet is used to

simulate the student. This is equivalent to assuming a student that starts from a good

generic understanding of image classification. The student learners are trained 10 epochs

by gradient descent with batch size equal to |Lt| and weight decay of 1e−4. The learning

rate is set to 1e−4 with 0.9 momentum. Counterfactual explanations are generated by a

ResNet-18 pre-trained in ImageNet and fine-tuned on the target training set.
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Figure 4.4: Interface. When the teaching image is “Viceroy” but the worker selected
“Monarch”, the shown feedback will be given.

Teaching For fair comparison with other methods [56, 55, 59, 57], novel sets of

size τ = 1 were used in all experiments, i.e. a single example is selected per iteration. All

experiments use a teaching set of 20 examples, selected from the training set and tested on

the testing set. Counterfactual maps were generated with the recent SCOUT algorithm [195].

Counterfactual regions were extracted by setting the segment size parameter to 5% of the

image area. The parameters α,β of (4.4) and (4.5), respectively, were set to α = β = 0.5

after cross-validation.

The MTurk experiments basically followed the setting of [59, 55], using 40 workers

per dataset. The teaching process consists of two phases, teaching and testing. Before

teaching, workers were shown a brief introduction of the teaching set-up, illustrating how

our web-based teaching interface works. In the teaching stage, they were shown a sequence

of 20 images. At each iteration, they were asked to select a category from a list of candidate

options (five for butterflies and three for Characters), and received feedback declaring

their choice ‘Correct’ or ‘Incorrect,’ as well as the true class. For CMaxGrad experiments,

counterfactual explanations were presented additionally as in Figure 4.4, when their choices
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(b) Chinese Characters

Figure 4.5: Test set accuracy of simulated students as a function of teaching iterations
(teaching example number).

are incorrect. Upon this, learners had to wait for a minimum of 2 seconds before proceeding

to the next iteration. After teaching, 20 randomly selected test images were assigned to

each learner, who was asked to classify them. These random images were different per

learner and no feedback was provided as they were classified. In real learner evaluation,

we require that workers be masters to do our tasks. Additionally, we require non-Chinese

speaker on Chinese Characters dataset experiments. Each turker is paid $1 for the teaching

task.

4.5.1 On the Simulated Learners

Again, we start with evaluations on simulated learners, i.e. a classifier. It can be

seen that CMaxGrad significantly improves on MaxGrad further, especially on Butterflies.

This suggests the importance of counterfactual explanations.
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Table 4.1: Test set labeling accuracy, mean (std), of MTurkers. Methods with
superscript “∗” represent our implementations. Values are presented by mean(std).

Butterflies Chinese Char.
RANDOM [59] 65.20 47.05
STRICT [55] 65.00 51.51
EXPLAIN [59] 68.33 65.44
omniIMT∗ [56] 70.07 (18.30) 64.36 (19.58)
imiIMT∗ [56] 72.70 (17.63) 64.46 (23.72)
bbIMT∗ [57] 76.09 (18.05) 64.37 (19.57)
MaxGrad 80.33 (19.76) 81.89 (12.93)
CMaxGrad 84.10 (18.24) 84.63 (20.18)

4.5.2 On the Real Learners

Table 4.1 reports the test accuracies of workers trained with different methods from

the literature. Obviously, counterfactual explanations enabled a significant improvement in

the accuracy of the MTurk student labels, even on a stronger baseline (MaxGrad). The

improvement is even slightly higher than that of EXPLAIN on a weaker RANDOM baseline,

on Butterflies. The latter used attributive explanations [103] to enhance the teaching. This

in turn indicates that the counterfactual explanations are more suitable for attributive

explanations.

4.6 Evaluation of Scalable Recognition

In this section, we evaluate the performance of the complete architecture of Fig-

ure 4.1.

Dataset Because there is no benchmark for the evaluation of scalable fine-grained

recognition in expert domains, we created two such benchmarks. The first is based on

the Butterflies dataset. The first 300 training samples (according to the dataset order1)
1https://github.com/macaodha/explain_teach
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Heermann WesternRing billedGlaucous wingedCalifornia

Figure 4.6: Sample images of Gull dataset.

compose the expert labeled dataset Dl, and the remaining 1,244 the unlabeled dataset Du

to be annotated by Mturkers. The testing set is used for evaluation. The second benchmark

is from an even more fine-grained and thus difficult task, based on the recognition of five

gull categories: “California Gull”, “Glaucous winged Gull”, “Heermann Gull”, “Ring billed

Gull” and “Western Gull”. An example image from each class is shown in Figure 4.6.

These classes were chosen because they are the overlapping classes of two widely used

bird datasets, CUB200 [178] and NAbirds [189]. The images from the CUB training set

(150 instances) serve as expert-labeled dataset Dl whereas those from NAbirds serve as

unlabeled dataset Du (431 instances). The CUB testing set (149 instances) is used for

evaluation.

Network A ResNet-18 is used as classifier. Explanations are generated by two

models, each specific to one dataset. Because two of the butterfly categories are in ImageNet,

the ResNet-18 is initialized from scratch for the Butterflies dataset. The Gull dataset has

no overlap with ImageNet and is more challenging. Since the network trained from scratch

on this dataset performs only slightly better than chance level (≈ 30%), the network is

initialized with the model pre-trained on ImageNet.

Platform All experiments were conducted on Amazon Mechanical Turk. Each

MTurker received a teaching set of 20 examples, chosen by MaxGrad or CMaxGrad, and

was then requested to label 30 images randomly sampled from the unlabeled set. This
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Table 4.2: Test accuracy comparison with mean (std). The lower group shows our
results whereas the upper other literature.

Butterflies Gull
Supervised baseline 59.4 (1.3) 58.3 (0.6)
Pseudo-Label [26] 64.7 (1.1) 58.7 (1.4)
SimCLR [23] 76.9 (0.4) 53.0 (0.8)
MaxGrad 74.7 (0.7) 56.3 (0.9)
CMaxGrad 77.5 (0.5) 60.2 (1.1)
CMaxGrad+SimCLR 78.2 (0.2) 59.7 (0.7)
MaxGrad+DivideMix 78.6 (1.2) 59.9 (1.2)
CMaxGrad+DivideMix 81.2 (1.1) 61.7 (1.5)
CMaxGrad+SimCLR+DivideMix 83.4 (0.7) 61.2 (1.1)

number was chosen so as to avoid the danger of worker fatigue and frustration possible

with larger jobs. Three labelings were collected per example and their majority vote was

chosen as the final label. If the labels were distinct, we chose one randomly.

Baselines MEMORABLE was compared to a number of scalable recognition

baselines, whose results are shown in the top part of Table 4.2. “Supervised” refers to

vanilla supervised learning on the expert-labeled dataset Dl. Pseudo-Label [26], a semi-

supervised learning method, first trains with supervision on Dl, then iteratively improves

the performance by self-labeling the unlabeled examples in Du and training on the pseudo

labels. SimCLR [23] is a representative semi-supervised learning method. The feature

extractor is first trained on Dl∪Du with contrastive loss and a top classifier is finetuned

on Dl.

4.6.1 Comparison with the State of the Art

The second part of Table 4.2 presents results of MEMORABLE, using MaxGrad

or CMaxGrad. Both obtain comparable or better results in general. When compared

to MaxGrad, the counterfactual explanations produced by CMaxGrad enable substantial
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StandardSimCLR

Figure 4.7: Comparison of counterfactual explanations generated by different models.
Two examples are shown. Top: true class is “Viceroy” and counter class “Monarch”;
bottom: true class is “Queen” and counter class “Red Admiral”.

better classification accuracies, e.g. a gain of about 4% on Gull.

4.6.2 Enhancements

We next explore if MEMORABLE can benefit from semi-supervised training of the

classifier and noisy label training.

By training on unlabeled data There is another strategy to train the classifier that

produces the counterfactual explanations. Instead of supervised training the classifier on

the expert-labeled dataset Dl, semi-supervised learning on Dl and Du is experimented. For

the latter, we adopted the SimCLR [23] contrastive learning algorithm. This is denoted

with ”+SimCLR”in Table 4.2. On Butterflies, there is a 0.7% improvement but a few

drop on Gull. This is consistent with the performance of the classifier. Figure 4.7 shows
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examples of counterfactual regions selected by the two versions of CMaxGrad. While those

produce with SimCLR cover body parts, the supervised model sometimes has difficulty

localizing the class-discriminant regions, perhaps due to its lower classification accuracy.

By Noisy label training Since the labels produced by MTurkers are noisy, further

performance improvements can in principle be accrued by training the final classifier with

noisy label learning algorithms [193, 194, 208]. The bottom part of Table 4.2 shows results

obtained with the state of the art DivideMix method [193]. Somewhat surprisingly, Di-

videMix was always able to improve results significantly. Note that even the combination

CMaxGrad+DivideMix outperformed the best baseline by 3−5% on these datasets. When

further combined with SimCLR-based explanations, the gains were of about 6% on Butter-

flies. This suggests that even when the MTurker labels are incorrect they are informative of

the true class, as discussed in Section 4.3.2. It also shows that MEMORABLE is a viable

alternative to scalable recognition, especially in expert domains.

4.7 Conclusion

In this work, we proposed the MEMORABLE framework for scalable recognition

in fine-grained expert domains. This is based on the novel CMaxGrad machine teaching

algorithm. It is designed starting from a new MaxGrad machine teaching algorithm

derived from the optimal student assumption and leverages counterfactual explanations

to account for student predictions during the teaching process. We have demonstrated

their effectiveness on both synthetic and human student teaching experiments. We have

also conducted the first studies of machine teaching in the context of the entire scalable

recognition pipeline. It was shown that both CMaxGrad and MEMORABLE achieve

superior results to existing solutions to their respective problems. It could be argued

that comparing MEMORABLE to previous scalable recognition methods is unfair, since it
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leverages additional resources in the form of crowdsourcing. While this is true, we argue

that crowdsourcing platforms are now very accessible and dataset labeling is a one-time

cost. This must be weighed against the benefits of a better dataset that, as shown by the

recent computer vision history, is a gift that keeps on giving.

Chapter 4 is, in full, based on the material as they appear in the publication of “A

Machine Teaching Framework for Scalable Recognition”, Pei Wang, Nuno Vasconcelos, In

Proceedings of IEEE International Conference on Computer Vision (ICCV), 2021. The

dissertation author was the primary investigator and author of this paper.
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Chapter 5

Towards Professional Level Crowd

Annotation of Expert Domain Data
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5.1 Introduction

While deep learning enabled tremendous advances in image recognition, high recogni-

tion performance is still difficult to achieve in expert domains, such as biological or medical

imaging, due to two challenges. First, these problems involve fine-grained classes, which

differ by subtle visual attributes, such as the dogs of Figure 5.1. Second, large annotated

datasets are difficult to produce for specialized areas of biology or medicine, where image

labeling requires expert knowledge, which can be too expensive or infeasible at scale. This

makes it difficult to train models as strong as those available for non-expert domains,

where model training can benefit from millions, or even billions, of labeled examples. To

address this challenge, we consider the problem of how to leverage crowd-source platforms

to provide professional level crowd annotations for expert domain data, which is denoted

as PrOfeSsional lEvel cRowd (POSER) annotation.

Since the difficulty is lack of annotator expertise, one route to POSER annotation is

to rely on machine teaching algorithms [59, 35, 209]. As illustrated in the left of Figure 5.1,

a small teaching set annotated by an expert is used to teach crowd-source workers to

discriminate the various classes. The scalability of crowd sourcing platforms is then

leveraged to assemble a large labeled dataset [35]. While machine teaching is surprisingly

effective for problems of small class cardinality, it is difficult to teach crowd-workers a large

number of classes. This is partly because they are averse to complicated training procedures

and partly because it relies on short-term memory, which has limited capacity [210, 58].

Hence, machine teaching is restricted to small teaching sets, typically less than 20 images,

and a few classes, typically five [59, 35, 209].

The POSER combination of expert domain data and crowd-sourcing also creates

challenges to most human-in-the-loop schemes in the crowd-source annotation literature.

These schemes are usually based on active learning (AL) techniques [75, 211], which assume

an oracle that produces a ground-truth label per example. To minimize the number of
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Figure 5.1: Different approaches to the labeling of a query image.

labelling iterations and labelling cost, AL typically selects the hardest examples in the

dataset to be labelled. However, this strategy is misguided for POSER annotation, where

noisy annotators are inevitable and the oracle assumption is severely violated. Since hard

examples are precisely those where workers make most mistakes, their selection maximizes

labeling noise. Hence, while AL has achieved success in domains where crowd-source

workers are experts, e.g. everyday objects, it is not effective for expert domains.

In this work, we consider an alternative formulation, inspired by semi-supervised

learning (SSL) methods [28, 212, 213, 214, 215] where a classifier trained on labelled data

produces pseudo-labels for unlabeled examples. These labels are then accepted or rejected

by thresholding a classification score, as illustrated in the middle of Figure 5.1. We refer to

this process as pseudo-label filtering. Accepted labels are added to the training set, the

classifier retrained, and the process repeated. SSL has been shown successful for datasets

of everyday objects [28, 212, 213, 216], such as CIFAR [34], STL-10 [217], SVHN [218], or

ImageNet [14] but frequently collapses in expert domains, even under-performing supervised

baselines trained on the small labeled dataset [29, 35, 30]. This is due to the increased

difficulty of finer-grained classification, and the well known inability of deep learning to
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produce well calibrated confidence scores [32, 33].

While SSL, by itself, does not solve POSER annotation, its strategy of choosing the

easier examples (higher classification confidence) is more suitable for the noisy POSER

annotators than the hardest example strategy of AL. Furthermore, the major SSL weakness

- poor pseudo-label filtering - can be significantly improved upon by using humans to filter

pseudo-labels. This suggests solving the POSER annotation problem with the SSL with

human filtering (SSL-HF) approach at the right of Figure 5.1. Unlike machine teaching,

where workers are image classifiers, POSER annotation is framed as an SSL problem where

they become filters that verify the pseudo-labels produced by the classifier for unlabeled

images. This has the critical benefit of framing the annotator operation as an instantaneous

low-shot learning problem, which does not require prior training.

In SSL-HF, given a query image and its pseudo-label (‘Beagle’), the annotator is

presented with a small support set containing both positive (‘Beagle’ class) and negative

(other classes) images. The annotator then simply declares if they agree with the pseudo-

label, based on the similarity of the query image to the support set examples. Due to the

well-know ability of humans for confidence calibration [41], this label filtering procedure is

much more accurate than that of SSL, enabling POSER annotation with high accuracy.

Furthermore, because the filtering is by visual similarity, the labeling is implicit, i.e. the

annotator does not even need to know the ‘Beagle’ class. Hence, there is no need to teach

annotators a priori, eliminating the short-term memory constraints of machine teaching.

Together, these properties enable the ultimate goal of POSER annotation: accurate crow-

sourced annotation of expert datasets with large numbers of classes. The main insight

behind SSL-HF is to leverage the well known low-shot learning ability of humans [39, 40, 38]

to enable annotators to filter labels even in domains where they are not expert. On the

other hand, SSL-HF can benefit from the introduction of vision modules that enhance

this low-shot learning ability. We have observed that the main difficulty posed by expert
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domains is that, when the differences between support set examples are fine-grained,

annotators may not know which object details to base their decision on. To address this

problem, we introduce deliberative visual explanations [219], which visualize image regions

of ambiguity between class pairs, and tailor these explanations to the SSL-HF setting.

Overall, this work makes five contributions. First, we introduce the SSL-HF frame-

work for POSER annotation. This leverages the example selection strategy of SSL, which is

more robust to noisy annotations than those of previous human-in-the-loop solutions based

on AL. Second, we propose an implementation, where the classifier suggests a label for

the image and a support set of a few positive and close-negative examples. This leverages

the human ability to perform both classification and confidence estimation with high

accuracy in the low-shot setting. Third, to maximize the accuracy of the human filtering of

pseudo-labels, the support set is complemented with explanations that visualize the most

ambiguous regions for the classifier. Fourth, we present experiments showing that SSL-HF

significantly outperforms SSL, AL, and machine teaching approaches to POSER annotation

and that explanations enhance these gains. Finally, to minimize the development cost

of POSER annotation methods, we introduce an evaluation protocol based on simulated

human labeling. We believe that these contributions establish a new research direction at

the intersection of human-in-the loop and fine-grained classification, which is important for

the advancement of deep learning in expert domains.

5.2 Related Work

The problem of fine-grained classification with scarce labeled data can be addressed

with various approaches.

Crowd sourcing: Crowd-source labeling has been critical for the success of deep learning.

However, platforms like MTurk are not suitable for expert domain data, due to the lack
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of expert annotators. [189] introduced a tool to collect large-scale fine-grained datasets

with crowd annotators who are passionate and knowledgeable about a specific domain.

However, this is still a much smaller scale of annotation than MTurk. An alternative is to

teach MTurk workers using machine teaching algorithms, but these are only applicable to

problems of low class cardinality [35]. Our work is partly inspired by [205], who develops

a crowdsourcing system for binary detection by asking online workers to select images

similar to a target image, from a large pool. However, it is difficult to search a large

number of candidates. [220] introduces active learning, only forwarding ‘hard’ examples for

human labeling. However, in domains where workers are not experts, they frequently select

false positives. Our work aims to extend these approaches to multi-class classification and

increase the robustness to the errors of lay annotators.

Semi-supervised learning (SSL): SSL methods can be broadly divided into represen-

tation learning and pseudo-labelling. Representation learning methods learn a backbone

using the unlabeled data and self-supervision. A linear classifier is then learnt on the small

labeled dataset [23, 221]. For pseudo-labelling methods [26], a model learned from the

labelled data is used to generate pseudo-labels for the unlabeled data. These are then

used to improve the model using supervised losses. Pseudo-label methods have achieved

better results in SSL challenges [222]. Two popular approaches are self-training [26, 223]

and consistency-based learning [28, 212]. For self-training, [224] introduced a self-paced

scheme, where high-confidence examples are labeled first and lower confidence examples

later on. [225] proposes to replace hard with soft pseudo-labels. While [226, 227] have

demonstrated some success for medical images, SSL is still relatively under-explored for the

fine-grained classes typical of expert domains. In fact, studies show, that for fine-grained

data, SSL frequently under-performs a supervised baseline trained only on the labelled

data [29, 35, 30].

Active learning (AL): AL uses an acquisition function to select the most useful samples
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Figure 5.2: Interface (right black box) used in SSL-HF

to label in the unlabeled dataset, so as to minimize labelling cost. Standard AL assumes

ground-truth labels produced by an oracle [75, 211]. However, oracle-like annotators are

very expensive in expert domains. On crowd source platforms, where noise annotations are

inevitable, the oracle assumption is unrealistic. A few papers have considered acquisition

functions for noisy oracles [228], post-hoc denoising layers to overcome annotation noise [229],

or theoretical results on statistical consistency and query complexity in the presence of

noise [230]. However, these works either assume coarse-grained data, simulated noise, or

both. We focus on real expert domains with noisy annotators and show, experimentally,

that AL methods perform poorly with noisy labels.

Machine teaching (MT): MT is a broad research problem [192, 51, 60, 35], which

includes the task of leveraging machines to teach humans expert domain knowledge for

data labelling. Existing approaches can be grouped into plain [55, 61, 209] or explanations-

enhanced [60, 231, 35], depending on whether they use explanations. Motivated by the

success of the latter, we introduce deliberative explanations [219] as an aid to the human

filtering now proposed.
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5.3 Challenges of POSER annotation

In this section, we formalize the fine-grained expert domain annotation problem.

Previous representative methods are also recapped so as to motivate SSL-HF, which is

introduced in the next section.

Challenges: Very large datasets annotated on scalable crowd-sourcing platforms,

such as MTurk, are critical to the success of deep learning. Their assembly relies on lay

annotators, from around the globe, to minimize cost. However, in expert domains, such

as biological or medical imaging, annotation requires experts, which is very expensive

and unfeasible at scale. While it is typically not difficult to collect a large image dataset

D = {xi}M+N
i=1 , only a small subset Da = {xi}Mi=1, where M ≪N can be realistically labeled.

This results in a labeled dataset Dl = {(xi,yi)}Mi=1 where yi is the label of xi, and an

unlabeled dataset Du = D−Da. Usually, expert domain problems also involve a large

number C of fine-grained classes. Intra-class variation, due to factors like object pose, can

easily exceed inter-class variation. The goal is to label Du. Annotation quality can be

evaluated by the performance of a classifier f trained on it together with Dl.

SSL: SSL is a fully automated approach, where a classifier f trained on Dl generates

pseudo-labels ŷ = f(x) and confidence scores σ(x) for each x ∈Du. As shown in the middle

of Figure 5.1, pseudo-labels are then filtered by confidence score thresholding, i.e. checking

that σ(x) > θ. Images from Du that survive this test are added to Dl, pseudo-labels

accepted as labels, and the process iterated. There are, however, two main difficulties.

First, since Dl is originally small, f is not accurate. Second, deep networks produce

poorly calibrated confidence scores. Since the two effects compound, pseudo-labels are not

trustworthy. It is particularly difficult to propagate labels across images of the same class

that are not visually similar to those in Dl, e.g. new object poses.

Human in the loop: An alternative is to use human-in-the-loop annotation, which

iterates between human labeling of images and model training. The challenge is to identify
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the images x ∈ Du most informative for learning f , to reduce human labelling effort. This

is usually addressed with AL, which is similar to SSL but samples images based on a

hardness score h(x) produced by f and uses humans as label oracles. In the crowd-source

setting, these methods are useful for domains where workers are experts, e.g. everyday

objects, but unsuitable for expert domains, where hard examples elicit the most labeling

mistakes by workers, violating the oracle assumption.

Machine Teaching: In MT, the classifier f is first trained on Dl. A MT algorithm

then designs a course, composed of images L ⊂Dl, for teaching workers to recognize the

C target classes. The workers trained with L then label Du. The classifier f is finally

re-trained on D. The process can be iterative, by giving annotators an ‘I don’t know’

(IDK) option and growing Dl over steps of machine teaching and human labeling. Since

the annotators do not have to be experts, crowd-sourcing platforms can be leveraged for

scalability. However, most MT algorithms only support a small number of classes.

5.4 SSL with Human Filtering

In this section we introduce the SSL-HF approach.

5.4.1 Motivation

Overall, the annotation of large datasets Du in expert domains creates several

problems. On one hand, crowd workers cannot be trusted or taught to be good image

classifiers. In these domains, label noise is inevitable. This prevents the use of classical

human-in-the-loop solutions based on AL, which equate humans to oracles. On the other,

fully automated SSL algorithms cannot be trusted to filter pseudo-labels. While SSL

accounts for noisy labels, the pseudo-labels produced by f are usually too poor to enable

progress. To address these problems we propose a combination of SSL and human-in-the-

114



loop, by using humans to filter pseudo-labels produced by f . This inherits the robustness

of SSL to noisy labels but leverages the much superior human classification accuracy to

filter pseudo-labels.

The SSL-HF process is illustrated in Figure 5.1. Given a query image q ∈ Du

and a pseudo-label ŷ, in this case ‘Beagle’, the annotator is asked the question ‘do you

agree that image q belongs to class ŷ?’. The annotator then responds with p = H(q, ŷ),

where p ∈ {‘agree’, ‘disagree’, ‘I don’t know’} and the ‘I don’t know (IDK)’ option allows

the annotator to skip images that are too difficult. The problem is that the annotator may

not know the ‘Beagle’ class. To overcome this challenge, we propose two mechanisms.

The first is to ask the question implicitly, with respect to a support set of images,

composed by a set Sŷ ∈ Dl of images from class ŷ (positives) and a set of images Sc
ŷ ∈ Dl

from classes other than ŷ (negatives). This is illustrated in Figure 5.2, which shows a query

of the class ‘Red bellied Woodpecker’ that receives the incorrect pseudo-label (ŷ) ‘Red

headed Woodpecker’. The annotator can visually compare the query to three positives (Sŷ

composed of images of ‘Red headed Woodpecker’), shown as ‘Group A,’ and three negatives

(Sc
ŷ composed of images of classes ‘Red bellied Woodpecker’, ‘Cardinal’, ‘Rose breasted

Grosbeak’), shown as ‘Group B’.

This formulation of label filtering is similar to the definition of the low-shot recogni-

tion problem [20, 232] and leverages the known ability of humans to solve this problem.

Rather than having to know all the classes, as in MT, the annotator only has to reason in

terms of the visual similarity between query and support set examples. Note that, in the

example of the figure, it is almost immediately obvious that the query is not a ‘Cardinal’.

A detailed examination then reveals that it is also not a ‘Red headed Woodpecker,’ because

its head is not fully red, nor a ‘Rose breasted Grosbeak,’ because it has a white breast.

However, this type of analysis can exceed the amount of effort that crowd-source workers

are willing to devote to the task. The second mechanism aims to address this problem, by
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highlighting the image regions of the query most informative for the annotator decision.

Namely, the query q is enhanced with visual explanations m(·) that highlight image

regions key to distinguish the positives and negatives in the support set. This is based on

deliberative explanations [219] derived from on q, Sŷ, and Sc
ŷ. In the example of the figure,

the explanation highlights the regions of the head and feather texture, which are the most

distinctive for the discrimination from the other classes in the support set. Rather than

examining the other images in detail, the annotator can then immediately realize that the

‘Red bellied Woodpecker’ shown in the left of Group B is is the only bird to have the same

feather pattern as the query.

5.4.2 Support Set Generation

The two components of the support set are assumed to have the same cardinality,

|Sŷ|= |Sc
ŷ|=K. Let Dl

ŷ be the set of examples in Dl of ground truth label ŷ. Experimentally,

we found no difference between multiple strategies to select the examples of Sŷ ⊂Dl
ŷ based

on the predicted posterior probability fŷ(x) of class ŷ given example x (see detailed

discussion in experiment section). Since randomly selecting K images from Dl
ŷ to construct

Sŷ was found to be an effective strategy, we use it in the bulk of our experiments.

The assembly of Sc
ŷ is more complex. First, there is a need to decide whether the K

images should come from the same or different classes. We choose to display one image

of each of K classes, to maximize the probability that the true class y is part of Sc
ŷ when

ŷ is incorrect. Next, there is a need to choose the K classes to display. We select the K

classes other than ŷ of largest probabilities in fŷ(q), since these are the most similar to ŷ

and thus the potentially most informative for fine-grained class differentiation.

Figure 5.2 illustrates the importance of including Sc
ŷ. In this example, an annotator

may not notice that the ‘Red Bellied Woodpecker’ of q has a partially red head, while the

‘Red Headed Woodpeckers’ of Sŷ do not. The inclusion of a ‘Red Bellied Woodpecker’ in
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Figure 5.3: Deliberative explanation for a query image of a ‘Mangrove Cuckoo’ and
simplified explanation used in SSL-HF (green box). Examples from the ambiguous
classes are shown on the bottom for illustration only.

Sc
ŷ (left image) forces the annotator to realize that there is a class of birds with partially

red heads. This makes it clear that q does not belong to class ŷ, making the annotators

more likely to choose the ‘disagree’ option. In the absence of a fine-grained negative set,

these details might be lost, originating a false-positive. Even when Sc
ŷ does not contain

images from the groundtruth class y, the visualization of a diverse set of objects that differ

in subtle details is likely to encourage the use of the IDK option whenever ŷ is incorrect.

Given the K classes that make up Sc
ŷ, it remains to choose one example per class.

Similarly to Sŷ, we have found that random example selection is sufficient.

5.4.3 Explanation Generation

A well suited explanation framework for SSL-HF is that of deliberative explana-

tions [219], which highlight the regions that f finds ambiguous, i.e. likely to belong to

more than one class. Formally, a deliberative explanation is a list of insecurities, where

an insecurity is a triplet (r,a,b), composed by the segmentation mask r of a region of

ambiguity between a pair of classes (a,b). Figure 5.3 shows an example: a query image q

of a ‘Mangrove Cuckoo,’ the three most ambiguous classes for q (‘Black Billed Cuckoo,’
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‘Yellow Billed Cuckoo,’ and ‘Warbling Vireo’), and the deliberative explanation localizing

the segments that the classifier deems ambiguous for each pair of classes. We found,

however, this to be too much information for the crowd sourcing setting and simplified the

explanations as follows. First, there is no need for the explanation to show ambiguities

with classes outside the support set. Second, there is no need to even consider ambiguities

between pairs of classes in this set, only between the prediction ŷ and the classes in Sc
ŷ. So

we only consider the insecurities of R= {(ri,ai, bi)|ai = ŷ, bi ∈ C′} where C′ is the set of K

classes in Sc
ŷ. Finally, instead of showing insecurities separately, we combine them into a

single image, by taking the union m(q) = 1−⊙K
i=1(1− ri), where ⊙ denotes element-wise

multiplication and ri is 1 for ambiguous regions and 0 for background. Figure 5.3 shows

the result of this operation in the lower left.

5.4.4 Implementation

Human filtering can produce ‘disagree’ or IDK outcomes for the pseudo-label of a

particular example. These examples can still be subsequently added to Dl if SSL-HF is

implemented iteratively. Experimentally, we observed that the human filtering accuracy is

positively correlated with the accuracy of the pseudo-labels produced by the classifier f (see

section 5.5.1). Since the accuracy of accepted pseudo-labels determines the performance of

f , there is a positive reinforcement between human filter and classifier accuracy. Hence,

best SSL-HF results are usually achieved with a progressive classifier update strategy,

where Dl grows at each iteration, as unlabeled examples gradually receive labels.

The resulting SSL-HF procedure is summarized in Algorithm 3. At iteration t,

the classifier f is trained on labeled dataset Dl,t−1. The classifier is then used to predict

labels ŷj for each image xj ∈ Du,t−1. For examples of high confidence score, σ(xj)> θ, the

pseudo-label ŷj = f(xj) is used to assemble the support set Sŷj
,Sc

ŷj
. The human annotator

then produces decision p=H((xj , ŷj)|Sŷj
,Sc

ŷj
), where p ∈ {‘agree,’ ‘disagree,’ IDK}, that
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Algorithm 3 SSL-HF

Input Data Dl = {(xi,yi)}Mi=1, Du = {(xj)}Nj=1, #max iteration τ , confidence threshold θ

1: Initialization: Dl,0←Dl, Du,0←Du, f0 ← argminfRDl,0(f), t← 1.
2: while t < τ and empirical risk RDl,t(f) decreases do
3: for each xj ∈ Du,t−1 such that σ(xj |f t−1) > θ do { // Data Preparation Loop}
4: ŷj = f t−1(xj).
5: Assemble Sŷj ,Sc

ŷj

6: end for
7: Lt←∅
8: for each xj ∈ Du,t−1 such that σ(xj |f t−1) > θ do { // Crowd Sourcing Loop}
9: pj = H((xj , ŷj)|Sŷj ,Sc

ŷj
) ∈ {agree,disagree, IDK}

10: if pj = agree then
11: Lt = Lt∪ (xj , ŷj)
12: end if
13: end for
14: Dl,t←Dl,t−1∪Lt

15: Du,t←Du,t−1 \Lt

16: classifier update: f t ← argminfRDl,t(f).
17: t← t+1
18: end while

Output Dl,t−1, f t−1

xj belongs to class ŷj . Examples denoted as ‘agree’ receive the label ŷ and are added to Dl.

The process is iterated until the empirical risk RDl(f) of f on Dl does not decrease. While

in our implementation, examples are simply selected by thresholding the confidence score,

SSL-HF could potentially benefit from more advanced thresholding strategies proposed

in the SSL literature, such as dynamic thresholding [233] or a class-specific strategy [216].

In fact, since SSL-HF is an implementation of SSL, it can in principle benefit from any

advances on this problem. We leave this for future research.

5.4.5 Comparison to Other Methods

When compared to MT solutions, such as MEMORABLE [35], SSL-HF has several

benefits. First, filtering labels by comparison to a support set is easier than labeling them
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from memory. Second, since there is no need to teach annotators a priori, the labeling

experience is more pleasing and much cheaper. Third, because SSL-HF is iterative, a

difficult image can be seen by several annotators with several support sets. As common in

SSL, f becomes more capable as the iterations progress. This allows SSL-HF to converge

to higher annotation and classifier accuracies. Finally, SSL-HF is applicable to problems

with any number of classes while MT is limited to low class cardinalities.

When compared to AL, the main difference is that the SSL-HF annotator is assumed

to be noisy. While AL typically samples as query the hardest instance to classify (e.g., an

occluded or only partially visible object), SSL-HF samples the image that f classifies most

confidently. Hence, while AL progresses from the labeling of hardest to easiest examples,

SSL-HF does the opposite. This is much better suited for noisy annotators, since it avoids

the early addition of incorrect labels to the dataset, which can derail f . When compared to

SSL, SSL-HF has the advantage of placing the hardest SSL step, validation of pseudo-labels,

on the hands of humans, which are much more competent than any machine learning

solution. The downside is the financial cost of the annotations. However, it is now well

established that this is not enough to deter the creation of large datasets. We compare the

costs of the two approaches in the next section.

It should be noted that while the confidence score of SSL-HF is like those of other

SSL methods, it is not decisive for the acceptance of pseudo-labels, which is performed

by humans. In fact, in Section 5.5.2 we show that the optimal confidence threshold for

SSL-HF is 0.25, much smaller than those typically used in the SSL literature (0.95 for

recognition [28] and 0.7 for object detection [234]). This makes SSL-HF less reliant on

examples of very high-confidence, allowing a faster convergence. In all our experiments,

the entire dataset is labeled in 3-4 iterations. Even without the progressive update (setting

θ = 0), SSL-HF has a large gain over competing methods. This is a major benefit of human

filtering over plain confidence thresholding.
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5.5 Experiment

In this section, we demonstrate the effectiveness of SSL-HF. We first introduce the

experimental settings, and then show and discuss the results on different set-ups.

Dataset: Various fine-grained vision datasets are used: CUB [178], Fungi [29],

Butterflies [59] and Gulls [35]. In [29], CUB [178] with 200 bird species is re-organized for

Semi-supervised Learning (SSL). The labeled training set has 500 examples from 100 classes

(5 examples per class). The unlabeled set has 3,885 in-class examples 1 and 5903 out-class

examples by considering the remaining 100 classes of CUB as novel. Fungi has 200 classes,

consisting of 4,141 labelled and 13,166 in-class and 64,871 out-class unlabeled images

which has 1193 novel classes2. This dataset is more difficult because of its long-tailed

property. Butterflies and Gulls are two datasets of small class cardinality, with only 5

classes, and 300 (150) labeled images, 1,244 (431) unlabeled images for Butterflies (Gulls).

Our results are based on the test sets of [29, 35] with thrice repeated experiments. Both

datasets were subject to standard normalizations. Training images were first randomly

resized to 224 × 224 and then randomly flipped, whereas testing images were first resized

to 256×256 and then center-cropped to 224×224. All images were also first converted

to [0.0,1.0] from [0,255] and then normalized by subtracting the mean [0.485,0.456,0.406]

and dividing by the standard deviation [0.229,0.224,0.225] of each RGB color channel.

Network: For fair comparison with [29, 35], we use ResNet-18 on Butterflies

and Gulls, and ResNet-50 on CUB and Fungi if not otherwise stated. The models are

pre-trained on ImageNet [14], except for Butterflies where training is from scratch. This

follows the setting of [35] because two of the butterfly categories are in ImageNet. We used
1This number is from the data released on project link https://github.com/cvl-umass/

ssl-evaluation, which is slightly different from the paper (3,853)
2This number is different from 1194 on the project page of https://github.com/cvl-umass/

ssl-evaluation, because the class ‘Inocybe rimosa’ is repetitively indexed and we fixed this problem.
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Figure 5.4: Confusion matrix for human filter results.

the training setups of [29] on CUB and Fungi3 and [35] on Butterflies and Gulls4. The

deliberative explanations and compared Grad-CAM are generated using [219, 103]. We

tuned the threshold on the heat map such that 5% image size is remained for visualization,

which follows the setting of [219, 35].

Crowd-sourcing: Amazon Mechanical Turk is used5. The interface is given in

Figure 5.2. The per image reward is $0.01 across all our experiments. We did not limit the

maximum number per turker can work on. Statistically, each worker completed 21.1 query

image identification tasks on average and the maximum is 135.

5.5.1 Annotation Performance

We performed a study of annotation performance on the fine-grained birds CUB

dataset [178], following the SSL setup of [29]. Figure 5.4 defines the confusion matrix of

human annotators and statistics such as precision (P), recall (R), and annotation accuracy

(Ann Acc). Annotation performance depends on a complex interplay between the quality of

the pseudo-labels produced by the classifier f and the hardness of the examples to annotate.

Several experiments were performed to gain insight on this interplay.
3https://github.com/cvl-umass/ssl-evaluation
4https://github.com/peiwang062/MEMORABLE
5https://www.mturk.com/
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Figure 5.5: Human annotation accuracy vs. pseudo label accuracy.

To evaluate how pseudo-label accuracy affects annotator performance, we trained four

classifiers of increasing strength (accuracies of 0.46, 0.5, 0.58, 0.7 on Du), using four labeled

datasets Dl of increasing size. Figure 5.5 shows the corresponding annotation accuracies on

Du after one iteration of SSL-HF. Clearly, human annotation accuracy increases with the

accuracy of the pseudo-labels. This shows that there is benefit in improving the classifier,

i.e. the SSL component is important. It also justifies the progressive update of f in

Algorithm 3.

We then investigated how example hardness varies with the SSL-HF iteration and

how this affects annotator performance. Figure 5.6 left shows how the confusion matrix of

the annotation evolves across four SSL-HF iterations. While true positives dominate in the

first iteration, this is no longer true by the 3rd, suggesting that the images remaining to

label after each iteration are harder. While Dl grows with iteration, the newly accepted

examples are noisier. The right of the figure shows the impact on annotation P, R, and Ann

Acc as well as the accuracy of the classifier f . The three metrics of annotation performance

decrease, confirming that annotation degrades in later iterations. The model f reaches the

best classification accuracy by the 3rd iteration. Note that this does not contradict Figure

5.5, where the comparison is for the same unlabeled image set. In Figure 5.6, annotation
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Figure 5.6: Results of each iteration under different metrics.

Table 5.1: Ablation study for support sets.

Labeling Acc. Classification Acc.
A 60.1 59.2
B 66.2 64.1
C 61.1 60.2
D 68.7 65.9
E 74.3 68.6

accuracy declines as the classifier becomes stronger, because the unlabeled data consists of

harder instances.

5.5.2 Ablation Study

Four different configurations were compared to ablate the mechanisms of section 5.4.

In all cases the query is an image. The first two configurations use only text in the support

sets. (A) uses the positive support set only, asking turkers if the query image is from class

ŷ (replaced with the category name). (B) adds the negative set, displaying the names of K

negative categories. The other two configurations test the importance of including images

in the support set. (C) displays the positive support set only and (D) shows the full set of

images of the interface of Figure 5.2. None of these experiments use explanations. These
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Figure 5.7: Ablation study for thresholds.

are added in a final configuration (E), which corresponds to SSL-HF.

Table 5.1 compares the labeling and classification accuracy of all methods, enabling

two conclusions. First, without explanations (A to D), it is more important to add a

negative support set than example images of the positive set. Note that adding a text-based

negative set increases annotator performance by 6%, while adding all images only has an

additional gain of 2.5%. The addition of explanations enables a large gain of almost 9%.

Second, as expected from the experiments above, improved annotation accuracy leads to

better classifiers. Overall, the classifier learned with SSL-HF is almost 10% better than

with the simple baseline of A. These results show that the use of negative sets, asking

questions implicitly via images, and explanations all contribute to this significant gain.

Note how they also demonstrate the importance of SSL-HF for training classifiers in expert

domains. For the coarse-grained classification of everyday objects, the baseline of A (“is

this a picture of a shoe?”) is sufficient to achieve very high annotation accuracies.

We hypothesize that the good performance of text-based only configurations is due

to the fact that, on this dataset, the class name is very strongly aligned with visual features.

For example, if a bird does not have a red head, it cannot be a ‘Red Headed Woodpecker.’

When this type of reasoning is not enough, simply adding images has a small gain, because
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the workers are not sure at what to look for. The addition of explanations allows them

to focus on the visual attributes that are important for the classification and reduces this

problems. On datasets where class names are not so informative of visual attributes the

gains of simply adding images (configurations C D), over the text-only baselines (A B), are

likely to be larger.

We also ablated the threshold of confidence scores used to accept labels (step 3

and 8 in Algorithm 3), with the results of Figure 5.7. The optimal threshold, 0.25, is

very different from those used for SSL approaches to object recognition (e.g., 0.95 in [28])

and object detection (e.g., 0.7 in [234]). This confirms the claim that human filtering of

labels is much more robust than the simple thresholding of confidence scores. Even though

most pseudo-labels of low confidence are incorrect, human annotators can still assign the

images to the correct class by visually analogy to the examples in the support set, as also

demonstrated by the high true positive rates of Figure 5.6. It is only for extremely low

values of confidence that the support sets are totally uninformative and human filtering

becomes ineffective. In fact, the confidence threshold cannot be too high for SSL-HF, as

this leads to the acceptance of only the examples that are relatively easier. Such examples

fail to induce improvement of the classifier, which subsequently fails to produce better

pseudo labels for the next iteration. In result, the gradual update of the classifier does not

happen.

We did a comprehensive ablation study on the support set additionally, including

image sampling strategy for creation of support sets sets, support set cardinality, etc.

Sample choice of the positive support sets We consider four strategies to select the

examples of support set Sŷ ⊂ Dl
ŷ, based on the predicted posterior probability fŷ(x) of

class ŷ given example x. Strategy S1 is to choose the examples of K highest probabilities

fŷ(x) (‘Softmax-HP-P’). These are the easiest to assign to class ŷ and include the most

representative class features. Strategy S2 is to choose examples with the K lowest top-
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Figure 5.8: Result comparison of different support set sample choices.

probability fŷ(x) (‘Softmax-LP-P’). These are harder and more likely to be outliers for

class ŷ, including features that are rarely visible, occlusions, or other variations. Strategy

S3 is to select a set of examples with diverse probability fŷ(x) (‘Softmax-DP-P’). This

means the selected examples have more diverse features. Finally, Strategy S4 is to select

the examples randomly (‘Softmax’), which is used as baseline. Figure 5.8 compares the

results. We have found no big difference between these strategies and just used randomly

selection.

Sample choice of the negative support sets For Sc
ŷ, similarly to Sŷ, we experimented

with the highest-probability (‘Softmax-HP-N’), lowest top-probability (‘Softmax-LP-N’),

and random example, again finding that these strategies make no big difference. Figure 5.8

shows the results as well.

The size of support sets The support set size K is ablated from 1 to 4. Figures 5.9

shows that with just one image both annotation and classification accuracies are weak.

Both accuracies improve for larger K saturating at about K = 3. This likely reflects the

fact that too many images can be distracting or even confusing.

Explanations We investigate the importance of explanations, comparing attributive
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Figure 5.9: Result comparison of different support set sizes.

Table 5.2: Ablation study for support sets.

Lab. Acc. Cla. Acc.
Softmax 68.7 65.9
Softmax+attributive 71.4 67.1
Softmax+deliberative 74.3 68.6

explanations based on Grad-CAM [103], (‘w Grad-CAM’)6 and the proposed deliberative

explanations (‘w deliberative’), with results on Table 5.2. The baseline ‘Softmax’ is the

setting only having the support set, corresponding to the D of Table 5.1. Overall, although

Grad-CAM enables a clear improvement, the proposed deliberative explanations have the

largest benefit.

5.5.3 Comparisons on Crowd-source Platforms

POSER annotation with SSL-HF, using MTurk workers, was compared to various

other approaches, on several expert-domain datasets: CUB [178] (100 classes) and Fungi [29]

(200), which have large class cardinality, and Butterflies [59] (5) and Gulls [35] (5), which

are machine teaching datasets.
6On Grad-CAM experiments, a slightly different description for circled regions for turkers is given, “The

circle regions may have some class-specific features, which might be helpful for your identification.”
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Table 5.3: Classification accuracy (mean(std)) comparison with the state of the art
SSL. ∗ denotes the results are generated by human simulation. Missing std because of
no std reported in the original literature.

In Distribution Out of Distribution
CUB Fungi CUB Fungi

Baseline Sup. expert (on Dl) 58.7 53.8 (0.4) 58.7 53.8 (0.4)
Upper boundSup. oracle (on Dl∪Du) 84.5 73.3 (0.1) 84.5 73.3 (0.1)

SSL

MoCo [221] 59.2 (0.6) 55.2 (0.2) 57.9 (0.5) 52.9 (0.3)
Pseudo-Label [26] 57.0 51.5 (1.2) 59.1 52.4 (0.2)
Curr. Pseudo-Label [223] 57.3 53.7 (0.2) 59.6 54.2 (0.2)
FixMatch [28] 53.2 56.3 (0.5) 52.8 51.2 (0.6)
Self-Training [29] 61.3 56.9 (0.3) 61.4 55.7 (0.3)

POSER SSL-HF 68.6 (0.6)60.0 (0.4)65.0 (0.9)57.8 (0.5)

SSL: Table 5.3 compares SSL-HF to SSL methods on the benchmarks of [29, 35]. These

include both an in-distribution, where unlabeled data and labeled data are from the same

class space, and an out-of distribution, where unlabeled data has novel classes, setting. The

importance of data annotations is reflected by the large gap between supervised learning

from Dl (expert labeled dataset) and Dl∪Dl (upper bound, fully labeled) for all datasets.

However, vanilla SSL is of little help, since all methods have little to no gain over learning

from Dl alone. This is unlike POSER annotation with SSL-HF, which achieves significant

gains over expert annotation. The gains can be as high as 10% for in-distribution and 6%

for out-of distribution data.

AL: SSL-HF was compared to AL and random example selection. These were implemented

with Algorithm 3, by replacing the function used to select examples in steps 3 and 8. For

AL [235, 236, 237], σ(xj |f t−1) was replaced by an entropy-based acquisition function [237],

which forwards images of high classification uncertainty to the turkers. For random selection

it was replaced by a sample from a uniform distribution in [0,1]. Figure 5.10 shows how

annotation and classification accuracy vary with the amount of data from Du that is labeled.

SSL-HF is always the best method and AL the worst, even worse than random. This
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Figure 5.10: Accuracy comparison under different thresholding strategies

Table 5.4: Labeling and classification accuracy (mean(std)) comparison.

Labeling Acc. Classification Acc.
Butterflies Gulls Butterflies Gulls

Baseline Sup. expert (on Dl) - - 58.7 53.8 (0.4)
Upper bound Sup. oracle (on Dl∪Du) - - 84.5 73.3 (0.1)
MT MEMORABLE [35] 77.1 (1.2) 68.3 (1.8) 77.5 (0.5) 60.2 (1.1)
SSL-HF SSL-HF 73.6 (0.8) 74.1 (0.5) 73.0 (0.7) 63.3 (0.5)

confirms our claims that the selection of hard examples performed by AL is not suitable

for the noisy annotators of POSER annotation.

MT: Table 5.4 compares SSL-HF with a state of the art MT algorithm [35]. These

experiments are restricted to the small class cardinality datasets supported by MT. They

confirm the previous observation that higher labeling accuracy leads to higher classification

accuracy. Regarding relative performance, the results are mixed, with better results for [35]

in Butterfies and for SSL-HF in Gulls. This is explained by the fact that Butterflies is

not as fine-grained as Gulls, a fact confirmed by the higher classification accuracies of

the former. In result, Gull classes are harder to commit to short-term memory and the

annotation performance of MT degrades. Note that while SSL-HF is slightly inferior to MT
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Figure 5.11: The trade-off comparison of supervised/SSL/SSL-HF.

Table 5.5: Classification accuracy of simulated experiments with different R, and
Two-sample two-tailed T test. Mean(std)/t-score, using p-value of 0.05.

Simulated Real
R 400 500 1000 1500 2000 3885
Accuracy/t-score 69.8(0.4)/2.95 69.6(0.4)/2.40 69.2(0.3)/1.58 68.9(0.4)/0.72 68.5(0.3)/-0.26 68.6(0.6)
Conclusion Reject Accept Accept Accept Accept

on the easier dataset, it achieves similar annotation accuracy on the two datasets. This

suggests that visual reasoning in terms of support sets and visual explanations is quite

robust, unlike the memorization required by MT. This and the scalabilty of SSL-HF with

class cardinality make SSL-HF a clearly better overall solution.

5.5.4 Comparisons by Human Simulation

Protocol: Crowd source experiments are difficult to replicate and expensive. Hence,

there is a benefit to simulated evaluation protocols that facilitate algorithmic development.

These should mimic human annotations as closely as possible. Following [35], we propose

a simulated protocol to evaluate SSL-HF, based on estimates of the confusion matrix of

Figure 5.4, obtained on a small dataset. R examples are sampled from Du, forwarded to
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human annotators, the confusion matrix is computed and used to simulate the annotators

for the remaining unlabeled examples. Given a new example (x,y) and pseudo-label ŷ, a

random number (p) is sampled from a uniform distribution in [0,1]. If ŷ = y, the human

decision is simulated as ‘Agree’ when p < T P
T P +F N and ‘Disagree/IDK’ otherwise. If ŷ ̸= y,

‘Agree’ is declared when p < F P
F P +T N and ‘Disagree/IDK’ otherwise.

To determine how many examples R are needed to produce a realistic confusion

matrix, we performed a two-sample two-tailed T test comparing the classification accuracies

of human and simulated labeling. Table 5.5 lists statistics for different values of R. The

null-hypothesis is that the underlying population means are the same. The t-scores are

computed for a p-value of 0.05, and the null-hypothesis is accepted for all R≥ 500. This

suggests that simulation is a very economical alternative to user experiments.

Cost-accuracy trade-off: We used simulation to compare supervised learning from

Dl, SSL-HF, SSL, and AL with respect to the trade-off between classifier accuracy and

annotation cost (dollars). These experiments are too expensive to perform on MTurk, due

to the need to explore various points along the trade-off.

For supervised and SSL methods, the entire labeling budget is spent on expert

annotations. SSL-HF and AL split labels between experts and crowd source workers. These

annotations have very different costs. For workers, we assume the rate of $0.01 per image,

used in all experiments above and customary on MTurk. The cost of an expert is harder

to determine and can vary significantly with the application area, e.g. doctors tend to

be more expensive than botanists. We tried to identify a lower bound for the cost, in a

domain of mild expertise. For this, we asked MTurkers to take a survey, declaring if they

were specialists on birds or fungi. To answer the survey, they were shown 3 images of birds

or fungi. Those who felt confident about their ability to do the classification, were then

asked the expected per image reward, for labeling images from 100 candidate classes. Four

options were given: < $0.1, $0.1−$0.5, $0.5−$1.0, and > $1. We gathered 5 results for
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birds and 3 for fungus. One person chose $0.5−$1.0 and all others chose > $1, showing that

the task is considered difficult. We thus use $1 as cost estimate for expert labeling. This

can be thought as a lower bound, although it is unrealistically low for many image domains.

We then assumed a total dollar budget and determined the number of images labeled by

experts and workers. Figure 5.11 shows the plots of cost vs classification accuracy of the

different methods on CUB. SSL-HF achieves the best trade-off. For example, its accuracy

for a cost of $800 equals those of SSL for $1,200 and Supervised for $1,700.

5.6 Conclusion

In this work, we proposed SSL-HF, a new method for crowd source annotation of

expert domain data. SSL-HF is a human-in-the-loop SSL method, where crowd-source

workers act as pseudo-label filters. To enable annotation by non-experts, classes are specified

implicitly, via positive and negative sets of examples and augmented with deliberative

explanations, which highlight regions of class ambiguity. This leverages the strong low-

shot learning and confidence estimation ability of humans to dramatically improve SSL

performance. Experiments have show that SSL-HF significantly outperforms alternatives

such as machine teaching or active learning for expert domain problems of large numbers

of classes.

Chapter 5 is, in full, based on the material as it appears in the submission of

“Towards Crowd-Source Annotation of Expert Domain Data”, Pei Wang, Nuno Vasconcelos,

In Proceedings of IEEE Conference on Computer Vision and Pattern Recognition (CVPR),

2023. The dissertation author was the primary investigator and author of this paper.
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Chapter 6

Discussion and Conclusion
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In this thesis, we have studied the possibility of using crowd-source annotations

to deal with data-limited problems on fine-grained expert domains, in order to scale up

recognition on them. We have proposed two methods MEMORABLE and SSL-HF, based

on machine teaching and human filtering, and demonstrated that explanations can enhance

the two methods.

We started by introducing a new machine teaching algorithm MaxGrad which is

designed specifically for crowd-sourcing scenarios, based on an optimal student assumption.

MaxGrad can teach humans to learn some new concepts of expert domains in a short course.

This makes it possible to label more data on crowd-sourcing platforms. Its effectiveness

has been demonstrated in experiments for both machine and human learners.

In order to improve the labeling accuracy, explanations have been adopted to benefit

the teaching process. A generalized framework, GALORE, has been proposed, which

can generate two new types of explanations, deliberative explanations and counterfactual

explanations. GALORE complements the existing attributive explanations that only answer

“why” question with deliberative explanations to address “why” question by exposing the

network insecurities about a prediction, and counterfactual explanations to address “why

not” question proposed by end-users toward a network prediction regarding a counterfactual

prediction. The produced explanations have been proven useful and consistent with human

intuition.

We then introduced our machine teaching method for scalable recognition, MEM-

ORABLE. It is a general framework where humans are regarded as classifiers. Within

this framework, we use the handy data to train a neural network, and generate a short

course to teach humans the domain knowledge so that they can label more data in order

to train a better network. In MEMORABLE, MaxGrad has been combined with counter-

factual explanations into an explanation-equipped version CMaxGrad. CMaxGrad and

MEMORABLE have been proven effective in teaching humans and scalable recognition,
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respectively.

We finally introduced another method SSL-HF by Human Filtering. Instead of

classifiers, humans act as filters to select pseudo-labels for unlabeled examples. SSL-HF

solved a critical limitation of MEMORABLE. It has the deficiency of scalability of class

numbers. It also reduced the workload of annotators when labeling. Extensive experiments

have shown that SSL-HF is much better than other methods and is a very promising

potential solution for scalable recognition problems. Similar to MEMORABLE, deliberative

explanations have been shown helpful to human annotating.

To compare between two methods, in MEMORABLE, humans are taught and

expected to master the domain knowledge via a preceding course. On some easier tasks

MEMORABLE shows better performances because after training, they have been approach-

ing the experts. However, the job is relatively demanding and can not be scaled up to

any class number. SSL-HF simplifies the process to a binary decision task and requires

much less learning from the annotators, which makes the labeling task much easier and

scalable to any number of classes. Since there is no need to teach annotators before they

can start labeling, the process is also more pleasing for the latter and much less expensive.

We also note that the two explanations are specifically suitable for two methods. For

MEMORABLE, it is based on machine teaching. There is a teaching stage. We selected a

small teaching set from the expert-labeled set and we have known the ground truth of the

teaching examples. Because the teaching process is interactive where humans can propose

a counter class, in this case, the setting exactly fits the formulation of counterfactual

explanations in which we have two classes, one is the ground truth and another is the

counter. On the contrary, in SSL-HF, there is no teaching part. Humans are regarded as

filters to filter the unlabeled examples directly without known the ground truth. In this

case, deliberative explanations are more suitable because they do not rely on ground truth

labels.
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In summary, both MEMORABLE and SSL-HF are the pioneer attempts to solve

label-limited expert domain recognition problems, by laypeople on crowd-sourcing platforms,

to the best of our knowledge. They have presented priority to other methods. We believe

that our solution with crowd-source annotations is a valuable alternative method to scalable

recognition and is worth earning more attentions in the community. We hope this thesis

can motivate more people to work on this field.
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