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Modeling intercalation chemistry with multi-redox reactions by sparse lattice models
in disordered rocksalt cathodes

Peichen Zhong,1, 2, ∗ Fengyu Xie,1, 2, ∗ Luis Barroso-Luque,1, 2 Liliang Huang,2 and Gerbrand Ceder1, 2, †

1Department of Materials Science and Engineering,
University of California, Berkeley, California 94720, United States

2Materials Sciences Division, Lawrence Berkeley National Laboratory, California 94720, United States
(Dated: July 10, 2023)

Modern battery materials can contain many elements with substantial site disorder, and their
configurational state has been shown to be critical for their performance. The intercalation voltage
profile is a critical parameter to evaluate the performance of energy storage. The application of
commonly used cluster expansion techniques to model the intercalation thermodynamics of such
systems from ab-initio is challenged by the combinatorial increase in configurational degrees of free-
dom as the number of species grows. Such challenges necessitate efficient generation of lattice models
without over-fitting and proper sampling of the configurational space under charge balance in ionic
systems. In this work, we introduce a combined approach that addresses these challenges by (1)
constructing a robust cluster-expansion Hamiltonian using the sparse regression technique, includ-
ing ℓ0ℓ2-norm regularization and structural hierarchy; and (2) implementing semigrand-canonical
Monte Carlo to sample charge-balanced ionic configurations using the table-exchange method and
an ensemble-average approach. These techniques are applied to a disordered rocksalt oxyfluoride
Li1.3−xMn0.4Nb0.3O1.6F0.4 (LMNOF) which is part of a family of promising earth-abundant cathode
materials. The simulated voltage profile is found to be in good agreement with experimental data
and particularly provides a clear demonstration of the Mn and oxygen contribution to the redox
potential as a function of Li content.

I. INTRODUCTION

The market for electric-vehicle high-energy-density Li-
ion batteries has witnessed tremendous growth over the
past decade [1, 2]. The increasing demand for electri-
cal energy storage requires further development of the
high-energy-density-based cathode materials in recharge-
able Li-ion batteries. Current cathode materials are
mostly limited to layered Li(Ni,Mn,Co)O2 (NMC) vari-
ants. The high cost of Ni and Co limits the large-scale
expansion of Li-ion batteries with NMC-type cathodes.
Recently developed disordered rocksalt with Li-excess
(DRX) are promising earth-abundant cathode materials,
which can enable scaling of Li-ion energy storage to sev-
eral TWh/year production. Although these compounds
have no long-range cation order, the interactions between
species generate short-range ordering (SRO), which crit-
ically affects the electrochemical performance [3]. The
broad chemical flexibility and the wide variety of chem-
ical environments that can be created for Li and the
transition metals (TMs) that can be used by SRO and
chemistry provide new opportunities to improve the cath-
ode performance. Examples include improving cyclabil-
ity via fluorine/vacancy doping of the anion sublattice
[4, 5], enhancing the rate capability by engineering the
cation SRO [3], and achieving zero-strain cathodes for
solid-state batteries [6–8].

Over the last two decades, many properties of Li-ion
battery materials have been successfully predicted by

∗ These two authors contributed equally.
† gceder@berkeley.edu

first-principles calculations [9–11]. The equilibrium volt-
age is one of the fundamental quantities that help char-
acterize the electrochemical performance of a particular
material and is defined by the difference in Li chemical
potentials between the cathode and anode:

V = −µcathode
Li − µanode

Li

zF
. (1)

In Eq. (1), z is the charge transferred per ion, F is
Faraday’s constant, and µLi is the chemical potential of
Li. For example, considering a Li transition-metal oxide
LixTMO2 (x1 ≤ x ≤ x2) as the cathode and Li metal as
the anode with the cell reaction

Lix1
TMO2 −→ Lix2

TMO2 + (x1 − x2)Li, (2)

the approximated equilibrium voltage can be computed
as [12]

V̄ (x1, x2) ≈ −
ELix1

TMO2
− ELix2

TMO2
− (x1 − x2)ELi

F (x1 − x2)
.

(3)
The internal energy of the bcc Li metal ELi, the lithi-
ated structure ELix1MO2

, and the delithiated structure
(ELix2MO2

) can be obtained from first-principles density
functional theory (DFT). In this approach, the entropic
effect is assumed to be small at low temperatures, and
the change in internal energy is used to approximate the
chemical potential change. By computing the formation
energy of LixTMO2 structures with varied Li concentra-
tions x, a convex hull can be constructed from the en-
ergy of ground-state structures at each concentration. A
piece-wise voltage profile can then be built from Eq. (3)

ar
X

iv
:2

30
7.

03
71

7v
1 

 [
co

nd
-m

at
.m

tr
l-

sc
i]

  7
 J

ul
 2

02
3

mailto:gceder@berkeley.edu


2

(a)   Ordered materials: brute-force DFT / cluster expansion approaches
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(1) Linear inter-dependency on ECIs

(2) Charge-neutrality in GCMC sampling

FIG. 1. An overview of reported methods for computing voltage profiles in (a) ordered and (b) disordered electrode materials.
The green arrows represent the configurational samplings that can be accelerated by using cluster expansion as an effective
Hamiltonian fitted from DFT calculations.

via the ground states on the convex hull by using relevant
constructive values of x on the hull.

Unlike simple Li transition-metal oxides (LiTMO2),
a typical DRX cathode (Li1+xM’aM”bO2−yFy) is com-
posed of three major components: (1) the redox-active

species M’, which provides electron redox; (2) the in-
ert high-valent TM M”, which charge compensates for
the Li excess and stabilizes disordered structures [13];
(3) fluorine, which can improve the cyclability and al-
lows more Li excess to be accommodated without los-
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ing TM redox by lowering the overall anion valence
[14]. When the cathode is charged/discharged, Li is
removed/inserted into the cathode structure accompa-
nied by oxidation/reduction, resulting in various oxida-
tion states among the redox-active metal M’ and oxygen
atoms. Different oxidation states of a TM can exhibit
very different local chemistry preferences (e.g., Mn3+ has
a substantial Jahn–Teller effect compared to Mn2+/4+).
To capture these chemical differences in simulations, dif-
ferent valence states of the same elements must be treated
as distinct species. This treatment is called charge dec-
oration, which has been demonstrated to be essential in
capturing the electronic entropy effect to construct the
correct phase diagram in some compounds [15]. Charge
decoration intrinsically increases the number of compo-
nents, and therefore the complexity of modeling the in-
tercalation voltage profiles of DRXs.

A. Intractability of composition enumeration

To obtain the voltage profile of a DRX material, most
previous studies have used the convex-hull construction
approach by finding the ground states (GS), which we
refer to as the GS-algo. In this approach, one tries
to find the low-energy structures at varied Li content
x using a variety of algorithms [16, 17]. These low-
energy configurations are calculated by DFT to con-
struct the piece-wise voltage profile following Eq. (3).
The GS-algo has shown reasonable predictions for volt-
ages and redox mechanisms [16–21]. When a high
number of components and valence states are present,
the GS-algo can become impractical as all possible va-
lence combinations at each stage of delithiation must be
enumerated. For example, when evaluating a delithi-
ated supercell of composition Li21□18Mn12Nb9O48F12,
the combination of valence in Mn and O can take
Mn3+6 Mn4+6 , Mn2+1 Mn3+4 Mn4+7 , Mn2+2 Mn3+2 Mn4+8 , and
even Mn3+7 Mn4+5 O−

1 , etc. Enumerating all the possible
compositions and searching for the possible ground states
under each charge-decorated composition are NP-hard
problems and become intractable, in particular when
the supercell grows. To resolve the enumeration prob-
lem, Monte Carlo (MC) sampling is a better choice for
studying configurational energetics in a high-dimensional
space.

B. Fast growth of cluster basis caused by charge
decoration

To bridge the gap between 0K ground states and sam-
pling at finite temperatures, MC simulation with a clus-
ter expansion (CE) as an effective Hamiltonian is typi-
cally used for intercalation chemistry in ordered cathode
materials [22–24]. The CE casts the energy as a function
of the occupancy of atoms on a set of predefined sites.
For example, in a multicomponent system, the energy is

expanded as

E(σ) =
∑
β

mβJβ ⟨Φα∈β⟩β+
E0

εr
, Φα =

N∏
i=1

ϕαi
(σi). (4)

A configuration σ represents a specific occupancy state of
species on all the system sites, where σi describes which
species sits on the i-th site of the lattice. The cluster

basis function Φα =
∏N

i=1 ϕαi
(σi) are the product of site

basis functions ϕαi
(σi) across a collection α of multiple

sites. They are taken as the average over the crystal sym-
metry orbits β, forming a complete basis to expand the
scalar energy function on the configuration space. The
expansion coefficients Jβ are called effective cluster inter-
actions (ECIs). The electrostatic energy (Ewald energy
E0/εr) is also included to capture long-range electrostatic
interactions [25] (E0 is the unscreened electrostatic en-
ergy, and 1/εr is fitted as one of the ECIs (1/εr ≥ 0).
We refer readers to Ref. [26] for a more comprehensive
description of the CE formalism in ionic systems.

Li/Mn3+
O2-/F-

Li/Mn3+/Nb5+
O2-/F-

Li/Mn3/4+/Nb5+
O2-/F-

Li/Mn2/3/4+/Nb5+
O2-/F-

Li/Vac/Mn2/3/4+/Nb5+
O2-/F-

Li/Vac/Mn2/3/4+/Nb5+
O2-/O-/F-

FIG. 2. An illustration of cluster basis growth: number of
correlation functions vs. number of components included in
the CE with pair/triplet/quadruplet cutoff radius of 7/4/4 Å
based on a rocksalt primitive cell with lattice parameter a = 3
Å.

Since the cluster site basis functions are defined by the
number of components [27], the charge decoration can
significantly increase the model complexity of the CE,
resulting in a rapid growth in the number of clusters.
Figure 2 illustrates how the number of cluster basis func-
tions grows as the number of cation species included in
the DRX increases, where the cutoff radius is fixed with
pair/triplet/quadruplet interactions up to 7/4/4 Å. For
the full description of Mn and O redox, more than 800
ECIs are predefined and need to be fitted, whereas the
number of DFT calculations is typically much smaller
than that of predefined ECIs. When building a CE, the
ECIs J∗ = {Jβ} can be obtained by fitting the DFT en-
ergy EDFT,S of training structures S to their correlation
functions with (regularized) linear regression:

J∗ = argmin
J

||EDFT,S −ΠSJ ||22 + ρ(J), (5)
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where ΠS is the feature matrix formed by the correla-
tion functions and ρ(J) is a regularization term. High-
component CE can easily be overfitted as the rank of
the feature matrix (ΠS) is typically smaller than the di-
mension of ECIs dim(J). The low-rank structure (re-
ferred to as rank deficiency) of the feature matrix ΠS in
Eq. (5) requires selecting the most physically informa-
tive ECIs and avoiding overfitting in CE fitting [28, 29].
The rank deficiency can also arise from other physical
constraints in ionic systems. For example, charge bal-
ance creates a linear dependency between the number of
charge-decorated species and the corresponding correla-
tion functions. And another challenge is that the training
structures calculated with DFT are predominantly low
in energy, and such low-energy structures often narrow
the configurational space that can be represented in the
training structures, which in principle, high-energy con-
figurations could be included. DFT tends not to cover
such configurations or relax them to lower-energy config-
urations by moving ions and electrons. The number of
non-zero ECIs must be constrained (||J ||0 ≤ rank(ΠS))
to prevent ECI fitting from being an underdetermined
problem. This constraint can be achieved by properly
introducing µ||J ||0 as a regularization term in Eq. (5) to
penalize the number of non-zero ECIs and impose spar-
sity [30].

C. Charge-neutrality constraint in MC sampling

After fitting the ECIs, MC simulations can be used
to sample the energy of configurations under finite tem-
peratures. Applying semigrand-canonical Monte Carlo
(sGCMC) sampling is most suited for calculating voltage
profiles [31, 32]. The relation between the Li content x
and a Li chemical potential can be obtained by applying
the Metropolis–Hastings algorithm with the Boltzmann
distribution

f(E(σ), µ) ∝ exp

(
−E(σ)− µLi · xLiN

kBT

)
. (6)

In Eq. (6), E is the energy of the configuration σ given
by the CE Hamiltonian, µLi is the Li chemical potential,
xLi is the Li content in the configuration σ, N is the total
number of Li and vacancy sites, kB is the Boltzmann con-
stant, and T is the simulation temperature. Computing
voltage profiles using sGCMC has been successful in the
study of several simple binary electrode materials, such
as LiCoO2/LiNiO2 [32–34], MgTiS2 [35], and Li3V2O5

[36].
When charge-decorated CEs are used, the require-

ment of charge neutrality must be enforced in MC sam-
pling. Because the training set only includes charge-
balanced structures with no information about the
charge-unbalanced structures, the energy predicted by
the CE will be unphysical if configurations with non-zero
net charge are assessed during sGCMC. Techniques for
enforcing strict charge neutrality in sGCMC have been

applied to several electrolyte systems [37, 38]; however,
few have been demonstrated in a system with complex
redox reactions such as DRX [39].
To overcome all the abovementioned issues, we propose

a voltage-calculation framework that combines several
state-of-the-art methods in CE-MC. With this frame-
work, we demonstrate how to correctly model the inter-
calation voltage profile in DRX and, more generally, any
complex ionic systems with redox-active ions and con-
figurational disorder. In the following methodology sec-
tions, we will introduce the construction of a robust and
predictive cluster-expansion Hamiltonian with ℓ0ℓ2-norm
regularized sparse regression [30], demonstrate an effec-
tive sampling strategy of the intercalation stages with
sGCMC under charge balance using the table-exchange
(TE) method [39], and illustrate an ensemble average
method over representative structures to handle vari-
ous chemical environments. In the results section, the
equilibrium voltage profile of Li1.3−xMn0.4Nb0.3O1.6F0.4

(LMNOF) is presented and compared with the experi-
ments. To explain the redox mechanism, we analyze the
proportion of multiple redox-active species at varied Li
content. We find that the calculated voltage profile and
redox mechanism agree well with experiments and argue
that the ability of our method to describe oxygen redox
in the Li-excess cathode accurately is particularly notice-
able.

II. METHODOLOGY

A. Training structure generation for DFT

To describe DRX materials well, two configurational
degrees of freedom need to be accurately represented: the
Li/vacancy interactions and the different local chemical
environments (i.e., the SRO of TMs and anions). We
propose the following two-step procedure for generating
the training set:
(1) Pristine states: Generate several fully lithiated

structures with different transition-metal and anion con-
figurations in relatively small supercells (e.g., super-
cell structures with 10× or 20× the formula unit of
Li1.3Mn0.4Nb0.3O1.6F0.4). These structures can be gen-
erated from canonical MC samplings using a pre-fitted
cluster expansion as the effective Hamiltonian or using
solely the electrostatic energy for simplicity.
(2) Delithiated states: Starting from the structures

generated in Step 1, fix the TM and O/F orderings and
enumerate different Li/vacancy configurations at varied
Li contents (e.g., x = 0.3/0.5/0.7 in Li1.3−x). As the
total number of enumerated structures can be large, one
can further sort the structures at each Li content by their
electrostatic energy and only keep the low-energy ones.
All the sampled structures are in the chemical space

of Li1.3−xMn0.4Nb0.3O1.6F0.4, and this two-step proce-
dure covers different Li/vacancy orderings in varied local
chemical environments formed by TM and anion SRO to
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be calculated with DFT.

B. Sparse regression for charge-decorated CE

To obtain effective valence states of redox-active Mn
and O species from a DFT calculated configuration, the
on-site magnetization can be used [26, 40]. For example,
Figure 3(c) and (d) show the distribution of magnetic mo-
ments representing Mn2+/3+/4+ and O2−/− in our set of
463 DFT-calculated structures. The valence of each Mn
and O atom is classified by the site magnetization using
3.25µB for distinguishing Mn4+/3+, 4.1µB for separat-
ing Mn3+/2+, and 0.5µB to indicate O− [41] (µB is the
Bohr magneton). For the sparse regression of ECIs, we
apply the ℓ0ℓ2-norm regularization with hierarchy con-
straints [30]. The ECIs are optimized in the following
mixed-integer quadratic programming problem:

min
J

JTΠT
SΠSJ

T − 2ET
DFTΠSJ + µ0

∑
c∈C

z0,c + µ2||J ||22

(7)

s.t. Mz0,c ≥ Jc, ∀c ∈ C
Mz0,c ≥ −Jc, ∀c ∈ C

z0,b ≤ z0,a, ∀a ⊂ b, {a, b} ∈ C
z0,c ∈ {0, 1}, ∀c ∈ C,

where ΠS is the feature matrix, J are the ECIs, z0,c is
the slack variable representing Jc = 0, z0,c = 0, and Jc ̸=
0, z0,c = 1. M = 100 is set to constrain the optimization

boundaries, and ||J ||22 = JTJ is a ridge regression term
(ℓ2-norm). We refer the readers to Ref. [30] for a detailed
description of this approach which we found to lead to
relatively sparse but accurate CE.

The CE Hamiltonian was constructed with pair inter-
actions up to 7 Å, triplet interactions up to 4 Å, and
quadruplet interactions up to 4 Å based on a rocksalt
primitive cell with lattice parameter a = 3 Å leading to a
possible 858 ECIs (including the constant term J0). The
ECIs were fitted using 463 training structures, forming a
feature matrix of rank(ΠS) = 287. The resulting ECIs
using the sparse regression in Eq. (7) contain 169 non-
zero elements (||J ||0 = 169). The relationship between
dimension, rank and the number of non-zero elements is
illustrated in Fig. 3(a).

C. Charge-balanced Monte Carlo sampling

We applied sGCMC simulations on the Li/vacancy oc-
cupancy and the charge decoration degrees of freedom
to obtain the voltage curve of Li1.3−xMn0.4Nb0.3O1.6F0.4

composition. The delithiation is achieved by step-
wise removal of Li atoms. In each MC step, the
Li+ is removed/inserted, accompanied by the oxida-
tion/reduction of an Mn or O atom. The net charge
of each configuration is maintained at zero by only exe-
cuting a combination of site occupancy changes that are

charge neutral. This type of MC step is referred to as ta-
ble exchange (TE) [37, 39]. In our calculations, we used
the following three elemental classes of perturbations:

1. Li+ + Mn2+ → Mn3+ + Vac.

2. Li+ + Mn3+ → Mn4+ + Vac.

3. Li+ + O2− → O− + Vac.

Any other charge-conserving MC step can be expressed
as a linear combination of these three classes and their
inverses. For example, charge transfer such as 2Mn3+ →
Mn2+ +Mn4+ and Mn4+ + O2− → Mn3+ + O− can be
achieved by a combination of elementary perturbations.
As the intercalation is assumed to be topotactic, Mn, O,
and F ions do not change sites. The acceptance prob-
abilities of each MC step are scaled to ensure detailed
balance (see Appendix).
In a series of sGCMC simulations, the chemical po-

tentials are scanned between two limiting values µLi ∈
[µmin, µmax] at finite temperature. For each sGCMC sim-
ulation with a given Li chemical potential µ, the content
of each charge-decorated species is averaged over the sam-
pled MC structures from the equilibrium. The Li chem-
ical potential can be converted into the cathode voltage
using V = −(µ− ELi)/e.
In this work, the numerical simulations were imple-

mented with the open-source software package smol [42].

D. The ensemble average method

Unlike ordered intercalation compounds which are
characterized by a small number of local environments,
the configurational disorder in DRX creates an abun-
dance of local chemical environments, leading to a sig-
nificant variation of Li extraction energy from different
sites [43, 44]. This multitude of environments is difficult
to capture in a single small unit cell. Instead, we sam-
ple the delithiation from multiple distinct structures and
obtain the true lithiation curve as the ensemble average
of them.

We use a canonical MC simulation to generate an
ensemble of fully lithiated (i.e., pristine) configurations
{σi}, from which multiple representative structures are
drawn. The CE model used to generate the canoni-
cal MC structures is reported in Ref. [45]. To recover
the actual SRO in DRX, we require that the average
of physical quantities in the collection of representative
structures be approximately equal to the actual ensemble
average, assuming infinitely many structures are drawn
from the ensemble (⟨Π⟩ens ≈ ⟨Π⟩∞ = Π̄SRO). For sim-
plicity, in this work, we verify that the average energy
⟨E⟩ens = ⟨Π⟩ens ·J ≈ Π̄SRO ·J converges to the ensemble
average with an increasing number of selected structures.

Each simulated fully lithiated structure contains 120
atoms (Li39Mn12Nb9O48F12) with a supercell lattice con-
stant of ∼ 10 Å. We rationalize the choice of such a su-
percell size because ∼ 10 Å is a good cut-off to maintain
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Li+ + Mn2+ à Mn3+ + Vac

…

(1)

(2)

(3)
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Table-Exchange method in GCMC

Li+ + Mn3+ à Mn4+ + Vac

Li+ + O2+ à O− + Vac

2 Mn3+ à Mn3+ + Mn4+

Mn4+ + O2- à Mn3+ + O−

Combination of (1) – (3)

…

Charge-neutral constraints
• Linear dependency
• Insufficient sampling

||𝓙||0 ≤ rank(𝚷!) < dim(𝓙) 

𝜇"||𝓙||0 in Eq.(9)
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Sparse 
regression

(a)

(b)

(c)

(d)

FIG. 3. (a) An illustration of the rank deficiency in the ECI fitting. The left empty bar represents the dimension of predefined
ECIs with dim(J) = 858. The middle empty bar indicates the number of structures sampled in the feature matrix with
dim(ΠS) = (463× 858). The blue shaded area overlapping the middle bar indicates a feature matrix of rank(ΠS) = 287. The
right solid blue bar represents the number of non-zero ECIs after an ℓ0ℓ2-norm regularized sparse regression, giving ||J ||0 = 169.
(b) An illustration of the TEs used in charge-balanced sGCMC. (c)–(d) The distribution of total on-site magnetizations of Mn
(c) and O (d) atoms among all DFT-r2SCAN calculated structures in the chemical space of Li1.3−xMn0.4Nb0.3O1.6F0.4. The
valence of each Mn and O atom is determined by the on-site magnetization. From the histogram, the classification boundary
between Mn4+/3+ and Mn3+/2+ is estimated to be 3.25µB and 4.1µB , and the O− classification is estimated to be 0.5µB . (As
the percentage of O2− with a low magnetization is too large compared to the percentage of O−, the panel (d) is truncated on
the y-axis.)

enough distance between each atom and its periodic im-
ages and to encapsulate all cluster-interaction distances.
Subsequently, sGCMC simulations are performed for ev-
ery structure in the ensemble, and for a given chemical
potential, the species (e.g., Li) content is computed using
the following average

⟨xµ
Li⟩ =

1

Nens
(x̄1 + x̄2 + ...), (8)

where {x̄1, x̄2...} are the averaged Li content given by
the thermally equilibrated sGCMC sample starting from
each structure. In this work, we used 30 disordered struc-
tures for the ensemble average.

III. SIMULATION RESULTS

We demonstrate the procedures presented above
to model the intercalation thermodynamics of
Li1.3−xMn0.4Nb0.3O1.6F0.4 (LMNOF). Figure 5(a)
presents the simulated and the experimental voltage
profiles [45]. The solid green line is the experimental
charging profile under a low current density (20 mA/g)
between 1.5 and 5.0 V. The bottom of the discharge
state (1.5 V) is aligned to be the fully lithiated state
(Li1.3Mn0.4Nb0.3O1.6F0.4). The green dots represent the
computed voltage profile at T = 300 K. The slope and
turning point in the slope are in good agreement with
the experimental profile for 0.4 ≤ x ≤ 1.3, indicating
that the Li/vacancy interaction and redox potentials of
Mn and O are well described in our model. In the highly
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FIG. 4. An illustration of charge-balanced sGCMC on an ensemble of disordered structures (Green: Li, white: vacancy, other
colors: different TM species, anions are not displayed). An ensemble of fully lithiated disordered structures is first generated
and referred to as the pristine state. The sGCMC is performed to topotactically delithiate each pristine structure at decreasing
Li chemical potentials µLi (i.e., increasing voltages V ). The content of species is averaged over each sGCMC sampling and all
the pristine structures.

charged region (x < 0.7) specifically, the simulation
shows remarkably good agreement with the experiment
reproducing the fact that the slope of the profile becomes
flatter at x ∼ 0.7 (marked by the gray dashed line in Fig.
5(a)). The computed voltage profile is systematically
lower than the experimental one, which is well-known
for most DFT functionals that are not augmented with
a Hubbard U correction [46]. Even though the SCAN
functional removes more self-interaction than previous
LDA and GGA [47], it does not fully remove it and
underestimates the intercalation voltage.

The fraction of each redox-active species during inter-
calation is presented in Fig. 5(b). Mn2+/3+/4+ are rep-
resented by orange/green/blue dots, and O− are repre-
sented by red dots. Comparing Fig. 5(a) and (b) makes
it apparent that the Li content where the voltage profile
flattens (x ∼ 0.7) corresponds to the start of the oxida-
tion of O2− to O−. The lowering of the voltage slope as
the system changes from TM redox to O redox is consis-
tent with the higher dilution of the oxygen charge com-
pared to TM redox centers. Figure 5(b) also reveals sev-
eral key points about the redox mechanism in LMNOF.
The oxidation of Mn does not appear consecutively from
Mn2+ to Mn3+ to Mn4+. The amount of Mn3+ and Mn4+

increase simultaneously as Mn2+ begins to be oxidized.
The fact that different oxidation states of Mn co-exist
over a wide range of Li content is likely due to the vari-
ety of local chemical environments induced by cation dis-

order. The co-existence is consistent with the marginal
stability of Mn3+ and its propensity to disproportionate
into Mn2 and Mn4+ when it cannot exist in an environ-
ment where it can lower its energy significantly through a
Jahn–Teller distortion [48]. O-redox occurs after all the
Mn2+ has been consumed but before all the Mn atoms are
fully oxidized to +4 valence. The hybridized redox mech-
anism between Mn and O has been confirmed by previous
synchrotron characterization experiments [45] and on re-
lated materials Li1.2Mn0.4Ti0.4O2.0 by mass spectroscopy
[49].

IV. DISCUSSION

Typical modeling of the intercalation energetics only
includes the Li/vacancy degree of freedom, assuming that
the electronic degrees of freedom can be integrated out.
Integrating out degrees of freedom is based on two key
assumptions [50]: (1) One assumes that the degree of
freedom that is variationally removed is always optimized
in the DFT calculation. More specifically, this would re-
quire that for a given Li/vacancy configuration, the DFT
calculation can easily find the charge decoration with
the lowest energy. While this is a reasonable assump-
tion for systems with a highly delocalized charge such as
LixCoO2 [51], it is unlikely to be the case for disordered
systems where the variation of local environments and
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(a)

(b)

(c)

𝑑𝑥
𝑑𝑉

FIG. 5. (a) Calculated (circle) and experimental (solid line)
voltage profiles of (Li1.3−xMn0.4Nb0.3O1.6F0.4). (b) Calcu-
lated content of Mn2+, Mn3+, Mn4+ and O− per f.u. as a
function of Li content (x). (c) Comparison of voltage profiles
generated with a charge-decorated CE (green dots) and a CE
without charge decoration (red dots). The shaded area rep-
resents the distribution of the derivative quantity | dx

dV
|, which

reflects the Li-site energy distribution during the intercalation
process.

the highly localized charge easily lead to charge metasta-
bility in DFT. (2) The second assumption when degrees
of freedom are variationally removed is that their entropy
contribution can be neglected, as their variational opti-
mization is supposed to find their ground state. The role
of electronic entropy in intercalation systems is yet to be
fully understood, but at least in LixFePO4 it has been

shown to be critical to reproduce the correct intercala-
tion behavior [15]. Both assumptions are unlikely to be
valid in DRX cathodes, given their multitude of possible
redox couples and large variations of energetic environ-
ments.

To illustrate the significance of accurately capturing
the electronic degree of freedom in DRX materials, we
fitted another CE parameterizing only the Li/vacancy in-
teractions. Mn and O atoms are considered single charge-
less species regardless of their oxidation states in such
a CE. The computed voltage profiles with the charge-
decorated CE (in green) and the undecorated CE (in red)
are compared in Fig. 5(c). The undecorated CE yields
a featureless voltage profile and virtually no change of
slope as a function of Li content. The mechanism-related
details are poorly portrayed in the profile. The shaded
areas in Fig. 5(c) are the relative derivative of capac-
ity with respect to voltage (dx/dV ). Two distinct peaks
are observed in the charge-decorated calculation (green),
indicating the contribution from the Mn-redox and O-
redox, whereas they cannot be adequately distinguished
in the undecorated version (red).

We also highlight the importance of using the ensem-
ble average method to capture the multitude of environ-
ments in disordered systems. In principle, one can ap-
proach the representation of disordered systems by us-
ing a single structure in a very large supercell (e.g., spe-
cial quasi-random structure (SQS) approach [52]) or by
making an ensemble of multiple smaller-sized supercell
structures and taking an average of the computed quan-
tities. These two approaches are statistically equivalent,
given that enough structures have been used with the
smaller-sized supercells. Figure 6(a) shows the number
of the structures required for the average energy per atom
over structures to convergence within ±1 meV/atom of
the equilibrium average ⟨E⟩∞ when choosing from an
ensemble of representative structures in canonical MC
[45]. The green line represents the results in a super-
cell of 960 atoms, whereas the orange line represents
the results in a supercell of 120 atoms. The smaller-
sized supercell requires drawing ∼ ten times more struc-
tures to converge, with the number of structures required
roughly scaling with the supercell size (960 = 120 × 8).
A large supercell approaches the actual distribution of
SRO with fewer structures. However, a much longer MC
sampling time is required in a large supercell, whereas
in a smaller supercell, one can easily benefit from paral-
lelizing multiple pristine structures to require much less
total time consumption. To illustrate this factor, we in-
troduce computational efficiency as a quantitative bench-
mark for sGCMC. Figure 6(b) shows the computational
efficiency in sGCMC at varied voltages in supercells with
120 (orange) and 960 (green) atoms. Higher efficiency
indicates that less computational time is required (see
details about the definition in the Appendix). Approx-
imating the computational efficiency, the sampling time
required in each pristine structure scales ∼ O(N1) with
the supercell size. Therefore, with the help of paralleliza-
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(a)

(b)

FIG. 6. (a) Average energy (per atom) among pristine struc-
tures as a function of the number of pristine structures se-
lected in an ensemble. The red-shaded region indicates a
variation of ±1 meV/atom of ⟨E⟩∞. The orange/green lines
represent the results of the supercell structure with 120/960
atoms, respectively. (b) Comparison of computational effi-
ciency (defined in Eq. (C.1)) between supercells with 120
and 960 atoms, computed and averaged over all the pristine
structures in the ensembles.

tion, using an ensemble of smaller structures is statisti-
cally as accurate but practically more efficient than using
fewer large structures. An ensemble of smaller struc-
tures is also more tractable in DFT for computing other
properties when necessary, such as electronic structure,
whereas DFT is computationally prohibitive in large su-
percells even when the SRO can be well presented.

Finally, we like to discuss the necessity of using enough
structure samples when smaller-sized supercells are used
to model disordered systems. Figure 7 shows the vari-
ance of redox-active species with respect to the averaged
Li content. As a result of the disorder, the variance
in the content of each species among pristine structures
is not negligible. This further discourages the methods
based on convex-hull and direct DFT evaluations (e.g.,
GS-algo) to accurately determine voltage profiles for ma-
terials with significant disorder such as DRX. When the
size of the supercell in which one enumerates possible
Li/vacancy and charge configurations is too small or the
number of structure samples is too few, as is often the

case in GS-algo, the variance resulting from different local
chemical environments cannot be adequately captured.

V. SUMMARY & OUTLOOK

In DRX materials, the abundance of available redox-
active transition metals creates new opportunities for
cathode design, such as using the redox reactions be-
tween Cr3+/Cr4+/Cr6+ [53, 54], V3+/V4+/V5+ [55], or
even Fe2+/Fe3+/Fe4+ [56]. However, the high number
of chemical components, distinguished by their valence
states in DRX materials renders the “curse of dimen-
sionality” (CoD) the main simulation obstacle [57]. As
the complexity of the energy model grows with the num-
ber of components and charge decoration, the computa-
tional cost grows exponentially fast. For example, CoD
has been an essential impediment for the computational
design of high-entropy cathodes [6, 54].
In this work, we propose the following procedure to ob-

tain accurate intercalation voltage profiles in DRX with
multi-redox reactions: (1) build a training set contain-
ing different fully lithiated structures and enumerate the
Li/vacancy orderings at varied delithiation levels cal-
culated by DFT; (2) construct a charge-decorated CE
Hamiltonian and fit the ECIs using the sparse regression
technique to address the fast growth of the cluster ba-
sis and rank-deficiency issues (e.g., ℓ0ℓ2-norm regularized
regression); and (3) run sGCMC in an ensemble of dis-
ordered structures under charge balance to obtain physi-
cally rational energetics and compute the voltage profiles.
As demonstrated in this work, the workflow above pro-

vides an effective way to study the intercalation chem-
istry of oxides with Mn and O redox activity. Look-
ing forward, the recent development of machine-learning
force-fields (MLFF) may provide new opportunities to ac-
celerate the training structure generation process by ac-
curately approximating DFT calculations [58–61]. The
CE Hamiltonian can be further obtained by coarse-
graining the MLFF predicted configurational energy, es-
pecially using the charge-informed MLFF to include the
heterovalent states of transition metals [60]. We believe
such an approach has the potential to bridge up first-
principles calculations, force fields, and cluster expan-
sions and give a higher accuracy sampling at a lower
computational cost to study intercalation chemistries in
energy storage materials.
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Appendix A: DFT Calculations

DFT calculations were performed with the Vienna ab
initio simulation package (VASP) using the projector-
augmented wave method [62, 63], a plane-wave basis set
with an energy cutoff of 520 eV, and a reciprocal space
discretization of 25 k -points per Å−1. All the calculations
were converged to 10−6 eV in total energy for electronic
loops and 0.02 eV/Å in interatomic forces for ionic loops.
To model the Li-Mn-Nb-O-F oxyfluoride system, we re-
lied on the regularized strongly constrained and appropri-
ately normed meta-GGA exchange-correlation functional
(r2SCAN) [47, 64], which is believed to better capture
the cation–anion hybridization and Li coordination pref-

erence [65]. r2SCAN provides better computational effi-
ciency than the earlier version of SCAN [66].

Appendix B: Table Exchange in sGCMC

Because the TE Metropolis steps are proposed by ran-
domly selecting and exchanging species in a configura-
tion, the forward and backward proposal probability for
a TE step can be imbalanced. To ensure detailed bal-
ance in the simulation, the acceptance probability of a
TE step is adjusted as follows:

p = min {1, r} ,

r =

∏
us ̸=0 ns!∏

us ̸=0(ns + us)!
exp

[
−
(∆Eσσ′ −

∑
s µsus)

kBT

]
,

(B.1)
where σ and σ′ are the configurations before and after
applying the TE step, respectively; ns is the number of
species s in configuration σ before the step; us represents
the change of species s amount after the step; and the
vector value u = (u1, u2, ..., us) must fall into one of the
three aforementioned TE categories or their inverses. All
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TE categories and their inverses were selected with equal
probability.

Additionally, in the TE sGCMC, a percentage (w =
20%) of canonical swaps between the Li/vacancy and dif-
ferent oxidation states of the same elements are mixed
with TE steps to improve the efficiency of exploring dif-
ferent Li and electronic configurations within the same
compositions. For each chemical potential in sGCMC, we
applied simulated annealing from T = 5000 K to 100 K
to approach the Li/vacancy and oxidation states ground-
state configuration. Then, starting from such a ground
state, the sGCMC was run at T = 300 K with 500,000
steps to thermally equilibrate the system, and another
500,000 steps were used to generate a sample of configu-
rations for analysis [39].

Appendix C: Computational Efficiency

At each Metropolis step p in semigrand-canonical MC,
the Li content (xLi) at the current configuration is

recorded as xLi,p. We denote xLi,[p,q] as the average of xLi

in a block from simulation step p to step q. After thermal
equilibration, we define the block mean variance at block
length L, Var(xLiL), as the variance of the block means
xLi,[p,p+L], xLi,[p+L,p+2L], ... for each block containing L
samples. The block mean variance can be used as a
measure of uncertainty when estimating θ using a block
mean. With the block mean variance, we further define
the computational efficiency,

efft(xLi) =
τ2

TLVar(xLiL)
, (C.1)

where τ2 is the ensemble variance of Li content xLi ap-
proximated by the variance of all MC steps after thermal
equilibration, TL is the average CPU time spent in each
L-steps block. Given the same set of hardware used in
MC simulations, the higher the computational efficiency,
the less sampling time required for the uncertainty of
the average Li content (i.e., the block mean variance) to
be decreased below the same threshold. In brief, higher
sampling efficiency means less sampling time.
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