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Bioelectronic devices can provide an interface for feedback control of
biological processes in real-time based on sensor information tracking
biological response. The main control challenges are guaranteeing system
convergence in the presence of saturating inputs into the bioelectronic
device and complexities from indirect control of biological systems. In this
paper, we first derive a saturated-based robust sliding mode control
design for a partially unknown nonlinear system with disturbance. Next,
we develop a data informed model of a bioelectronic device for in silico
simulations. Our controller is then applied to the model to demonstrate
controlled pH of a target area. A modular control architecture is chosen to
interface the bioelectronic device and controller with a bistable phenomeno-
logical model of wound healing to demonstrate closed-loop biological
treatment. External pH is regulated by the bioelectronic device to accelerate
wound healing, while avoiding chronic inflammation. Our novel control
algorithm for bioelectronic devices is robust and requires minimum infor-
mation about the device for broad applicability. The control architecture
makes it adaptable to any biological system and can be used to enhance
automation in bioengineering to improve treatments and patient outcomes.
1. Introduction
Bioelectronic devices are a promising technology for precision medicine [1–5].
In particular, bioelectronic devices have been at the centre of smart bandages
[6,7]. Many of these bandages have advanced features on board such as sensors
to assess the state of wounds in real-time [8,9] and controlled release of
therapeutics in a variety of pathological conditions [10–12].

Applying feedback control to enhance the capabilities of smart bandages can
help to advance methods in precision medicine [4]. Feedback control is essential
to the regulation of natural biological processes and has been considered as an
approach to artificially guide or enhance existing biological systems (e.g. artificial
pancreas [13,14] and neuro-stimulation [15]). Bioelectronic devices provide an
interface between signal processing and biological tissue that allow one to pro-
gram custom feedback control strategies with sufficient resolution for enhanced
performance. To control biological systems, differential voltages are applied to
the bioelectronic device in order to drive the delivery or removal of biochemical
or biophysical signals to the extracellular environment [11,16,17]. These signalling
molecules, in turn, drive cellular response.

A feedback control algorithm then regulates applied voltages based on
observed biological response in real-time. In this application, control challenges
can arise from indirect control of biological systems, and the presence of
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Figure 1. Closed-loop control architecture for a biological model interfaced with a bioelectronic device.

royalsocietypublishing.org/journal/rsif
J.R.Soc.Interface

18:20210497

2

saturating inputs into the bioelectronic device. That is,
the bioelectronic device operates reliably only within a
bounded range of applied voltages. Voltages outside this
range can induce undesired chemical reactions. Researchers
have already demonstrated precise spatio-temporal control
over delivery of ions using bioelectronic devices [18] and
indirect control of stem cell membrane potential through this
interface [19]. However, directly addressing saturating inputs
into the bioelectronic device in controller design can guarantee
convergence for a broader set of conditions and expand
capabilities.

Many successful control techniques have already been
developed to deal with nonlinear multiple-input multiple-
output (MIMO) systems with input saturation. Most of these
methods are based on adaptive control [20–22], backstepping
[20–22], neural networks (NNs) [23–25] or combinations
thereof [24,25]. Although, all the mentioned works above
have powerful techniques to address saturation and unknown
dynamics, they require optimization, parameter estimation
and/or state observers, making them computationally
expensive or model-dependent. For example, backstepping
approaches require the system to be in a specific form,
and the need for the derivative of virtual inputs may cause
high complexity. On the other hand, adaptive NNs rely on
optimization and assume they can approximate a continuous
nonlinear function only in a specific compact set to guarantee
convergence, and this assumption might be violated in the
first initial steps of optimization in the NNs.

Here, we present a novel control method that takes
into consideration saturating signals (bounded input to the
bioelectronic device) with minimal information about
the device and reduced computational cost for real-time
implementation. The method needs no knowledge about
system parameter values and only calls for partial inform-
ation about the system’s general input-to-output structure,
which can be derived from experiments. To interface the
bioelectronic device with a biological system we choose a
modular feedback control architecture, where each
component (either the bioelectronic device or the biological
system) can be controlled separately and the whole closed-
loop system output follows a desired behaviour (figure 1).
This architecture lets us replace the biological model in the
loop, while keeping the bioelectronic device control design
intact for broad applicability.

We apply this method to a bistable phenomenological
model of wound healing. We choose wound healing to be
our target system because its complexity necessitates a
dynamic treatment to account for different needs at each
stage of wound healing [26–28]. For example, the wound heal-
ing process can be accelerated or prolonged by artificially
manipulating pH [29,30] depending on the timing. Here, we
consider an in silico system where external pH is regulated by
the bioelectronic device to accelerate wound healing, while
avoiding chronic inflammation. To this end, we model a
bioelectronic device known as a proton pump [18,19], where
the model parameters are estimated from experimental tests
carried out with the proton pump [18]. Finally, we show accel-
erated wound closure while avoiding chronic condition. We
incorporate noise into the simulations to show this approach
to be robust to unknown disturbances such as coupling
between a bioelectronic device and its biological target.

This paper proceeds as follows. Section 2 formulates a
general class of nonlinear systems and our goal is to make
the system output follow a desired trajectory. Section 3 pre-
sents a novel saturated-based sliding mode control method
for the system described in §2, such that the system output
converges to the desired value as t→∞. In §4, we first
model a bioelectronic device and fit parameters to our devel-
oped model based on the experimental data. The control
algorithm developed in §3 is then applied to the model to
regulate ion concentration in a target solution. In §5, we pre-
sent a bistable wound healing model and discuss how to
interconnect that model to an ion pump and controller to
avoid chronic situation and accelerate healing. Lyapunov
analysis and phase plane trajectory design is used to generate
a reference signal for the bioelectronic device. A number of
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simulations are conducted in §6 to verify the efficacy of our
proposed approach. Finally, we conclude our work in §7.
oyalsocietypublishing.org/journal/rsif
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2. Problem formulation for affine nonlinear
systems with input saturation

Bioelectronic devices, as will be verified later in this work,
can be approximated by a class of affine nonlinear systems.
We first derive a controller for the general case and then
apply it to the bioelectronic device.

Consider a MIMO affine nonlinear system with input
saturation, represented by the state space model

_x ¼ f ðxÞ þ GðxÞsatðwðuÞÞ þ dðtÞ
and y ¼ hðxÞ,

)
ð2:1Þ

where x [ Rn is the state vector of the system, satðwðuÞÞ [ Rm

is the control input (to the bioelectronic device in this appli-
cation), and y [ R p ðp � nÞ is the system output. The
function w(u) is applied artificially and designed by the user.
As one will note, the incorporation of w(u) facilitates controller
design and analysis. Let f ðxÞ [ Rn be an unknown locally
Lipschitz nonlinear function andGðxÞ [ Rn�m be an unknown
input coefficient matrix. However, we assume the sign value of
matrix G(x) is known. Finally, dðtÞ [ Rn represents a suffi-
ciently smooth disturbance. The operator satð�Þ [ Rm is an
operator such that

satðwðuÞÞ ¼
wðuÞ for smin , wðuÞ , smax

smin for wðuÞ , smin

smax for wðuÞ . smax:

8<
: ð2:2Þ

Let the actuating function w(u) take the following form:

wðuÞ ¼ w1ðu1Þ w2ðu2Þ � � � wmðumÞ½ �T ð2:3Þ
and be designed by the user such that

wið�Þ :R ! ½smin smax�: ð2:4Þ
This simplifies sat(w(u)) to w(u). We further expand the general
affine class in (2.1) by introducing a new fictitious input n [ Rm

as follows:

_x ¼ f ðxÞ þ GðxÞwðuÞ þ dðtÞ
_u ¼ n

and y ¼ hðxÞ:

9>=
>; ð2:5Þ

to both mitigate chattering from the sliding mode control
design and facilitate finding criteria for tracking convergence.
Our goal is to design a bounded function wi( · ), ν, and, thus,
u such that y→ yd when t→∞, where yd [ Rp is the desired
output vector.
3. Feedback control design
In this section, we derive a sliding mode control design for
the input saturated system (2.5), and conditions for conver-
gence. Sliding mode is a control technique that constrains
the dynamics of a closed-loop system by pushing the sys-
tem’s state trajectories into a manifold. We call this
manifold ‘s’ in the paper. The manifold should be designed
such that the temporal evolution of the state should converge
to the desired state when constrained to the manifold.
3.1. Preliminary derivations
Lemma 3.1. Given the dynamic system (2.5), the second derivative
of the state vector x with respect to time can be expressed as

€x ¼ rxf ðxÞ _xþ d
dt

ðGðxÞwðuÞÞ þ _dðtÞ

¼ rxf ðxÞ _xþ d
dt

ðGðxÞÞwðuÞ þ GðxÞ d
dt

ðwðuÞÞ þ _dðtÞ

¼ rxf ðxÞ _xþ d
dt

ðGðxÞÞwðuÞ þ GðxÞruwðuÞ _uþ _dðtÞ
¼ rxf ðxÞ _xþ c(x, u) _xþ GðxÞruwðuÞ _uþ _dðtÞ, ð3:1Þ

where the elements of matrix cðx, uÞ [ Rn�n are functions of w
and partial derivatives of G(x). In particular, the elements of
ψ(x, u) are computed as follows:

½cðx, uÞ�i,j ¼
@gi
@xj

wðuÞ, ð3:2Þ

where the vector gi(x) = [gi1(x), gi2(x),…, gim(x)] denotes the i’th
row of the matrix G(x).

Lemma 3.2. Consider the Lyapunov candidate function

V ¼ 1
2
sTs, ð3:3Þ

where

s ¼ Kxþ _x,

K ¼

k1 0 . . . 0

0 k2 0 . . . 0

..

.
0 . .

. . .
. ..

.

. .
.

kn�1 0

0 . . . 0 kn

2
66666664

3
77777775
,

ð3:4Þ

and ki . 0 8i. Note that if V→ 0, then the state dynamics are con-
strained to _x ¼ �Kx,which converges to zero exponentially by design.

Then we have

_V ¼ sT _s, ð3:5Þ
where _s ¼ K _xþ €x.We substitute the expression for €x from lemma 3.1
and get

_V ¼ sT _s

¼ sTðK _xþ €xÞ
¼ sTðK _xþrxf ðxÞ _xþ cð�Þ _xþ GðxÞruwðuÞ _uþ _dðtÞÞ
¼ sTððK þrxf ðxÞ þ cð�ÞÞ _xþ GðxÞruwðuÞnþ _dðtÞÞ: ð3:6Þ

Let

QT ¼ GðxÞruwðuÞ, ð3:7Þ
and

D ¼ K þrxf ðxÞ þ cðx, uÞ, ð3:8Þ
then

_V ¼ sTðD _xþQTnþ _dðtÞÞ: ð3:9Þ

We now define control laws ν and conditions for which
_V , 0. We first consider the case of full state feedback
under two scenarios. In the first scenario, we assume only
partial knowledge of G(x). In particular, we assume we know
the signs of elements of G(x). In the second scenario,
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we assume full knowledge of G(x) in order to highlight the
trade-offs in robustness of the controller. Finally, we consider
the case of partial state feedback control under the same
two scenarios.
ietypublishing.org/journal/rsif
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3.2. Full state feedback control
In this section, we consider the case where we want to control
the system’s states. That is, we have a desired reference for
our complete state vector x.

Theorem 3.3. Let system (2.5) be input-to-state stable (ISS) with
origin O [ Rn in the reachable set and y = x. Then, if there exists a
scalar ρ(t) > 0 such that

rðtÞ . k _xklmaxðDÞ þ k _dkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lminðQTQÞp , ð3:10Þ

where lmaxðDÞ and lminðQTQÞ are maximum and minimum
eigenvalues of matrices D and QTQ, respectively, the control signal

n ¼ �rsgnðQsÞ, ð3:11Þ
guarantees x→ 0 as t→∞.

Proof. Substituting the control signal (3.10) into (3.8) gives

_V ¼ sTðD _x� rQTsgnðQsÞ þ _dðtÞÞ: ð3:12Þ
Using properties of matrix norms it follows that

_V , kskðk _xklmaxðDÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lminðQTQÞ

q
rþ k _dkÞ: ð3:13Þ

Assuming an L2 norm, we replace ksk by
ffiffiffiffiffiffi
2V

p
from (3.3) to

get

_V ,
ffiffiffiffiffiffi
2V

p
ðk _xklmaxðDÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lminðQTQÞ

q
rþ k _dkÞ: ð3:14Þ

If ρ satisfies the inequality in (3.9), then the coefficient of
ffiffiffiffi
V

p

on the right side of the inequality (3.13) is negative definite.
By the comparison lemma and finite time convergence con-
ditions [31], V→ 0 in finite time. Therefore, the system
dynamics converge to the designed manifolds formulated
in (3.4) in finite time. Furthermore, on that manifold, x→ 0
as t→∞. ▪

Theorem 3.4. Let system (2.5) be input-to-state stable (ISS) with
origin O [ Rn in the reachable set and y = x. If there exist scalars
β > 0 and ρ(t) > 0 such that

rðtÞ . k _xklmaxðDÞ � kskblminðQTQÞ þ k _dkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lminðQTQÞp , ð3:15Þ

then the control signal

n ¼ �bQs� rsgnðQsÞ ð3:16Þ
guarantees x→ 0 as t→∞.

Proof. Substituting control signal (3.15) in (3.8) gives

_V¼�bsTQTQsþsTðD _x�QTsgnðQsÞrþ _dðtÞÞ

,�blminðQTQÞksk2þkskðk _xklmaxðDÞ�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lminðQTQÞ

q
rþk _dkÞ

,�kskðblminðQTQÞksk�k _xklmaxðDÞþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lminðQTQÞ

q
r�k _dkÞ:
ð3:17Þ
We replace ksk with
ffiffiffiffiffiffi
2V

p
from (3.3) to get

_V , �
ffiffiffiffiffiffi
2V

p
ðblmaxðQTQÞksk � k _xklmaxðDÞ

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lminðQTQÞ

q
r� k _dkÞ: ð3:18Þ

If ρ satisfies the inequality in (3.14), then the coefficient of
ffiffiffiffi
V

p

on the right side of the inequality (3.17) is negative definite. By
the comparison lemma and finite time convergence conditions
[31], V→ 0 in finite time. Therefore, the system dynamics con-
verge to the designed manifolds formulated in (3.4) in finite
time. Furthermore, on that manifold, x→ 0 as t→∞. ▪
3.3. Output feedback control
In this section, we consider the case where we want to control
the system output. The system output can either be simply
one of the system’s state/s, or a linear/nonlinear combination
of system states. In this approach, we define the manifold as

s0 ¼ Kyþ _y, ð3:19Þ
where K [ R p�p is a positive definite matrix and y = h(x) =
Cx, where C [ R p�n. For example, in our application to the
proton pump model, we only consider the concentration of
H as the output (to be controlled), and, therefore, can
choose C such that y represents the proton concentration.
We note that this simplification in the output function
holds for a broad set of applications and facilitates proof of
output convergence to zero in theorems 3.6 and 3.7.

Lemma 3.5. Consider the Lyapunov function V ¼ 1
2 s

0Ts0. Then

_V ¼ s0T _s0

¼ s0TðK _yþ €yÞ
¼ s0TðKC _xþ C€xÞ
¼ s0TðKC _xþ Cðrxf ðxÞ _xþ cð�Þ _xþ GðxÞruwðuÞ _uþ _dðtÞÞÞ
¼ s0TððKCþ Crxf ðxÞ þ Ccð�ÞÞ _xþ CGðxÞruwðuÞ _uþ C _dðtÞÞ:

ð3:20Þ
Let

Q0T ¼ CGðxÞruwðuÞ, D
0 ¼ KCþ Crxf ðxÞ þ Ccð�Þ ð3:21Þ

and

_d0 ðtÞ ¼ C _dðtÞ: ð3:22Þ

Then

_V ¼ s0TðD0
_xþQ0Tnþ _d0 ðtÞÞ: ð3:23Þ
Theorem 3.6. Let system (2.5) be input-to-state stable (ISS) with
origin O [ Rn in the reachable set and h(x) =Cx, where
C [ R p�n. If there exists a scalar ρ0(t) > 0 such that

r0ðtÞ . k _xklmaxðD0Þ þ k _d0 kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lminðQ0TQ0Þ

q , ð3:24Þ

then, the control signal

n ¼ �r0sgnðQ0s0Þ, ð3:25Þ
guarantees y→ 0 as t→∞.
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Proof. Theproof followsthe sameprocedure as in theorem3.3. ▪

Theorem 3.7. Let system (2.5) be input-to-state stable (ISS) with
origin O [ Rn in the reachable set and h(x) =Cx, where
C [ R p�n. If there exist scalars β0 > 0 and ρ0(t) > 0 such that

r0ðtÞ . k _xklmaxðD0Þ � ks0kb0lminðQ0TQ0Þ þ k _d0 kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lminðQ0TQ0Þ

q , ð3:26Þ

then the control signal

n ¼ �b0Q0s0 � r0sgnðQ0s0Þ ð3:27Þ
guarantees y→ 0 as t→∞.

Proof. The proof would follow the same procedure as for the-
orem 3.4. ▪

Remark 3.8. In order to meet inequality conditions ((3.9),
(3.14), (3.22), (3.24)), matrices QT Q and Q0TQ0 should be
non-singular.

Remark 3.9. By changing equation (3.4) to

s ¼ Kðx� xdÞ þ ð _x� _xdÞ, K . 0, ð3:28Þ
or, similarly, changing equation (3.18) to

s0 ¼ Kðy� ydÞ þ ð _y� _ydÞ, K . 0, ð3:29Þ
we can make x→ xd, y→ yd, respectively, as t→∞, as long as xd
and yd are in the reachable set andour system isnot time-varying.
This result follows from a coordinate transformation [31].

Conditions for convergence in theorems 3.3 and 3.6 might
require high gains, which can result in noise amplification or
an oscillatory response. At the cost of knowing Q and Q0, we
can choose theorems 3.4 and 3.7 for control design with
appropriate choices for β and β0 to satisfy conditions (3.14)
and (3.24), respectively. Note that increasing parameters β
and β0, admit lower boundary conditions for ρ and ρ0,
respectively. The lower boundary conditions cannot be arbi-
trarily decreased in theorems 3.3 and 3.6.

Actuating function w(u), as long as it is bounded within
the saturation thresholds, can be purposefully designed to
help us satisfy inequalities ((3.9), (3.14), (3.22), (3.24)). Increas-
ing ruwðuÞ, increases λmin(Q

TQ), which decreases the lower
bound on ρ. A potential trade-off could be increased sensi-
tivity to changes in u, potentially leading to a bang-bang
like control scheme.

Finally, we note that _x and _y is needed to compute the
control signal. It is possible to estimate _x and _y with a variety
of methods. While these techniques are susceptible to sensor
noise, in our case we mitigate the noise effect by filtering
the signal after sensing. Our simulations use backwards
difference and show satisfactory results.
4. Modelling and control of a bioelectronic
device

The feedback control laws developed in the previous sections
may be applied to many types of bioelectronic devices. In this
section, we apply the control to a family of bioelectronic devices
known an ion pumps. In particular, we consider the proton
pump described in [18,19]. We develop a dynamical model of
the system where parameters are determined using input-to-
output response of the device. We first briefly describe the
device and the experimental setup used to generate the data.

4.1. Proton pump description and experiments
The proton pump (figure 2) is a particular ion pump that is able
to change the pH level in a target solution through delivery of
H+ ions. This is a system with a nonlinear relation between the
input and output response. The proton pump consists of two
reservoirs: one is a source of charged ions H+, and another is
a target reservoir that interfaces with a biological system.
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Table 1. Estimated parameters of the proton pump model.

parameters values

D 0.1190

k̂ 0.1247

d1 20.0000

d2 6.6336

c1 0.7868

c2 0.0664

g 0.0039
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Applying voltage (VH+), as illustrated in figure 2, leads to redis-
tribution of ions between (a) and (c). Changes in concentration
of H+ and, hence, pH of the target area are tracked with the aid
of a fluorescent dye known as SNARF [32]. The mean pixel
value of the fluorescent image of the target area can be
mapped to output pH through a linear mapping derived
through calibrations. In this case, the mapping is pH =
0.0842FMPV+ 4.9192, where FMPV is the fluorescent mean
pixel value. Ion concentration is mapped to pH by the relation-
ship pH=−log10[H+]. In order to map the ion concentration to
the fluorescent image the two equations are combined to get
FMPV =−log10[H+]− 4.9192/0.0842.

The proton pump was housed within a microfluidic chan-
nel and the [H+] indicator SNARF-1 was loaded into the
microfluidic channel with a syringe. Furthermore, the proton
pump was connected to a Raspberry Pi controller board. This
setup allowed for dynamic control over H+ delivery in real-
time. In this experimental set-up, the input (applied voltage)
was determined by the feedback algorithm described in [19].
A baseline measurement of the fluorescence intensity (FI) in
themicrofluidic channel was recorded and used to set the start-
ing value (FI = 25); the reference signal was programmed to be
5 fluorescence intensity units higher than this measured value
(FI = 30). Over an experiment of 800 s, the fluorescent micro-
scope collected images every 2 s. The voltage was moderated
within the range of +/− 1.7 V. This voltage range was selected
to avoid excess electrolysis in the system. Here, we leverage
only the input/output data generated in the experiment.
4.2. Proton pump modelling
Let xp1 be the concentration of H+ in the target area and xp2 the
H+ concentration in reservoir (a) (figure 2). If no voltage is
applied to the system, the ions are redistributed between the
two volumes by diffusion. If control input voltage w(u) is
applied, the ions move from one volume to another depending
on the sign of w(u). Themodel of the proton pumpmay bewrit-
ten as

wðuÞ. 0

_xp1 ¼Dðk̂xp2 � xp1Þ þwðuÞ c1xp2

d1 þ xp2
� gxp1

_xp2 ¼Dðxp1 � k̂xp2Þ �wðuÞ c1xp2

d1 þ xp2

8>>><
>>>:

and wðuÞ � 0

_xp1 ¼Dðk̂xp2 � xp1Þ þwðuÞ c2xp1

d2 þ xp1
� gxp1

_xp2 ¼Dðxp1 � k̂xp2Þ �wðuÞ c2xp1

d2 þ xp1
,

8>>><
>>>:

9>>>>>>>>>>>>=
>>>>>>>>>>>>;

ð4:1Þ
where D is the diffusion coefficient, c1,2 and d1,2 are the par-
ameters of the nonlinear functions, g is the leakage rate, k̂ is
to keep an uneven equilibrium distribution without voltage
due to the design of the proton pump and the saturated actuat-
ing function w(u) satisfies (2.4). The rate of voltage-driven ion
exchange between the volumes is described by saturating non-
linear functions.

In order to estimate the parameters of the model, we fit
the model to time series data mapping device input w(u) to
output xp1 using experimental data [18].

We used Grey-Box Estimation from the Matlab System
Identification Toolbox for the model-data fitting procedure.
An example of simulation of the model output and real
measured data is shown in figure 3. The values of the esti-
mated parameters are shown in table 1. The root mean
square error (RMSE) is commonly used to measure the differ-
ence between a model and the data that the model is trying to

capture. The formula for the RMSE is:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1ðx̂� xÞ2=N
q

. The

RMSE calculated for the simulation here is 0.3459 and might
vary from one experiment to another.
4.3. Proton pump control
Our goal is to control proton concentration (xp1 ) in the tar-
geted area (c) as depicted in figure 2. The proton pump
model (4.1) can be represented in the form of system (2.1)
as follows:

wðuÞ . 0
_xp ¼ f ðxpÞ þ GðxpÞsatðwðuÞÞ
yp ¼ xp1

(

and wðuÞ � 0
_xp ¼ f

0 ðxpÞ þ G
0 ðxpÞsatðwðuÞÞ

yp ¼ xp1

(
9>>>>=
>>>>;

ð4:2Þ
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where

wðuÞ . 0

f ðxpÞ ¼
Dðk̂x p2 � xp1Þ � gxp1

Dðxp1 � k̂x p2Þ

" #

GðxpÞ ¼
c1xp2
d1þxp2

� c1xp2
d1þxp2

2
4

3
5

8>>>>>><
>>>>>>:

and wðuÞ � 0

f
0 ðxpÞ ¼

Dðk̂x p2 � xp1Þ � gxp1

Dðxp1 � k̂x p2Þ

" #

G
0 ðxpÞ ¼

c2xp1
d2þxp1

� c2xp1
d2þxp1

2
4

3
5:

8>>>>>><
>>>>>>:

9>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>;

ð4:3Þ

We apply the control scheme developed in theorem 3.6 to
regulate xp1 . We note that bioelectronic devices in general are
ISS, the corresponding matrix Q0TQ is non-singular, and, fur-
thermore, _xp1 and _xp2 are bounded. This implies the existence
of a gain ρ0 for convergence.

We design ν according to (3.23), where C = [1 0] or y ¼ xp1.
The only information we need from the proton pump model
is the sign value of CG(xp) and CG0(xp), which are both posi-
tive given xp1 and xp2 represent proton concentrations and are
positive. Based on the common Lyapunov function theorem
in switching systems [33], as long as there exists a gain ρ0

such that the inequality (3.22) holds for both systems in
(4.2), then convergence is guaranteed according to theorem
3.6. The desired manifold is

s0 ¼ kðxp1 � xp1d
Þ þ ð _xp1 � _xp1d

Þ ð4:4Þ

with k = 1. We set ρ0 = 2 and w(u) = 1.7sin(u), where 1.7 is the
pump actuation threshold voltage.

Choosing w(u) = 1.7sin(u) over a monotonic function
(e.g. logistic function) has the advantage of avoiding
convergence of ruwðuÞ to zero (i.e. avoiding singularity
of Q0TQ0) as u→∞. Furthermore, the set of
u ¼ fu [ RjruwðuÞ ¼ 1:7 cosðuÞ ¼ 0g has measure zero and
does not affect convergence results [34].

Two numerical simulations are conducted in MATLAB

Simulink to verify the performance of our proposed control
scheme on the proton pump, one for setpoint regulation
(figure 4) and another one for sinusoidal trajectory tracking
(figure 5).
5. Wound healing process modelling and control
5.1. Ions and wound healing
There are several stages of wound healing, of which the most
important are inflammation and reparation. During inflam-
mation the immune system cleans the wound of debris and
infection. The recovery stage may be represented as prolifer-
ation and reparation; during this stage new tissue replaces
damaged tissue. In some cases, the transition from inflam-
mation to recovery does not occur and the wound becomes
chronic [28].

Controlled supply of ions may be promising in wound
healing care. For example, sodium ions are important for
immune reaction against pathogens; however, excess
sodium prevents tissue reparation [35]. Potassium ions may
exert an anti-inflammatory effect on macrophages [36] and
pH, defined by the concentration of H+ ions, is important
both for inflammation and for tissue reparation [29,37].
As summarized in [29], during inflammation, wound pH
gradually decreases to approx. 5.5 and then rises to 7.5–8
at the end of granulation tissue formation. After that, in
acute wounds pH returns to 6–6.5 during re-epithelialization,
and in chronic wounds pH stays at approx. 7.5. The growth
of pathogen microorganisms is decreased at low pH [38].
Furthermore, the activity of many proteases needed for
extracellular matrix reorganization is pH-sensitive [39].
If the activity of proteases does not diminish at the
appropriate stage of reparation, chronic inflammation can
ensue [29].
5.2. A mathematical model of wound healing
In order to test applicability of the controller to wound heal-
ing, we propose a phenomenological model of wound
healing. The wound is represented as a bistable system: one
stable point corresponds to healthy tissue and another
stable point represents the chronic situation. At the initial
time of injury, the system begins to move towards the healthy
stable equilibrium point. However, in some cases, the system
may be attracted to the chronic state, which corresponds to
the wound not healing. The model of wound healing consists
of two equations:

_x1 ¼ �ðx1 � x2Þðx1 � x2 � dÞðx1 � 1Þ
and _x2 ¼ �gx2, g . 0,

)
ð5:1Þ
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where 0≤ x1≤ 1 is a measurement of inflammation with
x1 = 0 indicating a healthy state and x1 > 0 corresponding to
inflammation. Let x2≥ 0 be a wound media variable that
defines the state of the wound, and γ is the degradation
factor for x2. For example, wound pH is known to decrease
during inflammation [29], i.e. concentration of H+ ions
increases during inflammation.

System (5.1) has three equilibrium points (0, 0), (δ, 0),
(1, 0), representing healed, intermediate and chronic situ-
ations, respectively. Applying the first method of Lyapunov
shows equilibrium points (0, 0), (1, 0) are stable and (δ, 0) is
an unstable equilibrium point. Based on initial conditions,
natural wound healing can converge to the healed or chronic
situation (figure 6a).

A naive approach to accelerating wound healing might be
to increase the degradation rate γ. However, note that increas-
ing the degradation rate γ changes the shape of the separatrix
such that wound healing may be accelerated but the basin of
attraction for healthy wound healing is decreased (figure 6b).
Wound healing trajectories are fastest near the separatrix but
in a noisy system an amplified system response poses the
added risk of being pushed to a chronic state. In the next sec-
tion, we present a hybrid controller that accelerates wound
healing, while minimizing the risk of chronic inflammation.

5.3. Wound healing control
Our control goals are twofold. First, we would like to increase
the basin of attraction for the equilibrium point (0, 0) repre-
senting healthy tissue. In this way, we can avoid a chronic
situation independent of the initial condition. Second, we
would like to accelerate wound healing. We assume that we
can manipulate x2 but not x1. However, we assume that
sensing is available for both variables.

To control wound healing via a bioelectronic device, we
use the control architecture shown in figure 7. A model of
wound healing directed by a bioelectronic ion pump can be
generally written as

_x1 ¼ �ðx1 � x2Þðx1 � x2 � dÞðx1 � 1Þ
_x2 ¼ �gx2 þ w1ðx1, x2Þ � w2ðx1, x2Þ

and y ¼ x1,

9>=
>; ð5:2Þ

where w1ðx1, x2Þ ¼ xp1 and w2ðx1, x2Þ ¼ x0 p1 are the concen-
tration of distinct ions delivered by a bioelectronic device.
We let w1 represent additional proton injection and w2
represent a second charged molecule that neutralizes H+. In
this section, we derive the feedback control laws w1(x1, x2)
and w2(x1, x2) that do not violate any physical or biological
constraints, while accelerating wound healing. The bioelec-
tronic device is then tasked with tracking these desired
concentrations. Our main goal here is to design xp1d

to
avoid chronic equilibrium point for almost any initial value,
and then design x0p1d to accelerate healing time when we
are in the basin of attraction of the equilibrium point
representing healthy tissue.

We propose the following control design for (5.2):

xp1d

x0 p1d

" #
¼

k1x1
0

� �
gð1� dÞ , k1 , g, if x1 þ x2 � d

0
k2x2

� �
k2 . 0, k2 . 2d� g, if x1 þ x2 , d

8>><
>>:

ð5:3Þ
which we will show guarantees that the closed-loop system
trajectory (x1, x2) converges to (0, 0) regardless of initial
value and is accelerated in the region x1 + x2 < δ. We also
note that positivity of the system is conserved. That is, x1≥
0 and x2≥ 0. Two bioelectronic ion pump controllers can
be designed separately based on theorem 3.6 and control
law (3.23) to make xp1 (H+ concentration) follow xp1d

in
the first ion pump (proton pump) and x0 p1 (molecule/ion
concentration that neutralizes H+) follow x

0
p1d

in the second
ion pump.

Our first goal is to increase the basin of attraction for
healthy tissue (chronic avoidance). The following controller
ensures system (5.2) converges to (0, 0) independent of the
initial value:

w1ðx1, x2Þ ¼ k1x1, gð1� dÞ , k1 , g

and w2ðx1, x2Þ ¼ 0:

)
ð5:4Þ

System (5.2) and (5.4) preserves the stable equilibrium
point (0, 0) representing healthy tissue, while shifting the
unstable point to (1, (k1/γ)) and the stable point representing
chronic inflammation to ((δγ/γ− k1) > 1, (δk1/γ− k1)). Figure 8
depicts the closed-loop phase plane of the healing process
with γ = 1, k1 = 0.6 and δ = 0.6, where for 0 < x1, x2 < 1 all
trajectories go to (0, 0).

The next goal is to accelerate the healing process (while
maintaining convergence to (0, 0)) by increasing the rate of
decay for x2.

Setting

w1ðx1, x2Þ ¼ 0

and w2ðx1, x2Þ ¼ k2x2, k2 . 0, k2 . 2d� g

)
ð5:5Þ

preserves (0, 0) as a stable equilibrium point. To find
the basin of attraction for (0, 0) under (5.5), we define the
Lyapunov function candidate (given x1,2≥ 0)

Vðx1, x2Þ ¼ x1 þ x2: ð5:6Þ
The derivative of V(x1, x2) along the system described by (5.2)
and (5.5) is

_Vðx1, x2Þ ¼ _x1 þ _x2
¼ �ðx1 � x2Þðx1 � x2 � dÞðx1 � 1Þ � gx2 � k2x2:

ð5:7Þ
We show the set VB ¼ fx1, x2 [ Rþ < f0g j x1 þ x2 , dg ¼
VB1 <VB2 ¼ fx1, x2 [ Rþ < f0g j x1 þ x2 , d> x1 � x2 � 0g
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<fx1, x2 [ Rþ < f0g j x1 þ x2 , d> x1 � x2 , 0g is a basin
of attraction to (0, 0) for (5.2) and (5.5). As 0≤ x1≤ 1 and
x2≥ 0, in VB1

x1 � x2 � 0

x1 � 1 � 0

and x1 � x2 � d � x1 þ x2 � d , 0

9>=
>; ð5:8Þ

which means _Vðx1, x2Þ , 0 for x1 and x2 in VB1 except (0, 0).
In VB2

x1 � x2 , 0

x1 � 1 � 0

and x1 � x2 � d � x1 þ x2 � d , 0

9>=
>; ð5:9Þ

and _Vðx1, x2Þ can be upper bounded as below

_Vðx1, x2Þ , �2dðx1 � x2Þ � ðgþ k2Þx2, ð5:10Þ

because x1 > 0

_Vðx1, x2Þ , 2dx2 � ðgþ k2Þx2, ð5:11Þ

and as k2 > 2δ− γ in (5.5) and x2≥ 0, _V , 0 in VB2 except
at (0, 0).
6. Simulations
In this section, a set of simulations are conducted on the phe-
nomenological wound healing model (5.1), both open-loop
and closed-loop, to verify the effectiveness of our proposed
method including chronic situation avoidance and healing
process acceleration.
6.1. Natural healing process
Figure 9 shows x1 and x2 trajectories for an initial value close
to the chronic situation based on model (5.1) and with no
control input. It canbeobserved thatwoundconverges to chronic
point (x1 = 1) and x2 goes to zero. This stable equilibrium point is
undesirable and a closed-loop regulation is needed to avoid it.
6.2. Closed-loop healing process with a single ion
pump

In this simulation, one ion pump (with existence of white
noise) is used to regulate proton injection to avoid the chronic
situation based on (5.4). Figure 10 indicates the ion pump
control voltage signal, the desired proton concentration and
the measured proton concentration, which converges to
desired one. Figure 11 depicts system trajectories of the
wound, which converge to the healed point (0, 0) as desired.
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6.3. Closed-loop healing process with two ion pumps
Two ion pumps are controlled here based on system (5.3).
Figure12 showsthecontrol signal for the first ionpumpregulating
proton injection. Figure 13 shows the second ion pump control
signal regulatingx

0
p1 delivery.Figure14showsacceleratedconver-

gence to (0, 0) when compared with figure 11 for the single ion
pump system (5.4). Accelerated wound healing is achieved with
the second ion pump which increases x2 decay rate.
7. Conclusion
In summary, we propose that an effective approach to
controlling complex biological processes interfaced with a
bioelectronic device is through a modular control architecture.
The modular feedback control architecture allows one to
design the controller for the bioelectronic device independent
of the biological process in the loop. That is, our controller
design does not have any dependence on the wound healing
model. The wound healing model is instead used to inform
the desired wound environment to be achieved by the bioelec-
tronic device. We note that the time scale of the dynamical
response of the bioelectronic device to changes in voltages is
orders of magnitude faster than that of biological processes
in wound healing. Thus, we do not need to be concerned
with the required changes in pH for acceleratedwound healing
happening at a time scale faster than convergence of the con-
troller. The bioelectronic device is controlled through a novel
saturated-based sliding mode control method and its respect-
ive reference signal is designed based on a desired biological
response. We applied this method to a bistable phenomenolo-
gicalmodel ofwoundhealing. In thiswork,we used Lyapunov
analysis and phase plane trajectory design to generate the refer-
ence signal for the bioelectronic device in order to avoid
chronic wounds and achieve accelerated wound closure. We
note that many biological systems exhibit multistable behav-
iour [40] and, thus, our results can generalize to a broader
range of applications. Finally, in the future, we will explore



Figure 15. Optical image of actual device. Panel (c) Represents the area
where microscopic readings are taken. This is a 5 × 5 array where voltages
can be applied to change pH in the target area.
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data-driven methods to generate reference trajectories in real-
time for optimal wound closure.
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Figure 16. Optical image from the microscope. The dashed lines are the
columns where microelectrodes are located and can be actuated.
Appendix A

Ion pumps are bioelectronic devices that interface with bio-
logical systems by controlling the concentration of ions in
solution. Ion pumps can be tuned for control of a specific
ionic species such as protons to change pH. The means of
operation for an ion pump is the application of an electric
field to induce electrophoretic movement of ions into a
target solution. In this case, a Raspberry Pi controller running
a control algorithm is used to drive the voltage on the electro-
des of an ion pump array built within a microfluidic channel
(figures 2 and 15). The device’s microfluidic channel is
loaded with a pH-responsive fluorescent dye solution
(SNARF-1), images are captured with a fluorescence micro-
scope (figure 16). The mean pixel value of the target area
from the new image is computed and mapped to ion concen-
tration in the target area. This value is fed back to the ion
pump controller and is used to drive the ion concentration
in solution to a pre-prescribed step function using a closed-
loop control algorithm. The ion pump array operates by
applying a voltage between palladium-coated array electro-
des located beneath a polyelectrolyte ion bridge and Ag/
Agcl electrodes in the target microfluidic channel. The palla-
dium electrodes selectively absorb and release H+ due to a
material property of palladium and this confers selectivity
and efficiency to the system. The ion bridge that covers the
palladium electrode array spans the gap between a reservoir
channel and a target microfluidic channel and acts as a H+

source for the system. When a positive voltage is applied
between the palladium electrode array and the Ag/AgCl
counter electrodes, H+ are released from the ion bridge into
the target solution. When a negative voltage is applied, the
protons are pulled back into the ion bridge and are absorbed
by palladium, forming palladium hydride. The ion pumps
were connected to the Raspberry Pi controller board with a
custom adapter and 50 μM of the [H+] indicator SNARF-1
dispensed in 0.1M Tris buffer was loaded into the microflui-
dic channel with a syringe. SNARF-1 indicator has a
fluorescence intensity magnitude that is sensitive to pH.
The ion pump was fitted onto a BZ-X710 fluorescence micro-
scope (objectives: excitation 560/40 nm, emission 630/75 nm)
stage with a custom acrylic adapter. A baseline measurement
of the fluorescence intensity (FI) in the microfluidic channel
was recorded and used to set the starting value in a step func-
tion (FI = 25), the step was programmed to be 5 fluorescence
intensity units higher than this measured value (FI = 30).
Over an experiment of 800 s, the fluorescent microscope col-
lected images every 2 s and the mean pixel fluorescence
intensity value from the target area was computed and fed
back to the ion pump control algorithm. The control algor-
ithm responded to error in the expected and real
fluorescent values of the device by modulating the voltage
within the range of +/−1.7 V. This voltage range was
selected to avoid excess electrolysis in the system.

https://onlinelibrary.wiley.com/doi/full/10.1002/aisy.202000140
https://onlinelibrary.wiley.com/doi/full/10.1002/aisy.202000140
https://onlinelibrary.wiley.com/doi/full/10.1002/aisy.202000140
https://ieeexplore.ieee.org/abstract/document/9163327
https://ieeexplore.ieee.org/abstract/document/9163327
https://ieeexplore.ieee.org/abstract/document/9163327
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