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Behavior of Nanoscale Water Structures in External Electric Field

by

Jane HyoJin Lee

Doctor of Philosophy in Applied Mathematics

University of California, Merced, 2015

Chair: Professor Mayya Tokman

Abstract

We present our study of the behavior of water at the molecular level in the presence
of an external electric field. We develop two model systems using the theory of molecular
dynamics (MD) and demonstrate how the tendency of interfacial water molecules to reor-
ganize explains the structural behavior of the systems. Water molecules can interact with
external electric fields. This interaction can be observed in various processes such as for-
mation of raindrops in thunderclouds, lightning strikes and electrofreezing. Understanding
of this interaction is relevant to variety of applications, like for example, electrospinning,
electrospray ionization, crop spraying, spray painting, and inkjet printing. Furthermore, the
interaction of water molecules with an external electric field plays an important role in the
electroporation process. First, we present a novel theory of electroporation that provides
insight into initiation pore formation in biological cell membranes when they are exposed to
an external electric field. Using thorough structural and energetic analysis, we demonstrate
that the formation of a pore is driven by the reorganization of the interfacial water molecules
into energetically favorable structures. Second, we present our study of nano-sized water
droplets placed in an external electric field. Our analysis exposes the molecular mechanism
behind the nanodroplet shape change from a spheroid to a highly prolate ellipsoid. We
demonstrate that a droplet extends its shape as water dipoles align with the electric field
while simultaneously restructuring to minimize the dipole-related interaction energy. A new
semi-empirical model is developed to predict the critical electric field value which separates
the two states. We show that the new model sheds more light onto the dynamics of the
system compared to previous theoretical results. Finally, we conclude with a possible future
research work.
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Chapter 1

Introduction

In this dissertation, we study behavior of water at the molecular level in the presence of
external electric field.

Because water is a polar molecule with a large electrical dipole moment and is free
to rotate in solution, water molecules can interact strongly with external electric fields.
This interaction occurs in variety of interesting chemical, physical, and biological processes.
For example, formation of raindrops in thunderclouds and lightning strikes [1, 2] are closely
related to this interaction. Long history of scientific research on water and electric field pro-
vided a fundamental understanding of electrospray [3] process which advanced into various
versatile applications such as electrospinning [4, 5] and Nobel Prize research, Electrospray
ionization [6, 7], and electrofreezing [8, 9, 10, 11]. It is further relevant to crop spraying [12],
spray painting [13], and inkjet printing [14, 15] processes. Moreover, since water is integral
ingredient of many biomolecules and plays an essential role in biological cells and biomolec-
ular interactions, the interaction of water molecules has significant effect in biotechnical
processes involving external electric field such as electroporation [16, 17, 18, 19, 20, 21, 22].
The main motivation for our work comes from understanding the mechanism of electropo-
ration.

Electroporation, also known as electropermeabilization, is a membrane phenomenon in-
volving breaching the integrity of the cell membrane by an externally applied electric field.
The electric field charges the cell membrane and increases the electrical conductivity and
permeability significantly. Under the influence of electric field pores are created which al-
lows molecular transport across the cell membrane. Electroporation has broad range of
applications in biology, biotechnology, and medicine. For example, it can be used to deliver
drugs and to transfer genes into cells or to treat tumors [23, 24, 25]. Despite the fact that
electroporation is used in many field, the mechanism of pore creation is not understood.
We propose a new theory that provides insight into why pores form in membrane when its
exposed to external electric field.

Our work split into two parts. The first part concerns understanding cause of pore
formation in the cell membrane during the electroporation process. The effect of imposing
external electric field and their interactions with biological structures remain unknown.
Particularly, the mechanism and the cause of structural defects like nanopores in lipid
bilayers are not fully understood. Although the importance of role of water was noticed
before [18], the majority of investigations focused on how the lipids respond to an externally
imposed electric field [26, 27, 28, 22].
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We propose a new hypothesis for explaining pore formation as a consequence of the
dynamics of water molecules in the electric field. Our main tool for studying the role
of water molecules in the process of electroporation is computational molecular dynamics
(MD). We use a versatile MD package GROMACS to simulate our models and perform
statistical analysis of simulation results as well as create additional mathematical models.
Our study demonstrates that water is not just important but in fact is the main driver
behind the electroporation process. More precisely, our analysis demonstrates that the
tendency of interfacial water molecules to organize in order to minimize their energy serves
as an initial step in the formation of the pore.

While the first part of our work provided a valuable insight into the process of elec-
troporation, there are certain limitations associated with simulating a small portion of a
membrane. For example, use of periodic boundary conditions is necessary to simulate a
piece of a membrane at the molecular level. Particle Mesh Ewald [29] is required to approx-
imate the electrostatic forces and cut-off is used to compute van der Waal’s interactions
associated with periodic boundary conditions. Hence, we developed a different model to
overcome the limitations and to support the conclusion about behavior of interfacial water
molecules in the electric field and to generalize our result in case when these forces are
exactly computed.

The second part focuses on modeling nano-sized water droplets and investigates the
behavior under the influence of an externally applied electric field. Study of the effects of
electric fields on liquid drops dated back to the work of Rayleigh [30] in 1879. Later in 1964,
Taylor [31] made an significant contribution on the research of behavior of water drops in
strong electric fields and proposed a theoretical model that assumes the droplet shape stays
as symmetrical ellipsoid in equilibrium state (i.e. when the fluid pressure, surface tension
of droplet, and force due to internal electric field are balanced). In the past few decades,
understanding the behavior of water molecules in droplets in electric field became more
important and relevant to a variety of applications mentioned above i.e. metrology [32],
electrospray [3], etc. However, majority efforts have been in large scale droplets. Theoretical
approaches has been done to study disintegration mechanism of electrified drops [33, 34].
Although there has been studies of nano-sized water droplet coalescence [35, 36, 37] and
studies of nano-sized charged droplets [38, 39] using MD, to our knowledge, our work is the
first addresses the molecular level behavior of nano-sized water droplets itself in applied
external electric field.

This dissertation is organized as follows. Chapter 2 presents the first part of work, the
new theory of electroporation. We directly address modeling the process of pore formation
during electroporation procedure. We describe our simulation models and the analysis tools
we developed and explain the statistical analysis result in structural and energetic perspec-
tives to understand the driving forces behind this initiation of pore process. In addition, we
present a simple mathematical model to support our understanding of formation of protru-
sions at the interface as a result of electrostatic energy minimization. Chapter 3 presents
the second part of work, the modeling of nano-sized water droplets. We explain the molecu-
lar mechanism behind the shape deformation through large number of MD simulations and
careful analysis of the structural and energetic behavior of the nanodroplets as the electric
field is varied from low to high strengths. We confirmed that the minimization of energy
in fact takes place in shape deformation. We present a quantitative theory is developed to

2



describe the energetic landscape of the nanodroplet shape transitions between equilibrium
states as well as the relationships among the critical electric field that causes the shape
extension and the strength of the applied field and the initial size of the nanodroplet. In
addition, we show that Taylor’s physics-based model for macro-size droplet can be used for
nano-sized droplet to predict the critical electric field. We also present the derivation of
predictive semi-empirical model using the internal energy of the droplet that provide good
prediction of the droplet’s shape dynamics while ignoring the entropy term included in the
free energy analysis. Furthermore, we show that nanodroplets in an electric field follows
Arrhenius-like behavior as it has to overcome the energy barrier to reach the global minima.
Finally, in Chapter 4, we conclude the dissertation with a short summary and the future
work.
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Chapter 2

Study of Electroporation of Lipid
Bilayer Membranes

2.1 Introduction

Electroporation, also known as electropermeabilization, is the breaching of the integrity of
the cell membrane that follows the application of an external electric field of sufficient mag-
nitude and duration. In this process permeabilizing structures (pores) appear in the mem-
brane, allowing molecular transport across this normally impermeable barrier [16, 40, 41].
Electroporation has a broad range of applications in biology, biotechnology, and medicine,
from drug and gene delivery into cells to tumor therapy [42, 43, 44, 45, 46]. Despite the
wide laboratory use of electroporation, the details of the effects of electric fields on biological
membranes, and particularly the molecular mechanisms of pore creation in living cells, are
not well understood [47]. Our limited knowledge of this phenomenon causes difficulties in
controlling the process in clinical applications and limits development of new technologies.

Permeabilization can be monitored by tracking the transport of normally impermeant
materials across the cell membrane or by measuring changes in the electrical properties of
the membrane, but direct experimental observation is difficult because of the small spa-
tial and fast temporal scales of this process. Theoretical models have been developed to
facilitate the interpretation of experimental data and the understanding of the mechanism
of electroporation. Although continuum models [48, 49] can predict large-scale features of
electroporation, they lack details regarding pore initiation, growth, and decay and contain
empirically fitted parameters. Molecular dynamics (MD) simulations provide access to the
microscopic structure of a membrane and its interaction with the surrounding solvent and
ions in atomic detail. Since we are interested in understanding the molecular mechanism of
electropore creation and evolution, we employ MD to study this problem.

Our model focuses on the basic building block of a cell membrane the phospholipid
bilayer. While there is evidence that electroporation is to some extent affected by the
complex structure of the cell membrane (e.g. oxidized lipids, cholesterol, lipid heterogeneity,
cytoskeletal attachments, etc), the electrical breakdown and the subsequent increase in
membrane conductance has long been observed experimentally in simple planar lipid bilayers
[50, 51, 52, 53, 54, 55, 56]. In addition, experimental observations of electroporation due to
external nanosecond electric pulses [57] further indicate that while ion channels, cytoskeletal
networks, and membrane-associated polypeptides can facilitate additional permeabilization
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of the membrane, these effects would occur in conjunction with and possibly on a longer
time scale than the electrical breakdown of lipid bilayers.

Some MD studies of electroporation have emphasized how phospholipids respond to
external electric fields [19, 58, 22]. The behavior of water dipoles in the complex electric
field landscape of the membrane interface has also been noted as an important part of the
pore formation process [18]. But the precise cause of pore formation has not been identified,
and the roles of phospholipid and water molecules have not been clearly understood. In
this article we argue that the electric field-driven reorganization of water dipoles is the
primary contributor to electropore formation. We explain pore creation as the result of a
rearrangement of interfacial water dipoles into a lower energy configuration in the presence of
an external electric field. A scenario for pore formation is presented in which the coherent
behavior of water dipoles plays the primary role, while lipids act as somewhat resistive
partners in this process. This view simplifies the study of electroporation, stresses the
importance of understanding the dynamics of water under the influence of an external
electric field in interfacial processes, and opens up new ways to directly connect this problem
to those of classical statistical mechanics.

In this work we emphasize the fundamental biophysical interactions between electric
fields and molecules in a simple, homogeneous, phospholipid bilayer interface. Although
biological membranes are considerably more complex, and electroporation protocols often
involve the application of electric fields for much longer times than those considered here,
it is our expectation that the model presented will establish the primary events and actors
even for more complex descriptions of a membrane.

2.2 Models and Methods

2.2.1 Model systems

In order to clearly illustrate the primary role of water dipoles in electropore formation we
study two configurations using MD: water-vacuum-water (WVW) and water-lipid-water
(WLW).

Figure 2.1: WLW system Figure 2.2: WVW system
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The WLW systems (Figure 2.1 contain 128 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine
(POPC) lipids and 4480 water molecules (35 waters/lipid), which results in a system box
size of approximately 6.4 nm × 6.4 nm × 7.2 nm. The two directions tangential to the
POPC bilayer are defined as the X and Y directions, with Z perpendicular to the plane
of the membrane. To ensure that replicated simulations are independent, each atom was
assigned a randomized velocity from a Maxwell distribution at the beginning of a simula-
tion. POPC systems were equilibrated before the application of an external electric field
by allowing the simulations to proceed until a constant area per lipid (approximately 0.66
nm2) was reached (typically in 1030 ns).

The WVW systems (Figure 2.2) are comprised of 6877 water molecules arranged in two
layers of thickness 4.2 nm separated by a 2.8 nm vacuum gap. This configuration was
constructed by generating a 7 nm × 7 nm × 7 nm periodic water box with the GROMACS

utility ‘genbox’, then using custom Perl scripts to remove a 2.8 nm slice of water molecules
from the center of the system, followed by 300 ps of equilibration at constant volume. The
dimensions of this box and the gap size have been chosen carefully in order to produce a
realistic equilibrated initial system in which the surface area of the water-vacuum interface is
minimized and to ensure that the magnitude of the electric field in the gap is comparable to
that of a WLW simulation (Appendix C). Under non-periodic conditions, the introduction of
a vacuum gap into a constant volume system will lead to formation of a spherical bubble that
minimizes the area of the water-vacuum interface. However, for a periodic cube, depending
on its dimensions and the width of the vacuum gap, one of three possible configurations
(a spherical bubble, a tube, and a slab with a vacuum gap in the middle, see Figure C.1
in Appendix C) can minimize the interface surface area given a constant volume. For a
cube with a side edge length L and a vacuum gap of height Z, the water-vacuum gap-
water configuration will have the lowest interface surface area, provided that Z obeys the
relationship Z > L

π (see Figure C.2 in Appendix C for details). We verified this theoretical
result with MD calculations which confirmed that given a fixed volume of water in the box
satisfying the above condition on Z, any initial configuration evolves to a minimum surface
area state which is indeed comprised of two water layers separated by a vacuum gap. In
these validating simulations, the initial system was run for up to 40 ns to ensure that the
final state was in fact the equilibrium minimum-surface area configuration. This method
allowed us to generate a WVW slab that is stable for tens of nanoseconds, a time scale which
is much longer than the characteristic poration time. While the stability of the WVW slab
configuration is an artifact of the periodic boundaries, the initial steps in pore formation
described here involve a very small volume of water compared to the size of the simulation
box and are not affected by the periodicity of the configuration.

After equilibration of the initial WVW and WLW systems we impose an electric field in
Z direction perpendicular to the membrane surface, and observe the dynamics of the water
in the presence of a constant field. We have performed simulations with external electric
field values between 450 MV/m and 1000 MV/m and vacuum gap width ranging from 2.8
nm to 4.0 nm (see tables in Appendix B for details) and found no qualitative changes in the
system dynamics. Quantitative differences such as reduction in the time scale of the process
as the value of the external electric field grows are described in the subsequent sections.

6



2.2.2 Molecular Dynamics Simulations Protocols

All simulations were performed using the GROMACS set of programs version 4.5.3, as pre-
viously described [59]. The Extended Simple Point Charge (SPC/E) water model [60] was
used for all simulations presented here, although we obtained similar results using SPC [61]
and SPC/E flexible [62] water models. Lipids are parameterized with OPLS headgroups and
Berger hydrocarbon tails [63]. Any atoms which are not explicitly modeled with OPLS or
Berger parameters use the native GROMOS87 force field built into GROMACS. Lipid topologies
were obtained from Tieleman’s group (http://www.ucalgary.ca/tieleman/).

All simulations were coupled to a temperature bath at 310 K with a relaxation time
of 0.1 ps and a pressure bath at 1 bar with a relaxation time of 1 ps, each using a weak
coupling algorithm [64]. For lipid systems, pressure was coupled semi-isotropically (using a
compressibility of 4.5 ×10−5 bar−1) normal to and in the plane of the membrane (NPT).
No pressure coupling was used for water-vacuum systems where volume was held constant
(NVT). WLW systems were simulated in the NPT ensemble at 1 bar to maintain a dynam-
ically controlled area per lipid before pore formation. WVW systems were run in the NVT
ensemble to constrain the box dimensions and water slab separation. Note that despite the
different ensemble used for the WLW system, over the time interval of interest the size of
the computational box did not fluctuate by more than 0.1 nm without external electric field
and 0.5 nm in the presence of electric field.

All simulations were performed with a time step of 2 fs and with Bussi et al.s stochastic
velocity rescaling algorithm [65] as a temperature coupling method. Bond lengths were
constrained using the LINCS algorithm [66] for lipids and for water. All bond lengths were
fixed using constraints after the integration of forces. Following Essmann, et al. [29], the
Particle Mesh Ewald (PME) method with tinfoil boundary conditions was used to handle
long-range electrostatic forces and cut-offs were employed for calculating van der Waals
interactions. In the simulations presented in the next section all of the relevant cut-off
distances were set to 1.4 nm. However, we performed simulations with electrostatic cutoffs
set to 1.0 nm, 1.2 nm, 1.4 nm, 1.6 nm, and 1.8 nm and found that the results were robust
with respect to this parameter and that the dynamics of the pore initiation were qualitatively
unchanged.

For systems with an external electric field, the orientation of polar molecules, such as
water, in the field induces a net dipole on the system, which has been reported to cause
spurious dipole orientations [67]. For the WVW system we investigated several alternative
treatments of the long-range electrostatic forces, including PME with non-conducting infi-
nite boundaries, very long cut-offs (3.4 nm), and the reaction field approach, and found that
the process of pore initiation is similar, albeit at slightly different electric field strengths.
After the pore forms and begins to occupy a significant portion of the computational box,
the average dipole saturation differs for different choices of long-range electrostatics approx-
imations and affects the growth rate and stability of the pore. These post-initiation stages
in pore development require different models and will not be addressed in this study. Here
we focus on the pore initiation process.

2.3 Results and Discussion
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(a) WLW configuration

(b) WLW configuration: water only

(c) WVW configuration

Figure 2.3: Snapshots of the time evolution of water-lipid-water (WLW) and
water-vacuum-water (WVW) configurations under an external electric field of
500 MV/m. (a) is WLW configuration at the indicated times with both water
molecules (oxygen red, hydrogen - gray) and lipid molecules (phosphorus -
yellow, nitrogen - blue, lipid tail groups silver) displayed. (b) is the same WLW
data as in (a) but with only water molecules shown. (c) WVW configuration at
the indicated times.
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We concentrate here on the analysis of 60 specific replicate simulations of WLW systems
and WVW systems with an external electric field strength of 600 MV/m, but similar results
were obtained in additional simulations (hundreds in total) with different thermodynamic
ensembles, water models, electrostatic cutoff distances, and applied electric fields, as de-
scribed above (see tables in Appendix B for details). The dynamics of the pore initiation
process and the substance of our conclusions regarding its cause are robust and apply in
general to all of these cases.

2.3.1 Dynamics of the Systems

The dynamics described in this subsection were observed in all simulations; we present
in detail the results of one representative simulation to illustrate characteristic behavior.
Figures 2.3(a) and 2.3(b) show the time evolution of a water-phospholipid bilayer-water
(WLW) configuration over 14 ns. Figure 2.3(a) and 2.3(b) render the same data set, but
Figure (a) displays both water and lipid molecules, while Figure (b) shows only water
molecules. Pore formation can be roughly described as a three-part process. First, a
deformation directed towards the interior of the membrane forms at the water-lipid interface.
Second, this bump grows, and eventually water molecules from one side of the bilayer meet
water from the opposite side to form a bridge, closely followed by lipid head groups. Third,
the newly formed column of water between the two sides of the bilayer expands to become
a lipid pore - a structure with water molecules in the middle and lipid head groups lining
the periphery. A detailed description of this process can be found in earlier publications
[19, 18, 59].

Figure 2.3(b) shows the process of pore formation from the perspective of water dy-
namics. Pore formation starts with protrusions consisting of a few water molecules, often
as a single-file column, appearing either side of the bilayer. A protrusion extends into the
bilayer interior and then expands at the base, forming a conical structure which eventually
bridges the membrane. The radius of the water column spanning the bilayer then begins to
increase.

Now let us examine the water-vacuum-water (WVW) simulations. Figure 2.3(c) displays
the time evolution of the molecules in the water slabs under the influence of an externally
imposed electric field. The progression of the dynamics of water column formation is very
similar to the behavior of water in the WLW system (compare Figures 2.3(b) and 2.3(c)).
The dynamics of pore (water column) formation and the similarity between WLW and
WVW simulations are invariant across simulations over a wide range of parameters (e.g.
external electric field between 450 MV/m and 1000 MV/m, vacuum gap width ranging from
2.6 nm to 4.0 nm. see tables in Appendix B for details).

WLW and WVW simulations differ mainly in the time scale over which the formation
of the water bridge occurs, i.e., the pore initiation time [59]. To compare initiation times
between WLW and WVW systems, we selected a gap size for WVW systems that result
in the same magnitudes of the external and internal (in the lipid bilayer interior and the
vacuum gap) electric fields. This ensures that the interfacial water molecules are exposed
to similar electric fields in the WLW and WVW systems, permitting a fair comparison
of pore initiation times (see Appendix C). With equivalent external and internal electric
fields, WVW systems porate faster than WLW systems as you can see in Figure 2.4. We
hypothesize that the lipid bilayer acts as a barrier to the interfacial water dipoles, retarding
the formation of the water bridge connecting the two water layers. The energetics analysis
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Figure 2.4: Average pore initiation
times for WLW and WVW systems
calculated with three sets of
simulations for each configuration.

presented in the next sections supports this hypothesis.

2.3.2 Energetics Analysis of the Systems

We now discuss the energetics of the simulated systems. We demonstrate that the pore
formation process described above is driven by the collective tendency of the interfacial
water dipoles to minimize their electrostatic interactions while adopting an orientation that
minimizes the energy of the water dipole in the external electric field, reflected in the steady
drop in the per-molecule energy of waters in the nascent pore as the protrusion develops.
Below we demonstrate that this energetic behavior is present in both WVW and WLW
simulations.

In order to carry out the analysis, we developed the following tools to examine the
energetics of water protrusion formation in ten WLW and ten WVW simulations. First, we
define the interface region of the water as follows. The computational box is split in the Z
dimension into rectangular slices of thickness 0.1 nm. In each slice the average density of
water molecules is calculated, and the highest value is defined as bulk density. Slices with
water density not exceeding 50% of the bulk value are considered interfacial, and those with
water density equal to or greater than 50% of the bulk value are treated as bulk.

In order to compute the time history of the protrusion energetics, we must identify the
water molecules directly involved in protrusion formation. Note that the trajectory of an
individual water molecule is very noisy so that selecting protrusion molecules for each time
frame is both impractical and arbitrary. Instead we select a rectangular box that includes
all of the water molecules we consider to be in the protrusion at the end of our time interval
of interest, i.e. at the time when pore initiation is complete, then work backwards to track
all water molecules located in this box in each preceding time frame.

To define the box containing water protrusion molecules we carefully inspect the VMD [68]
visualizations of the data to find the point in time when the water molecules in the protru-
sion growing from one of the water layers join with the water molecules from the opposite
water layer. At this time point – the end of protrusion initiation time and the beginning
of pore formation – we find the coordinates of the extent of the box containing protrusion
water molecules in X and Y and the height of the protrusion, i.e. the coordinate of the
top of the protrusion box, in Z. The base of the protrusion box in Z coincides with the
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boundary of the interface region (i.e. the point above which the density of water does not
exceed 50% of the bulk water density). The coordinates of the protrusion box containing
this set of water protrusion molecules are then set for all time frames.

Once we isolate the water molecules comprising the protrusion, we compute the time
history of the average potential energy per protrusion molecule and its constituent terms,
specifically: (i) the electrostatic interaction energy (equation A.1 in appendix A) between
water molecules in the protrusion and all other water molecules, (ii) the Lennard-Jones
approximation (equation A.2 in appendix A) to the van der Waals interaction between pro-
trusion and bulk water, and (iii) the interaction energy between the protrusion water dipoles
and the external electric field (equation A.3 in appendix A). For WLW simulations we also
compute the electrostatic and Lennard-Jones interaction energies between the protrusion
water molecules and the lipids. Note that all energetic terms are computed as averages per
protrusion molecule. That is, at each time frame we determine how many water molecules
are in the protrusion box and divide each of the interaction energy values by the num-
ber of protrusion molecules. The details of the energy terms calculations can be found in
Appendix A.

In addition to the energy terms, we calculate the height H of the protrusion as the
distance between the interface region boundary and the protrusion atom (i.e. an atom in
the protrusion box), which is the farthest from this boundary in Z. Since the data is noisy,
for each variable we also compute a smoothed version using a 50 ps moving average for
WLW and a 2 ps moving average for WVW simulations.

For each of the simulations we use visualization of data to determine a time interval over
which the tip of the protrusion extends from approximately the top of the interface layer
to roughly half of the height of the middle region free of water molecules. In this way we
capture the protrusion just after it begins to grow and just before it starts interacting with
the water molecules in the layer on the other side of the vacuum gap or lipid bilayer. Since
there is so much variation between replicate simulations, we determine this time interval
for each simulation individually both from the perspective of the protrusion height as well
as the energy variables. Figure 2.5 illustrates typical positions of the protrusion and the
rest of the water molecules at the initial and the final points of the identified time interval.
The figure displays the data from a single WVW simulation but the rest of the WVW and
all of the WLW simulations yield a qualitatively similar picture.

Figure 2.5: XZ-projection of the
water molecules positions in a
typical WVW simulation. The left
picture is just before protrusion
begins to grow and the right picture
is just before it begins to interact
with/attract water molecules from
the other side of the gap.
Protrusion molecules are colored in
red and the rest of the water
molecules are shown as blue.

This analysis reveals a drop in the per-molecule energy of the waters in the protrusion
as the height of the protrusion grows for both WLW and WVW as seen in Figure 2.6.
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To show a correlation between this drop in energy and the protrusion growth for each
simulation we computed the Pearsons correlation coefficient between the smoothed data
for protrusion height and each of the energies per protrusion water molecule over the time
interval described above (mid-point of protrusion growth).

(a) WLW (b) WVW

Figure 2.6: Graphs demonstrating anti-correlation between the increase of the
protrusion height (black curve) and the decrease of the total interaction energy
per protrusion molecule of protrusion waters with all other water molecules (both
in the protrusion and in bulk) for (a) WLW (red curve) and (b) WVW (blue
curve) simulations

First, we examine the correlation coefficient between the protrusion height and the sum
of all the energetic interaction terms (i), (ii) and (iii) between the protrusion water and
the bulk water. Figure 2.7 displays histograms of the correlation coefficient distribution
across the WLW (Figure 2.7(a)) and WVW (Figure 2.7(b)) simulations. For the thirty
WLW simulations this correlation coefficient has a mean value of -0.65 and a median value
of -0.76. Note that the correlation coefficient is negative for 29 of the 30 thirty simulations.
Under close inspection we find that the one simulation with a positive correlation coefficient
exhibits anomalous protrusion formation. In this case some of the water molecules become
detached from the bulk for a portion of the pore formation process. This makes it difficult
to identify and isolate the protrusion molecules using our procedure. The results for the
30 simulations clearly demonstrate, however, that the growth of the protrusion is coupled
with a drop in the average interaction energy for the water molecules in the protrusion.

The results for the WVW simulations are noisier, since water molecules move more freely
into and out of the interface and protrusion regions than they do in WLW systems, where
the interface water mobility is tempered by the presence of lipid headgroups. The mean of
the correlation coefficient is -0.5, and the median is -0.63. Despite the noisier data, for 25
of 30 WVW simulations the correlation coefficient is negative. In four of the five WVW
simulations with positive correlation coefficients we find that fluctuations in the extent of
the protrusion during its growth make it difficult to isolate the protrusion molecules in a
rectangular box. In the fifth simulation (correlation coefficient 0.82) we find two protrusions
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(a) WLW (b) WVW

Figure 2.7: Histograms of the Pearson correlation coefficients demonstrating
anti-correlation between the increase of the protrusion height and the decrease of
the total interaction energy per protrusion molecule of protrusion waters with all
other water molecules (both in the protrusion and in bulk) for (a) WLW and (b)
WVW simulations.

growing in close proximity, and the interaction between the two protrusions appears to affect
the dynamics. Isolating the energetics of one of the protrusions is difficult and incomplete,
since it is significantly affected by the neighboring protrusion. The deviation from the
negative correlation in these exceptional cases does not alter the overall conclusion for the
energetics of protrusion water molecules. Statistically both in WLW and WVW simulations
we see a clear correlation between the growth of the protrusion and the decrease of the per
protrusion water molecule interaction energy between the protrusion water and the bulk
water.

In order to illustrate the details of the interaction energies evolution as the protrusion
grows we choose two representative simulations, a WLW and a WVW system, and exam-
ine their energetics. The results of this comparison are presented in Figures 2.6 and 2.8.
From Figure 2.6 we can see why the correlation coefficient in both cases is negative: as
the height of the protrusion grows (black curve), the sum of total protrusion-protrusion
and protrusion-bulk water interaction energies per protrusion molecule (WLW red curve,
WVW blue curve) decreases. Note that over the course of the identified time interval the
magnitude of the decrease in the total potential energy per protrusion molecule is compara-
ble for all sixty WLW and WVW simulations, with WLW systems showing a slightly higher
decrease. On average the protrusion water molecule energy in WLW simulations is reduced
by approximately 2.8 kJ/mol, while for the WVW protrusion waters the total potential
energy decreases by 1.4 kJ/mol.

In Figure 2.8 we decompose these total energies into the three components discussed
above, (i), (ii) and (iii), to illustrate how this decrease is accounted for. The potential energy
decrease is mainly due to the decrease of the electrostatic interaction energy (Figure 2.8(b)).
The dipole-external electric field interaction term decreases slightly (Figure 2.8(a)), and the
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(a) Dipole-field interaction energy (b) Electrostatic interaction energy

(c) Lennard-Jones interaction energy

Figure 2.8: Comparison of constituent terms of the total interaction energy per
protrusion molecule between WLW (red curve) and WVW (blue curve)
simulations: (a) dipoleexternal electric field interaction energy, (b) electrostatic
interaction energy, (c) Lennard-Jones interaction energy.

Lennard-Jones potential energy remains largely unchanged (Figure 2.8(c)). The decrease in
the dipole-electric field interaction term corresponds with the alignment of the protrusion
molecules with the external field. To examine this alignment more closely we also compute
an average angle between water dipoles and the electric field in the protrusion and in the
bulk. We find that from the start of a simulation to the end of the pore initiation process in
the thirty WVW systems this angle is reduced by 19 degrees on average for the protrusion
waters and by only 4 degrees in the bulk. Similarly, in the thirty WLW systems the dipole-
electric field angle decreases by 11 degrees in the protrusion and only by 2 degrees in the
bulk.

To summarize, these results present a scenario of protrusion evolution in which the
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interfacial waters, constrained less than the molecules in the bulk, align with the external
field and are restructured into a protruding column, where the dipoles are arranged vertically
in a configuration that is energetically more favorable than a horizontal arrangement in the
plane of the membrane. The external electric field drives the water molecules to overcome
their interfacial and bulk interactions and to form the protrusion.

The fluctuations in the WVW system are larger, but the overall energetic behavior of the
protrusion molecules is similar between WLW and WVW systems and consistent throughout
all thirty simulations. The main difference between WLW and WVW dynamics is the time
scale of protrusion and pore formation. In the WVW case the water molecules are more
mobile and free to form a protrusion since they are not restrained by the lipid membrane.

(a) WLW (b) WLW

Figure 2.9: A graph (a) and a histogram of the correlation coefficient (b)
demonstrating positive correlation between the protrusion height growth and the
increase in the total interaction energy between the protrusion waters and the
lipids in WLW simulations.

The retarding effect of the phospholipids on water protrusion formation can be quanti-
tatively verified by an examination of the protrusion waterslipids interaction energy. For
the WLW simulations we have computed a correlation coefficient between the protrusion
height and the sum of the electrostatic and Lennard-Jones interaction energies between
protrusion water molecules and the lipids in the system. As before, this term is calculated
per protrusion water molecule. For the thirty WLW simulations the correlation coefficient
ranges from -0.38 to 0.96 with a mean of 0.53 and a median of 0.57. Figure 2.9 shows
a typical evolution as the protrusionlipid interaction energy increases with the growth of
the protrusion height. While Figure 2.9(a) displays interaction energy between protrusion
waters and all other lipids in the system, we also calculated this energy including only lipids
neighboring the protrusion as follows. We have found all lipid molecules which have at least
one headgroup atom located within 5 Å of any protrusion atom. We designated these lipids
as neighboring the protrusion and computed two interaction energies - between protrusion
waters and the neighboring lipids only (Figure 2.10(a)) and between protrusion waters and
the rest of the lipids (Figure 2.10(b)). As we can see from Figure 2.9 and Figure 2.10,
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the neighboring lipids only make any significant contribution to the protrusion-lipids in-
teraction energy. Given the positive correlation between the growth of the protrusion and
the protrusion water-lipids interaction energy increase, we conclude that as the protrusion
forms, the initial interaction between the protrusion molecules and the lipids is unfavorable
and lipids serve as a barrier delaying the formation of the protrusion.

(a) Protrusion waters and the
neighboring lipids

(b) Protrusion waters and the rest of
the lipids

Figure 2.10: Per-protrusion-molecule interaction energy between protrusion and
(a) only the neighboring lipids and (b) the rest of the lipids, excluding
neighboring lipids.

While it is not possible to consider the protrusion molecules as an isolated subsystem with
self-contained energetics and clearly decreasing total energy, our analysis reveals similarities
between the WVW and WLW systems at both structural and energetic levels. Based on
these results we argue that the same mechanism of electrostatic energy minimization in
the presence of external electric field drives formation of pores for both WLW and WVW
configurations, but the presence of lipid bilayer slows down this process.

2.3.3 Simple theoretical model of seven dipoles

The following simple theoretical model illustrates the results of the simulations and the
energetic benefits of a protrusion creation. Consider two configurations of seven dipoles: (I)
a horizontal (i.e. perpendicular to the external electric field direction) sheet of equidistant
dipoles, where the mean dipole component < µE > in the direction of the external electric
field E is set according to the theoretically established dependency of < µE > on the
magnitude of E in bulk water; (II) a vertical (i.e. parallel to the external electric field
direction) single-file chain of equidistant dipoles aligned with the external electric field.

In both configurations, the distance between dipoles is set to 0.31 nm in agreement
with the average spacing of water molecules in the SPC/E model. For the planar dipole
configuration, the component of the dipole moment µE in the direction parallel to the electric
field is assumed to be equal to the average dipole moment predicted by theLangevin-Debye

formula [69] < µE >= µ
(

coth
(
µE
kT

)
− kT

µE

)
which establishes the dependence of the dipole
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Figure 2.11: Energetic comparison of planar dipole versus vertical configurations.
Total energies of dipole configurations (I) and (II). Dashed line is sum of
dipole-dipole interaction and dipole-electric field interaction terms for a
horizontal layer of oriented dipoles (configuration (I)), solid line is sum of
dipole-dipole interaction, dipole-electric field interaction, and the total solvation
energy required to remove the dipoles from the bulk water for the vertical stack
of dipoles (configuration (II)).

moment on the electric field. The angle of the planar component of the dipole moment is
µ − µE with the planar coordinate axis is drawn from a uniform random distribution of
values from 0 to 2π. For the vertical dipole configuration, dipole moment µ is taken to be
parallel to E.

We now compute and compare the average energies of configurations (I) and (II) as
follows. The total energy for (I) is comprised of two terms: the dipole-dipole interaction
(equation A.4 in appendix A), which represents the dominant term of the electrostatic
interaction between all of the dipoles, and the energy of the dipole in the external electric
field (equation A.3 in appendix A). In addition to these two terms the total energy for
configuration (II) includes an estimate of the desolvation energy it would require to remove
the dipoles from the bulk water. Goncalves and Stassen [70] estimated the free energy of
water solvation with molecular dynamics simulations. We use their result and estimate the
free energy required to extract a water molecule from the bulk at -6.7 kcal/mol = -27.8
kJ/mol. Thus the total energy required to extract seven water dipoles from the bulk is
approximately -194.5 kJ/mol.

For each of the two configurations we computed these total energies for different values of
an external electric field ranging from 0 to 1000 MV/m. Figure 2.11 shows the dependence
of the total energy of each of the configurations on the external electric field values. The
results presented in the figure demonstrate that we can expect the existence of a critical
field value Ecrit such that creation of configuration (II) becomes more energetically favorable
then aligning the dipoles in the bulk water. While obviously we cannot expect this basic
model to provide a precise estimate of the Ecrit value, it illustrates our theory of formation
of protrusions and bridges at the water-vacuum interface as a result of electrostatic energy
minimization.

17



2.4 Conclusions

Our simulations and analysis show that at the molecular scale electroporation of a phos-
pholipid bilayer is driven by the restructuring of interfacial water molecules into column-
like structures as their dipole moments align with an external electric field. This electric
field-driven reorganization of the lipid bilayer is associated with an overall drop in the per-
molecule energy for the waters in the growing protrusion. Membrane phospholipids simply
follow the bridging water. This view allows significant reduction of the complexity of the
analysis of electroporation and opens possibilities for applying well-developed analytical
and computational tools to study this problem. Additionally, this insight into the signifi-
cance of the interfacial water dynamics can facilitate development of new experimental and
technological approaches to better control and utilize the process of electroporation.

Note

The material in this chapter is a reuse of the material published in PLOS ONE with minor
modifications on figures and contents arrangement. This [71] is an open-access article
distributed under the terms of the Creative Commons Attribution License, which permits
unrestricted use, distribution, and reproduction in any medium, provided the original author
and source are credited.
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Chapter 3

Study of Nano-sized Water Droplet
in Electric Field

3.1 Introduction

Water’s unique combination of small size, near-spherical shape, high polarity, and hydrogen
bonding ability give it a large repertoire of structures and intermolecular interactions. These
properties are key to water’s myriad functions in biochemistry, ranging from stabilizing
charged residues and ions to inducing hydrophobic collapse in folding proteins and acting
to stabilize reaction intermediates in enzyme active sites. Water’s large dipole moment and
ability to freely rotate in solution also allows it to interact strongly with external electric
fields. At sufficient strengths, external fields can induce “electrofreezing” in water, which
has been observed both experimentally [72, 8, 10] and in computer simulations [9, 11]. As
presented in Chapter 2, we revealed that the interaction between the water molecules and
an external electric field can be the main driver of the initial formation of a transmembrane
pore when biological cells are subjected to an electroporation procedure [71].

The systems involved in electroporation modeling in Chapter 2 and, in fact, most mod-
ern molecular dynamics (MD) studies of the liquid phase, involve infinite “bulk” systems
with periodic boundary conditions. Such simulations require approximate treatment of
long-range forces and constrain the structural changes and the spatial heterogeneity in
the system. Particularly, past MD researches reported that the use of the Particle Mesh
Ewald (PME) method [29] for handling the long-range electrostatic interactions under tin-
foil boundary conditions for systems with an external electric field might produce an artifact
of overly aligned water dipoles with the field [73, 74]. In contrast, simulations of isolated
nanodroplets allow the use of exact long-range forces (for sufficiently small systems) and
enable structural change in response to the external electric field. However, this approach
introduces some complexities to the simulations. For small droplets the number of water
molecules on the surface of the droplet will be comparable to the number of waters in the
“bulk” volume. As a result, some aspects of the behavior of a nanodroplet in the electric
field will depend directly on the size of the system simulated. A related issue is that dif-
ferent water models may yield different behavior depending on how accurate they are near
the water-vacuum interface. In this chapter, we present a detailed study of the effect of an
external electric field on a water nanodroplet where we study the systematic dependencies
between important parameters.
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The relevance of water nanodroplet behavior under the influence of an external electric
field considered in this project is two-fold. First, it provides a testing platform for verifying
energetic behavior of small clusters of water molecules involved in electroporation models
in Chapter 2. Unlike the periodic complex water-vacuum-water or water-lipid-water con-
figurations considered previously, nanodroplets do not require the use of periodic boundary
conditions or approximations to the long-range interactions that can complicate the study
of the energetics. Results presented here further validate the theory of the water-driven
electroporation process proposed.

Second, the behavior of nanodroplets is an important subject in itself relevant to a variety
of process including electrospray [3, 75] which advanced into various versatile applications
such as electrospinning [4, 5] and Nobel Prize research, Electrospray ionization [6, 7]. It
is further relevant to meteorology [1, 2, 32], crop spraying [12], spray painting [13], and
inkjet printing [14, 15]. There is extensive literature studying disintegration mechanism of
electrified drops [33, 38, 39, 34]. The most closely related study is papers on 10 nm diameter
nanodroplets of the small polar organic compound formamide [39]. This paper showed that
at a critical strength of an external electric field there was a sharp structural transition of
the nanodroplet from a nearly-spherical shape to an elongated nearly ellipsoidal structure
accompanied by enhanced reorientation of the molecular dipoles in the direction of the
electric field. Also, the critical field strengths required for this transition was found to be
close to the prediction of the model developed by Taylor for macroscopic droplets [31] and
a new analytical model of free energy terms that yielded predictions of the droplet shape as
a function of the applied field was proposed in this paper. Our paper is the first MD study
where the questions of the molecular level mechanism of the water droplet evolution and
the connection between the droplet size and the electric field strengths are explored. While
ignoring the entropy term included in the free energy analysis of the process we manage to
derive predictive semi-empirical models using the internal energy of the droplet that provide
good prediction of the droplet’s shape dynamics.

The goal is to examine molecular level structural and energetic details of the water
nanodroplet shape transition. Rather than studying one simulation we execute a spectrum
of production runs spanning a range of droplet sizes and electric field strengths with multiple
simulations for each configuration. A detailed analysis of these simulations allows us to
answer two questions which are key to understanding the behavior of a nanodroplet in
electric field. First, we are able to explain the molecular level mechanism behind the
droplet shape extension under the influence of the external electric field. Second, based on
examining the energetics of the nanodroplet dynamics, we provide a detailed picture of the
energetic landscape of the nanodroplet dynamics and develop a quantitative theory that
predicts the behavior of the nanodroplet based on its size and the strength of the external
electric field.

3.2 MD Simulation Methods

We performed all atom molecular dynamics simulations of all of our water systems using
the GROMACS program suite, versions 4.0.5, 4.0.7, 4.5.4, and 4.5.5[18,19]. The droplets were
simulated in a vacuum with no periodic boundary conditions and with all force field cutoffs
set to infinity. For all simulations we used a 1 fs integration time step to improve energy
conservation, and the double precision version of GROMACS to avoid floating point underflow
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errors resulting from the use of infinite force field cutoffs.
Our simulations to analyze nanodroplet behavior can be split into three parts. The first

set of simulations modeled the process of nanodroplet stretching from the initial spherical
form as increasingly larger external electric fields are applied. The second set of runs started
with a nanodroplet in an initially stretched configuration and the field was lowered in a
systematic way to determine the minimum field that would support the extended droplet.
The first set of simulations allowed us to closely examine the time evolution of relevant
parameters during the process stretching. The second set of simulations allowed us to map
out the equilibrium states and the energetic landscape. Both sets of simulations were used
to determine the critical electric field strength required for transition of the nanodroplet
between equilibrium states. Finally, the third set of simulations started with half-stretched
nanodroplets and used to confirm the existence of the critical electric field.

3.2.1 Details of nanodroplet stretching simulations

We studied three different sizes of droplets with initial
radii of r0 = 2 nm (initially 1125 water molecules),
r0 = 3 nm (initially 3789 waters), or r0 = 4 nm (ini-
tially 8972 waters). To create the three initial spherical
configurations, we first generated a water box with its
sides equal to the diameter of droplet. Then a custom
Perl script was used to remove water molecules outside
of spherical shape.

The water models were carefully chosen to thor-
oughly investigate the behavior of water molecules un-
der the influence of an external electric field. A popular
SPC/E water model [60] was used for all three sizes of
nanodroplets. SPC/E is a simple model which consists
of one oxygen and two hydrogen atoms with the O-H bond length of 1 Å and the H-O-H
bond angle equal to 109.47◦ and it is known to have good properties such as experimentally
confirmed values for density, viscosity, diffusion constant and dielectric permittivity with
relatively low computational cost.

In addition to SPC/E (bond lengths and angles constrained to be rigid), we simulated
2 nm radius droplet with two other water models to investigate any significant effects of
flexibility and polarizability. Flexible SPC/E model (flexible bond lengths and bond angles)
[62] and the SW polarizable water model (rigid bond lengths and angles) [76] were selected.
The rigid, anisotropic version of the SW water model is chosen because it was found to yield
the best agreement with water properties in the original publication of this model.

Equilibration

We first equilibrated all droplets without external electric fields for 1 ns in NVT thermody-
namic ensemble which kept three properties, the number of atoms N, the volume V (which
was infinite), and the temperature T, conserved during the simulation. Temperature was
set to be 300 K using Bussi et al.’s stochastic temperature coupling algorithm [65] with a
time constant of 0.1 ps.
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After the equilibration process, the trajectory was extended for an additional nanosecond
and structures were saved every 100 ps to create 10 different starting structures for replicate
simulations in an electric field. During the equilibration process, a small number of waters
evaporated away from the droplet. Before starting the production simulations, we removed
all evaporated water molecules, defined as any monomer, dimer or trimer of water that was
more than 1 nm from any other water molecule in the droplet surface. After the evaporated
water molecules were removed, the initial structures of the radius of 2 nm systems (initially
1125 waters) had 1119 to 1112 waters (loss of up to 1.15% of the original waters), the 3
nm radius systems (initially 3789 waters) had 3776 to 3766 waters (loss of up to 0.61%),
and the 4 nm radius systems (initially 8972 waters) had 8929 to 8919 waters (loss of up to
0.59%).

Production Runs

Starting from these equilibrated structures we ran MD simulations without temperature
coupling (i.e. in the NVE ensemble) in the presence of a static electric field with strengths
ranging from 0 to 1000 MV/m in the direction we denote as +Z. For all 10 replicates of
2, 3, and 4 nm radius SPC/E droplets with zero electric field, we found the total energy
and temperature are conserved over the 1 ns long simulations. The list of all simulations
performed for this study is given in Table 3.1.

Table 3.1: List of stretching simulations performed. For each pair of values
(r0, E), 10 replicates were simulated except for the SPC/E with (r0, E) = (4, 800)
and (r0, E) = (4, 900) as indicated by an asterisk *. All the simulations ran for 1
ns unless indicated in the parenthesis.

Initial droplet
radius, r0 [nm]

Water
model used

Electric fields, E [MV/m]

2 SPC/E
0, 100, 200, 300, 400, 500, 600, 700, 800(20 ns),
825(20 ns), 900, 1000

2
SPC/E

(flexible)
800, 850(20 ns), 875(20 ns), 900(3 ns), 1000(2 ns)

2
SW (rigid,

anisotropic)
800(2 ns), 825, 850, 900(0.5 ns), 1000(0.5 ns)

3 SPC/E
0, 100, 200, 300, 400, 500, 600, 650(10 ns), 700(10
ns), 800, 900

4 SPC/E 0, 100, 200, 300, 400, 500, 600, 650, 700, 800*, 900*

3.2.2 Details of nanodroplet collapse simulations

We ran a separate set of simulations of collapsing nanodroplets to investigate the relationship
between the size of initial droplet radius and various properties such as the critical electric
field strength that causes the shape deformation and the change in internal and surface
energies. We created 15 differently sized prolate droplets containing 429 to 8939 SPC/E

water molecules by carving a water box using the custom Perl script.
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Table 3.2: List of collapsing simulations performed. For each pair of values
(r0, E), 3 replicates were simulated. All the simulations ran for 1 ns.

Initial droplet
radius, r0 [nm]

Water
model used

Electric fields, E [MV/m]

1.45

SPC/E

888, 889, 890, 891
1.53 863, 864, 865, 866

1.63
800, 801, 802, 803, 804, 805, 806, 807, 810, 820, 821,
822, 823, 824, 825, 826, 827

1.79
780, 781, 782, 783, 784, 785, 786, 787, 788, 789, 790,
791

1.92
738, 739, 740, 741, 743, 744, 745, 750, 753, 754, 755,
756, 757, 758

2.17 700, 701, 702, 703, 704, 705
2.41 661, 662, 663, 664, 665, 666
2.64 625, 626, 627, 628, 629, 630, 631, 632, 633, 635, 635
2.87 602, 603, 604, 605, 606, 607, 613, 614, 615, 616
3.09 580, 581, 582, 583, 587, 588, 589, 590, 591
3.30 550, 551, 510, 552, 553, 554, 555, 556, 557, 558
3.48 538, 539, 540, 541
3.66 525, 526, 527, 528
3.83 512, 513, 514, 515
4.00 500, 501, 502, 503

Equilibration

We first equilibrated all prolate droplets with an external electric field of 1500 MV/m in the
+Z direction. We ran NVT simulations at 300 K using Bussi et al.’s stochastic temperature
coupling algorithm [65] with a time constant of 0.1 ps. Each simulation was run for 500
ps to align the water molecules to the given field while keeping the shape of the droplet
in an extended form. Then the evaporated water molecules were removed from the final
simulation structures of all 15 droplets.

Production Runs

The resulting 15 droplet configurations were used as initial structures for the process of
finding the critical strength of the electric field which caused the nanodroplet to transition
between equilibrium states. We created a Python script to control MD runs and to execute
the shape checking algorithm. The Python program automatically varied the electric field
strength between 1000 and 200 MV/m using bisection algorithm and recorded the shape of
the droplet for a given electric field. As we will explain in detail in the subsequent sections,
we found three regimes of electric field strength, which corresponded to the existence of one
or two equilibrium states for the droplet shape depending on the field strength. Since for
fields strengths close to the critical value, it can take a while for the droplet to settle down
to a stable shape, our code determines if the shape is equilibrated by checking the ratio of
the vertical to horizontal axis after every 250 ps of a simulation and automatically extends
the MD run by 250 ps if the ratio is not constant over the latest 250 ps time interval.
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Once we obtain the rough range of critical strength of the electric field that causes shape
extension from the Python program, we performed additional simulation to fine-tune the
critical value. We varied the field strength in decreasing increments down to 1 MV/m.
These simulations were run for 1 ns in NVE ensemble. The list of all refining simulations
performed for this study is shown in the Table 3.2.

3.2.3 Details of half stretched nanodroplet simulations

We ran additional set of simulations to confirm the existence of a critical field. We extracted
five half-stretched droplets from one of the r0 = 2nm and E = 1000 MV/m simulations and
then removed the evaporated water molecules.

Production Runs

We ran 1 ns long NVE simulations. We varied the electric field strength from 740 and 780
MV/m and produced 10 or 20 replicates for all five half-stretched droplets for each different
electric field strengthes. The list of all simulations performed for this study is given in the
Table 3.3.

Table 3.3: List of half-stretched simulations performed. Five half-stretched
droplets extracted from the set #1 of r0 = 2 nm and E = 1000 MV/m SPC/E

simulation. For the electric fields E = 740, 750, 770, and 780 MV/m, 10
replicates were simulated. For electric fields E = 760 MV/m, 20 replicates were
produced. All the simulations ran for 1 ns.

Droplet ID Extract time point [ps] Electric fields, E [MV/m]

Drop 1 87 740, 750, 760, 770, 780

Drop 2 88 740, 750, 760, 770, 780

Drop 3 89 740, 750, 760, 770, 780

Drop 4 90 740, 750, 760, 770, 780

Drop 5 91 740, 750, 760, 770, 780

3.3 Results and Discussion

The dynamics described in this section were observed in all simulations. Detailed structural
and energetic analysis methods are described in Appendix A. The analysis results are pre-
sented in tables in Appendix D in details and the results of some representative simulation
will be presented in this section to illustrate characteristic behavior.

To begin with, we show the time evolution of two representative droplet simulations.
Figure 3.1 illustrates how the initially spherical droplet of radius 2 nm either assumes
a slightly prolate spheroidal form when the electric field strength is set to 700 MV/m
(Figure 3.1(a)) or significantly extends if the electric field strength is increased to 900
MV/m (Figure 3.1(b)). We observed that for all sizes of nanodroplet and for all water
models, the droplet shape dramatically extended if the applied electric field is high enough
to cause this extension. For example, 700 MV/m in Figure 3.1(a) is not hight enough but
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(a) Electric field, E = 700 MV/m

(b) Electric field, E = 900 MV/m

Figure 3.1: Snapshots of the time evolution of droplets of the initial radius,
r0 = 2 nm under an external electric field of 3.1(a) E = 700 MV/m and 3.1(b)
E = 900 MV/m. Oxygen atoms are shown in red and hydrogen atoms are shown
in gray. The values of shape parameter, S at the indicated times are displayed.

900 MV/m in Figure 3.1(b) is high enough to cause the extension for r0 = 2 nm droplet.
We found that the field strength causing this change is varying for different sizes of droplet
and slightly different for different water models.

3.3.1 Structural behavior of a nanodroplet in an external electric field

Both the stretching and the collapsing simulations demonstrated that depending on the
strength of the electric field the nanodroplet assumes either of the two states – a slightly
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(a) Aspect ratio, λ = c/a (b) Shape parameters, S

(c) Average dipole angle

Figure 3.2: Plot of structural data (a) aspect ratio, (b) shape parameters, S, and
(c) average dipole angle versus external electric filed strength. Data trend for all
three radii, r0 = 2, r0 = 3, and r0 = 4 are shown together.

prolate spheroid or a significantly extended ellipsoid with pointy tips. To simplify charac-
terization of the nanodroplet shape we fit an ellipsoid onto each of the conformations formed
by the droplets following the procedure described in the Appendix A. We then quantify the
resulting ellipsoid by two parameters: the aspect ratio λ = c/a of its major axis c aligned
with the electric field to the minor axis a perpendicular to the field direction, and the shape
parameter, S. The shape parameter S is derived from the gyration tensor [77] that describes
second moments of the position of a collection of particles. It is commonly used to describe
the conformations of polymers and proteins [78, 79]. S is bounded between −1/4 and 2
and the range of S values corresponds to the shapes of the ellipsoid. The shape is defined
to be an oblate ellipsoid for −1/4 < S < 0, a sphere for S = 0, and a prolate ellipsoid for
0 < S < 2. See Appendix A for more details.
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(a) r0 = 2 nm, E = 700 MV/m (b) r0 = 2 nm, E = 900 MV/m

(c) r0 = 4 nm, E = 500 MV/m (d) r0 = 4 nm, E = 700 MV/m

Figure 3.3: Temporal evolution of the shape parameter, S (black line) and the
aspect ratio, λ = c/a (blue line) for selected representative simulations. Ellipsoid
in red are drawn to scale.

If the electric field strength is low and the nanodroplet stretches only slightly we find
λ . 1.5 and S . 0.04. For the high electric field, the droplet stretches significantly and
the lower bounds for the parameters are λ & 6 and S & 1.8. Table D.1 in the Appendix D
provide detailed values of these parameters for the complete range of the initial droplet
radii and the electric field strengths simulated. We present three selected structural data
from the Table D.1 as plots shown in Figure 3.2. As we can see from Figure 3.2(a) and
3.2(b), it is evident that for a given electric field strength, both of the parameter values
λ and S increase as the initial size of the droplet is increased. Also, from Figure 3.2(c),
we can observe that the average angle between the water dipoles and the external electric
field direction decreases (i.e. more aligned to the field) from ≈ 90◦ to ≈ 40◦ as the droplet
shape elongates and further dipoles in a larger droplet are more aligned to the field than
the smaller droplet. Overall in Figure 3.2, we can conclude that the shape transition occurs
at lower electric field for larger droplet.

Figure 3.3 shows the temporal evolution of the two parameters S and λ for nanodroplets
with initial radii 2 nm and 4 nm for low (700 MV/m for 2 nm droplet and 500 MV/m for
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4 nm droplet) and high (900 MV/m for 2 nm droplet and 700 MV/m for 4 nm droplet)
electric field values. Figures 3.3(a) and 3.3(c) clearly demonstrate how the slight increase
in the two parameters for the low electric field is contrasted with the significant growth of
these parameters for the high electric field cases shown in Figures 3.3(b) and 3.3(d).

For a certain range of low electric field strengths the nanodroplet in all stretching and all
collapsing simulations assumed a slightly extended shape as a final equilibrium. Similarly,
for a certain range of high electric fields all of these simulations led to the nanodroplet
equilibrating in a significantly extended ellipsoidal shape. However, for range of mid-range
electric field strengths, a significant extension of the nanodroplet shape happens only in
a portion of the 10 replicate simulations, while in the rest of the runs the nanodroplet
stretches only slightly. For example, 6 droplets stretched out of 10 replicates for SPC/E 2
nm droplet at 825 MV/m. See Appendix A for details.

These results raise two important questions that are key to fully understanding the
dynamics of the nanodroplet extension. First, we need to explain the molecular level mech-
anism behind the droplet extension. Second, the behavior of the droplet in the critical
mid-range of electric field strengths has to be fully understood. We need to develop a quan-
titative theory that predicts these critical values based on the droplet size and clarifies the
dual behavior of the nanodroplet in this range. In the subsequent sections we use detailed
energetic analysis to answer both of these questions and propose a new quantitative theory
that describes the behavior of the nanodroplets in an external electric field.

3.3.2 Energetic behavior of a nanodroplet in an external electric field

An important advantage of molecular dynamics (that is not always exercised) is that each
of the energy components leading to the overall behavior of the simulated system can be
measured and analyzed separately. In the case of water in an electric field, this provides an
important tool for determining the balance between energetic terms that drives changes in
the orientation of the individual water molecules and the overall droplet structure. This is
particularly true when small systems, like nanodroplets, are considered.

The primary goal of this paper is to elucidate the energetic details of the dynamics leading
to the change in shape and the relationship between this deformation and the strength of
the external electric field. To achieve that, we compute and examine the evolution of all
components of the total energy of the system. Specifically, we calculate three components
of the potential energy described in Appendix A.

• the electrostatic interaction energy, Uel (Equation A.1),

• the Lennard-Jones interaction energy, Ulj (Equation A.2), and

• the water dipoles and the applied external electric field interaction energy, Udf (Equa-
tion A.3)

In addition, we compute the water dipole-dipole interaction component Udd (Equa-
tion A.4) of the total electrostatic energy Uel to determine what percentage of the total
electrostatic energy it is responsible for. Finally, we compute the surface energy Usurf
(Equation A.5), i.e. the energetic cost to increase the exposed surface area of the droplet,
which is approximated by multiplying the surface area of the droplet and the surface ten-
sion of SPC/E water 63.3 mJ/m2 [80]. The details of the how the energetic components are
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calculated is described in Appendix A and the tabulated results can be found in Table D.2
in Appendix D.

Calculating the detailed energetics allows us not only to follow the changes in energy of
a particular configuration over time but also compare the various energetic components of
different configurations. Thus we can explore the energy landscape of the different configu-
rations of water molecules within a nanodroplet as it takes different shapes. This analysis
allows us to determine the most energetically favorable conformations of a collection of
waters and the likelihood of a transition between two different nanodroplet shapes. The
results establish that the key to the change in the nanodroplet shape is the alignment of
water droplets with the external electric field while simultaneous restructuring to minimize
unfavorable intermolecular dipole-dipole interactions.

In the presence of an external electric field isolated water molecules can lower their
potential energy by aligning their dipole moments parallel to the electric field; however
the water dipoles in a spherical droplet cannot align due to the high interaction energy
with the adjacent parallel dipoles. If the droplet changes shape to an extended ellipsoid
these unfavorable dipole-dipole interactions are largely replaced by favorable stacked par-
allel dipole-dipole interactions, allowing the water molecules to align with the field. The
counterbalancing term is the energetic cost to extend the spherical droplet into an extended
ellipsoid, which our analysis shows is about half due to the increased water-vacuum surface
area and half due to the reduction in favorable electrostatic interactions within the droplet.

From looking at the energetics as it evolves over time we can understand how the ex-
ternal electric field causes the dipoles to align and the nanodroplet to assume an extended
ellipsoidal shape which is more favorable from the perspective of the dipole-dipole and
dipole-field interaction energies. Figure 3.4 shows a typical evolution of the energetic com-
ponents for a nanodroplet of initial radius 4 nm placed in 700 MV/m electric field (value
above Ecrit for this case). All of the graphs are superimposed on the curve representing
the change in the shape parameter S to clarify how the shape change is correlated with the
changes in the energies. As we can see the deformation into an extended ellipsoid allows the
collection of the water molecules to significantly decrease the dipole-dipole (Figure 3.4(a))
and the dipole-field (Figure 3.4(b)) interaction energies. The overall electrostatic energy
(Figure 3.4(c)) increases and the total potential energy of the nanodroplet remains nearly
constant (Figure 3.4(e)) as we simulate the droplets in NVE ensemble. Figure 3.4(d) demon-
strates that the Lennard-Jones energy does not change significantly although it does exhibit
a small decrease.

We observed the same structural and energetic behavior for all water models we tested.
The only major difference was that the shape extension occurs at a slightly different strength
of the electric field. In addition to explaining the overall behavior of the nanodroplet,
calculating all of the energetic components (see Table D.2 and Table D.3 in Appendix D)
helps us predict the critical mid-range strengths of the electric field and the nanodroplet
dynamics for this range explained in the following subsection.
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(a) Dipole-dipole interaction energy (b) Dipole-field interaction energy

(c) Electrostatic energy

(d) Lennard-Jones energy

(e) Total potential = Udf + Uel + Ulj

Figure 3.4: Temporal evolution of the energetic components for a sample droplet
with the initial radius r0 = 4 nm and the electric field strength E = 700 MV/m.
Grey line is a smoothed version using 2 ps moving average. Note that the total
potential energy is conserved throughout the simulation.

30



3.3.3 Nanodroplet equilibria at the critical strengths of the electric field

A large body of experimental and theoretical research has been dedicated to the study
of macroscopic droplets (& µm) under the influence of external electric field since the
seminal papers by Zeleny [81, 82] and G. I. Taylor [31]. The basic theory first proposed
by Taylor in 1964 [31] assumes that the droplet reaches an equilibrium shape of a prolate
spheroid and allows the calculation of the corresponding aspect ratio λ = c/a by balancing
the electrostatic force, the surface tension and the fluid pressure at the surface of the
droplet. The resulting prediction yields the following relationship between λ, the electric
field strength E, the surface tension T and the radius of the initial spherical droplet r0.

E

√
r0
T

= Φ(λ) =

√
8πλ(−4/3)

√
2− λ−1 − λ−3

(
1

2(1− λ−2)3/2
ln

1 +
√

1− λ−2

1−
√

1− λ−2
− 1

1− λ−2

)
(3.1)

Linear stability analysis that Taylor based on the work by Rayleigh [30] showed that
if the electric field strength is greater than the critical value ETcrit the spheroidal shape
determined from equation 3.1 is unstable.

Figure 3.5: Comparison of Taylor
theory, Equation 3.1, (black solid
line) with the simulation data
(colored symbols) of the droplets
with r0 = 4 nm.

Figure 3.6: Plot of critical electric fields.
We compare the prediction by Taylor
model (Equation 3.1) and the prediction
by Uint model (Equation 3.2) with the
MD simulation data obtained from
stretching and collapsing simulations.

Following this analysis [31] we can estimate the value of ETcrit using our nanodroplet
stretching simulations by finding the strength of the electric field below which the ratio
λ does not exceed the value 1.86. Just as it was also found by Luedtke et al. for for-
mamide droplets [39], the theoretical and computational results closely match (see Figure 3.5
and 3.6). Note, however, that it is difficult to make this estimate with a high precision since
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for the field strengths near the critical value the behavior of the droplet is very sensitive to
the electric field and some of the simulations show a significantly extended droplet while
others follow the Taylor’s shape prediction. In fact, if we try to make the same estimate of
ETcrit using collapsing droplet simulations, we find that our prediction now systematically
differ from the Taylors value as shown in Figure 3.6. To examine the behavior further we
use empirical relationships derived from the simulations along with the following energetic
arguments.

The favorable drop in potential energy for the Nw randomly oriented waters, each with
a dipole moment µ, to align with the electric field E with an orientation of θi degrees for
an ith molecule is:

∆Udf = −E × µ×
Nw∑
i=1

cos(θi).

Note that for the non-polarizable water models used, the dipole moment is a constant.
Using the simulation data we can find a relationship between Θ =

∑Nw
i=1 cos(θi) and the

major to minor axes ratio λ as shown in Figrure 3.7(a). The simulation data can be
approximated well by a quadratic function Θ = Aλ2 +Bλ+ C, with the parameter values
for A, B, C and the small variation in these values given in Table 3.4. Then the change in
the potential energy for the dipole-field interaction can then be expressed as a function of
λ:

∆Udf = −E × µ× (λ2 +Bλ+ C)

We can also use the simulation data to determine the relationship between λ and the
change in the internal energy ∆Uint as shown in Figrure 3.7(b). The internal energy ∆Uint is
simply the sum of the electrostatic, Uel and the Lennard-Jones, Ulj interaction energies. We
find that the following power function given below best fits this relationship with narrowly
ranging parameter values of M and D shown in Table 3.4.

∆Uint = DλM

Table 3.4: Empirically fitted parameters.

data fitting parameters mean ± standard deviation

∆Udf

A -8.19 ± 0.63
B 163.31 ± 6.24
C -43.99 ± 15.08

∆Uint
D -48800 ± 229
F -0.03 ± 0.0012

Combining the two expressions and examining the total change of energy ∆Up = ∆Udf +
∆Uint with respect to λ for different values of E we find that for a range of electric field
strengths it is possible to have a double well potential profile in the energy shown in Fig-
ure 3.7(c). This profile of the energetic curve in the mid-range of the electric field values
close to the critical field explains why the droplets in some of the simulations for particular
E field values remain only slightly extended, while others settle to a highly extended shape.
The height of the energy barrier between the two states depends on E and determines the
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time scale for the droplet to find a configuration corresponding to a global, rather than
local, minima in the energy (see below).

(a) Plot of Θ versus λ (b) Plot of ∆Uint versus λ

(c) Plot of ∆Up versus λ

Figure 3.7: Plot of energy components of simulation data and their fitting curves
against the aspect ratio, λ. (a) is plot of Θ =

∑Nw
i=1 cos(θi) data with quadratic

function fitting curve, (b) is plot of ∆Uint = Uel + Ulj data with power function
fitting curve, and (c) is plot of the potential energy, ∆Up = ∆Udf + ∆Uint where
Udf and Uint are obtained from the fitted curves in (a) and (b), respectively.

The analytic expression for the ∆Up = ∆Udf + ∆Uint along with the empirically derived
parameter values can also be used to find the maximum field strength for which there is
only one slightly prolate spheroidal global equilibrium state and the minimum field strength
for which there is only one global equilibrium state as a significantly extended ellipsoid. We
can also determine the value of E for which both of the equilibria correspond to the same
energy level (see below).

Using a similar combination of the empirical estimates and theoretical arguments we can
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also find how the critical value of the electric field Ecrit required for elongation of a droplet
varies with the initial radius of the droplet r0. Empirically we found that the average
dipole angle θ (i.e. angle from the field direction to water dipole, see Appendix A) at the
critical field strength is homogeneous across the entire extended droplet (at least for the
small droplets considered in this study). Thus we can approximate the favorable drop in
potential energy with:

∆Udf = −E × µ×Nw × cos(θ)

From simulation data plot presented in Figure 3.8(a), we find that the cos (θ) is linearly
dependent on the initial droplet radius r0 with

cos(θ) = −a1 × r0 + a2, a1 = 0.0588 and a2 = 0.6337.

The critical field at which the droplet extends occurs when the energetic advantage of
aligning with the field ∆Udf is greater than the cost in internal energy ∆Uint to elongate
the droplet, i.e. when

E × µ×Nw × cos(θ) ≥ ∆Uint.

Hence,

Ecrit =
∆Uint

µ×Nw × cos(θ)
(3.2)

Using the fact that the number of water molecules is proportional to 1/r30, i.e. Nw ∝ r−3
0

and the fitted relationship shown in Figure 3.8(a), i.e. cos(θ) = −a1×r0+a2, we can obtain

Ecrit ≈
∆Uint

µ×Nw × (−a1 × r0 + a2)
∝ ∆Uint
a2r30 − a1r40

.

Empirically, for the fitted values of a1 and a2 and for r0 between 1.4 nm and 4.0 nm, we
find

a2r
3
0 − a1r40 ∝ r2.670 .

Then we can yield an overall scaling

Ecrit ∝
∆Uint
r2.670

.

Fitting the change in internal energy to a power function of r0, yields the following
empirical relationship shown in Figure 3.8(b):

∆Uint ∝ r2.050

As we can see in Figure 3.8(c), plotting the change in internal energy, ∆Uint versus the
change in the nanodroplet surface area, ∆SA, we find a nearly perfect linear relationship
with a proportionality constant close to 1, indicating that the change in surface energy can
be used to predict the energetic cost of elongating the droplet.

Combining the obtained results we find the following prediction of the critical field
variation with respect to r0:

Ecrit ∝
∆Uint
r2.670

≈ r2.050

r2.670

=
1

r0.610
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This empirically derived relationship between Ecrit and r0 is very similar to that from
Taylor’s model:

Ecrit ∝
1

r0.50

Note that Uint prediction we just derive (green marks) closely overlap with Taylor’s
prediction (blue marks) in Figure 3.6. Instead of complex free energy analysis, we derive a
semi-empirical model using the internal energy of the droplet that can be easily calculated
from simulation trajectories.

(a) Plot of cos(θ) versus r0 (b) Plot of log(∆Uint) versus log(r0)

(c) Plot of log(∆Uint) versus log(∆SA)

Figure 3.8: Plot of three relationships with linear fitting used for Uint model 3.2
derivation. (a) is plot of cos(θ) against r0 with linear fit, (b) is plot of ∆Uint
against r0 with linear fit in log− log scale, and (c) is plot of ∆Uint against ∆
Surface Area (SA) with linear fit in log− log scale.
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3.3.4 Evidence two equilibrium status (no metastable stage)

Figure 3.9: Five droplets lie near
shape parameter, S ≈ 0.9 are
extracted. Drop 1 at 87 ps, Drop 2
at 88 ps, Drop 3 at 89 ps, Drop 4 at
90 ps, Drop 5 at 91 ps.

Figure 3.10: Percentage of collapsed
droplets after 1 ns simulation with
the external field varying from 740
MV/m to 780 MV/m are plotted.
At 760 MV/m, all five half stretched
droplets have 50% collapsing rate,
i.e. 50% extending rate.

The third set of simulations is simulations of half stretched nanodroplets. As explained
in the method section, we extracted five half stretched droplets from one of r0 simulations
as shown in Figure 3.9. We ran it for 1 ns with the external field range from 740 MV/m
to 780 MV/m. As we can see in Figure 3.6, for the 2 nm initial radius droplets we used to
extract the half stretched droplets, 740 MV/m is approximately the lower bound of Ecrit
observed from collapsing simulations (Table 3.2) and 780 MV/m is approximated the upper
bound of Ecrit observed from stretching simulation (Table 3.1). We produced 10 to 20
replicates to investigate whether the electric field that causes half of droplets extends and
half of them collapses exists. As we see in Figure 3.10, for all half stretched droplets, 50%
of droplet collapsed to near sphere shape and other 50% of droplet extended to long prolate
at 760 MV/m. This result explains that the actual critical electric field exist in between
the Ecrit found from the stretching simulations (black marks) and the Ecrit found from the
collapsing simulations (red marks) in Figure 3.6. We argue that there is no meta-stable
stage. If enough time is allowed, a droplet will either stay in a slight prolate spheroid form
or in a long extended prolate.

3.3.5 Evidence for energetic barrier to droplet extension

Except for the very largest applied electric fields, there is a time delay between the time
the electric field is applied and the extension of the droplet. The average time to extension
monotonically decreases with increasing field, as shown in Table D.1 in Appendix D, but
there is considerable variation in the time to extension between replicate simulations as
shown in Figure 3.11.
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Figure 3.11: Plot of shape
parameters of all 10 replicates of
r0 = 2 nm radius, SPC/E droplet
with the external electric field
strength, E = 900 MV/m.

The magnitude of the barrier can be estimated from the empirical equations for ∆Udf
and ∆Uint derived previously. Since ∆Uint is proportional to the droplet surface area (see
Figure 3.8(c)) which is a function of the aspect ratio λ = c/a, we can plot the total energy
change versus the “reaction rate” for droplet extension, λ, for any specified electric field. A
set of such plots is shown in Figure 3.7(c) for the r0 = 2 nm droplets with field strengths of
600 - 1000 MV/m in increments of 100 MV/m. As this figure shows, for the lowest electric
field the energy monotonically increases as the droplet extends away from the near-spherical
ground state. As the field is increased, a second minimum appears at large λ corresponding
to the extended droplet form.

At all fields there is an energy barrier that decreases with increasing field. If the system
follows simple Arrhenius kinetics then the rate follows the equation:

Reaction rate constant ∼ 1

textend
= a exp

(
−∆U

kT

)
where textend is the average time to droplet extension , ∆U is “activation energy” which

is the calculated barrier (from Figure 3.7(c)) to droplet extension per water molecule, k is
Boltzmann’s constant, and T is temperature.

Take log on both side yield

log

(
1

textend

)
= − 1

kT
∆U + log(a).

Hence, a plot of the log(1/textend) versus the calculated barrier ∆U should give straight
lines if the rate is dominated by simple barrier crossing. These resulting graphs for the three
different droplet sizes, shown in Figure 3.12. The rates for droplet extension do appear to
follow Arrhenius-like kinetics considering the fact that only 3-4 data points are used to form
these reasonably linear and parallel lines.

A complexity in describing the reactions involving large groups of molecules is identifying
the correct “reaction rate” since the transition from the spherical to the extended form
involves the coordinated motion of many interacting waters. Since the slope found from
this Arrhenius plot should be −1/kT = −0.4 but the average of three slopes in Figure 3.12
is −12.7, we can estimate the number of waters follows Arrhenius “reaction rate” to be
approximately 32 waters.
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Figure 3.12: Plot of log(1/textend)
against energy barrier per molecule
for the three different sizes of
droplet.

3.4 Simple continuum dipole-dipole interaction energy model

A physics-based continuum model for calculating a dipole-dipole interaction energy in a
prolate is created. Consider two dipoles in electric field like shown in Figure 3.13.

Figure 3.13: System of two dipole moments in electric field

The electric field Ei from i-th dipole is given by

Ei(r) = − 1

4πε0‖r− ri‖3

[
µi − 3

µi · (r− ri)(r− ri)

‖r− ri‖2

]

The interaction energy, Udd between two permanent electric dipoles is proportional to
the product of the two dipole moments and depends on their relative orientation.
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Udd = −µj ·Ei(rj)

= − 1

4πε0‖r− ri‖3

[
µi · µj − 3

µi · (rj − ri)(rj − ri) · µj
‖r− ri‖2

]
=

1

4πε0r3ij

[
µi · µj − 3

µi · (rj − ri)(rj − ri) · µj
r2ij

]
=

1

4πε0r5ij

[
r2ijµi · µj − 3(µi · rji)(µj · rji)

]

where two permanent water dipoles are µi and µj and (rj − ri) = rji is the vector between
the two dipoles and rij is the distance between them. The constant ε0 is the vacuum
permittivity.

Write dipole in spherical coordinates, µ = (µ sin(θ) cos(φ), µ sin(θ) sin(φ), µ cos(θ)). µ is
the magnitude of dipole moment and θ is the polar angle and φ is the azimuthal angle of
dipole moment.

Then the dot products, µi · µj and µi · rji and µj · rji become

µi · µj = µi sin(θi) cos(φi)µj sin(θj) cos(φj) + µi sin(θi) sin(φi)µj sin(θj) sin(φj) + µi cos(θi)µj cos(θj)

= µiµj [sin(θi) sin(θj) cos(φi) cos(φj) + sin(θi) sin(θj) sin(φi) sin(φj) + cos(θi) cos(θj)]

= µ2 [sin(θi) sin(θj) cos(φi) cos(φj) + sin(θi) sin(θj) sin(φi) sin(φj) + cos(θi) cos(θj)]

µi · rji = µi × rij × cos(θi)

= rµ cos(θi)

µj · rji = µj × rij × cos(θj)

= rµ cos(θj)

Note that the magnitude of two water dipoles are the same, µi = µj , so both of them are
simply denoted by µ. In addition, the distance between two dipoles, rij is simply denoted
by r.

Hence,

Udd =
1

4πε0r5
[
r2µ2 (sin θi sin θj cosφi cosφj + sin θi sin θj sinφi sinφj + cos θi cos θj)− 3r2µ2 cos θi cos θj

]
=

r2µ2

4πε0r5
[sin θi sin θj cosφi cosφj + sin θi sin θj sinφi sinφj + cos θi cos θj − 3 cos θi cos θj ]

=
µ2

4πε0r3
[sin θi sin θj cosφi cosφj︸ ︷︷ ︸

part A

+ sin θi sin θj sinφi sinφj︸ ︷︷ ︸
part B

− 2 cos θi cos θj︸ ︷︷ ︸
part C

]
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3.4.1 Averaging Dipole-dipole interaction energy

Averaging the dipole-dipole interaction energy, Udd over the polar angle θ and the azimuthal
angle φ is

Udd =

∫∫∫∫
Udd(θi, θj , φi, φj)P (θi)P (θj)P (φi)P (φj) dθi dθj dφi dφj∫∫∫∫

P (θi)P (θj)P (φi)P (φj) dθi dθj dφi dφj

The polar angle θ follows the exponential distribution1 and the azimuthal angle φ follows
the uniform distribution.

P (θ) =

{
λe−λθ, θ > 0

0, θ < 0.

P (φ) =

{
1
2π , 0 6 φ 6 2π

0, otherwise.

Hence, the average dipole-dipole interaction energy, Udd over the polar angle θ and the
azimuthal angle φ is

Udd =

∫ 2π
0

∫ 2π
0

∫ π
0

∫ π
0

µ2

4πε0r3
[sin θi sin θj cosφi cosφj ] λe

−λθiλe−λθj 1
2π

1
2π dθi dθj dφi dφj∫ 2π

0

∫ 2π
0

∫ π
0

∫ π
0 λe−λθiλe−λθj 1

2π
1
2π dθi dθj dφi dφj︸ ︷︷ ︸

part A

+

∫ 2π
0

∫ 2π
0

∫ π
0

∫ π
0

µ2

4πε0r3
[sin θi sin θj sinφi sinφj ] λe

−λθiλe−λθj 1
2π

1
2π dθi dθj dφi dφj∫ 2π

0

∫ 2π
0

∫ π
0

∫ π
0 λe−λθiλe−λθj 1

2π
1
2π dθi dθj dφi dφj︸ ︷︷ ︸

part B

−
∫ 2π
0

∫ 2π
0

∫ π
0

∫ π
0

2µ2

4πε0r3
[cos θi cos θj ] λe

−λθiλe−λθj 1
2π

1
2π dθi dθj dφi dφj∫ 2π

0

∫ 2π
0

∫ π
0

∫ π
0 λe−λθiλe−λθj 1

2π
1
2π dθi dθj dφi dφj︸ ︷︷ ︸

part C

=
0

(e−λπ − 1)
2︸ ︷︷ ︸

part A

+
0

(e−λπ − 1)
2︸ ︷︷ ︸

part B

−
µ2λ4

(
e−λπ + 1

)2
2πε0r3 (λ2 + 1)2

· 1

(e−λπ − 1)
2︸ ︷︷ ︸

part C

= −
2µ2λ4

(
e−λπ + 1

)2
4πε0r3 (λ2 + 1)2 (e−λπ − 1)

2

1Based on our observation from MD simulation result.
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Note that details of part A, B, and C calculations are described in Appendix E.

Unit of average dipole-dipole interaction energy

unit of Udd = unit of
µ2

ε0r3
=

[Cm]2

[C2N−1m−2][m]3
=
C2m2N

C2m
= Nm = J

3.4.2 Dipole-dipole interaction energy over an ellipsoid

We want to integrate Udd over an ellipsoid.

1

2

∫∫∫
E

∫∫∫
E

Udd dx1 dy1 dz1 dx2 dy2 dz2 =

constant× 1

2

∫∫∫
E

∫∫∫
E

1

r3
dx1 dy1 dz1 dx2 dy2 dz2

︸ ︷︷ ︸
main part

where the integrating bound E representing an ellipsoid.

x2

a2
+
y2

b2
+
z2

c2
≤ 1

We will look into the main part.∫∫∫
E

∫∫∫
E

1

r3
dx1 dy1 dz1 dx2 dy2 dz2

=

∫∫∫
E

∫∫∫
E

1√
(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2

3 dx1 dy1 dz1 dx2 dy2 dz2

We change the variables as follows.

x1 = a x̄1 and dx1 = a dx̄1
y1 = b ȳ1 and dy1 = b dȳ1
z1 = c z̄1 and dz1 = c dz̄1
x2 = a x̄2 and dx2 = a dx̄2
y2 = b ȳ2 and dy2 = b dȳ2
z2 = c z̄2 and dz2 = c dz̄2

Then the integrating bound E becomes S representing sphere.

x̄2 + ȳ2 + z̄2 ≤ 1

Then the integration becomes
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∫∫∫
E

∫∫∫
E

1√
(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2

3 dx1 dy1 dz1 dx2 dy2 dz2

=

∫∫∫
S

∫∫∫
S

a2b2c2√
(ax̄2 − ax̄1)2 + (bȳ2 − bȳ1)2 + (cz̄2 − cz̄1)2

3 dx̄1 dȳ1 dz̄1 dx̄2 dȳ2 dz̄2

=

∫∫∫
S

∫∫∫
S

a2b2c2√
a2(x̄2 − x̄1)2 + b2(ȳ2 − ȳ1)2 + c2(z̄2 − z̄1)2

3 dx̄1 dȳ1 dz̄1 dx̄2 dȳ2 dz̄2

We change the cartesian coordinate systems to spherical coordinates

x̄ = ρ sin(θ) cos(φ)

ȳ = ρ sin(θ) sin(φ)

z̄ = ρ cos(θ)

Then we have∫∫∫
S

∫∫∫
S

a2b2c2√
a2(x̄1 − x̄2)2 + b2(ȳ1 − ȳ2)2 + c2(z̄1 − z̄2)2

3 dx̄1 dȳ1 dz̄1 dx̄2 dȳ2 dz̄2

=

2π∫
0

π∫
0

1∫
0

2π∫
0

π∫
0

1∫
0

a2b2c2√
a2(ρ2 sin θ2 cosφ2 − ρ1 sin θ1 cosφ1)2 + b2(ρ2 sin θ2 sinφ2 − ρ1 sin θ1 sinφ1)2

· · ·

√
c2(ρ2 cos θ2 − ρ1 cos θ1)2

3 ρ
2
1 sin θ1ρ

2
2 sin θ2 dρ1 dθ1 dφ1 dρ2 dθ2 dφ2

We computed the integral to calculate Udd over an ellipsoid for r0 = 2 nm case and
plotted it against the aspect ratio λ = c/a as shown in Figure 3.14.

Figure 3.14: Plot of the
dipole-dipole energy, Udd versus the
aspect ratio, λ = c/a of prolate
with r0 = 2 nm.

We can observe that average dipole-dipole interaction energy, Udd decreases only until
some level of aspect ratio. This result support the explanation of the reason why droplets
stretches until some point but does not extend until anymore.
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3.5 Conclusions

We have presented a detailed study of the structural and energetic behavior of nanodroplets
under the influence of an externally applied electric field. A careful analysis of a multitude
of simulations revealed the molecular mechanism of the nanodroplet shape extension in the
electric field. We found that the transformation of an initially spherical droplet into a highly
extended prolate ellipsoid is due to the tendency of water dipoles to align with the electric
field and reorganize to minimize the dipole-dipole interaction energy. A quantitative theory
was developed to predict the shape and temporal dynamics of the nanodroplet given its
initial radius and the strength of the applied electric field. The analysis allowed to describe
the energetic landscape of the nanodroplet transitions between equilibrium states. In fact,
it was revealed that for a mid-range of critical electric field strengths it is possible to have
two local equilibrium states and Arrhenius-like behavior of the nanodroplet as it has to
overcome the energy barrier to reach the global minima. The theoretical predictions agree
well with previously obtained results for macrodroplets. A combination of empirical and
theoretical arguments yielded formulas that connect important parameters of the system
and predict the nanodroplet behavior as the function of its initial size and the strength
of the external electric field. The results of the study provide additional evidence for the
theory of water dipoles driven formation of the pores in biological membranes as well as
relevance to a variety of scientific and engineering applications.
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Chapter 4

Conclusion

We studied behavior of water molecules under the influence of an externally imposed electric
field using two different model systems.

We simulated a process of electroporation of a phospholipid bilayer to understand the
initiation mechanism of pore formation in biological membrane. We not only simulated a
piece of lipid bilayer surrounded by water (WLW) system that has been studied in the past
but also created and simulated a simple water only (WVW) system. Through a direct struc-
tural and energetic analysis of large number of simulation trajectories, we showed that pore
is initiated by water molecules. The interfacial water molecules protrude from the surface
and form a column-like structure as their dipole moments align with an external electric
field. We observed that the per-molecule potential energy of the water protrusion interacting
with other water molecules decreases as the height of protrusion grows. We also observed
that the per-molecule potential energy of the water protrusion interacting with phospho-
lipids increases. We conclude that the membrane phospholipids act as a sticky barrier to
the interfacial water molecules advancing into the interior of the membrane in response
to the external electric field applied. Furthermore, we modeled two simple configurations
consisting of seven dipoles. By comparing the energy of these dipoles, we demonstrated the
energetic benefits of the interfacial water protrusion as well as the existence of a critical
electric field that causes electroporation.

Our WLW and WVW models have certain limitations. In particular, due to the periodic
boundary conditions employed in both model systems, long-range electrostatic forces has to
be approximated using Particle Mesh Ewald method and cut-off has to used to compute van
der Waal’s interactions. In order to overcome the limitation caused by periodic boundary
conditions, we created a nano-sized water droplet and studied water behavior in the external
electric field. The advantage of nanodroplet model is that we can compute interaction
forces without use of above any cut-offs or approximations. We simulated a large number
of droplets in many different sizes and using different water models while varying electric
field. We illustrated the structural changes of nano-sized water droplets. We observed
that the droplets under certain electric field stays in a slightly prolate spherical form but
if an external electric field strength is above certain level then the droplets dramatically
stretch in the field direction. Through analysis of MD trajectories, we showed that the
potential energy of the droplet decreases as the droplet stretches its shape. We investigated
the dependance of critical electric field that causes the stretching on the initial radius of
the droplet. For smaller droplet, higher field is required to extend. We compared the
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critical fields for different sizes of the droplet found from MD simulations with a theoretical
Taylor’s model and a semi-empirical model of our own and showed that they follow the
similar pattern. A key achievement of semi-empirical model we proposed is that this model
is built simply by balancing the internal energy of the droplet instead of complicated free
energy analysis. Further, from the energy analysis result, we demonstrated that two local
equilibrium states, slightly prolated shape and fully extended shape, are possible. Also, we
observed that the nanodroplets in an electric field follows Arrhenius-like behavior as it has
to overcome the energy barrier to reach the global minima. Finally, we developed a simple
continuum model of dipoles only and explained the reason why the droplets only extend up
to a certain length.

Future direction

In the future, we want to develop a predictive analytical theory that describes the shape
and dynamics of the droplet with respect to the key parameters such as the strength of the
electric field and the initial volume of the droplet. Taylor’s model assumes that the electric
conductivity is constant inside the droplet. Also, the energy balancing model assumes
homogeneous distribution of an angle between the water dipoles and the electric field inside
the droplet. However, for large droplets we are questioning this assumption and, in fact,
we have some preliminary results that indicate the existence of both the “bulk” and the
“interface” regions inside a large droplet. The main difference between these two regions is
the ability of water dipoles to align with the electric field with the “interface” dipoles being
able to attain a much smaller angle with the external field compared to “bulk” waters.

Our preliminary MD simulations of larger nano-sized droplets, r0 = 5 nm and r0 = 6
nm, indicate that electric permittivity properties inside the droplet may not be assumed as
a constant. We divide the droplet into six regions as shown in Figure 4.1. Then the average
dipole angle in each regions is computed for every time step in the MD trajectory.

Figure 4.1: Cross section of r0 = 5 droplet. Six regions are shown in different
colors. The regions are defined by the radial distance from the center of mass of
the droplet. The inner most region has the molecules located less than 50% of
the principal radii. Then for the following regions, the length definition is
increased by 10%. The outer most region has the molecules located further than
90% of the principal radii.
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Figure 4.2: Plot of average dipole
angle in six regions versus
simulation time of droplet with
r0 = 5 nm with E = 600 MV/m

Figure 4.3: Plot of average dipole
angle in six regions versus
simulation time of droplet with
r0 = 6 nm with E = 600 MV/m

Figure 4.2 and Figure 4.3 show how the average dipole angle is changing over time
for six different regions inside r0 = 5 nm and r0 = 6 nm droplets respectively under 600
MV/m external electric field. We observe that the dipoles in the inner most (red line)
part of both droplets are less aligned to the field, i.e. bigger angle, than the dipoles in
the outer most (blue line) surface. We will investigate whether just like in our simulations
of electroporation, a large droplet roughly splits into an interfacial and bulk water regions
which have different electric permittivity properties i.e., the water dipoles are more or less
aligned with the field. If the difference is observed then we can parameterize this factor as
a variable and integrate into the analytical model that predict the shape and dynamics of
the droplet.
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Appendix A

Analysis methods

A.1 Energetic analysis

For energetic analysis, we calculate the total potential energy comprised of three terms:

• the electrostatic (Coulomb) interaction energy (Equation A.1),

• the van der Waals interaction energy using Lennard-Jones approximation (Equa-
tion A.2),

• the interaction energy between the water dipoles and the applied external electric field
(Equation A.3).

In addition, we calculate the dipole-dipole interaction energy (Equation A.4).
The equations for the electrostatic, Lennard-Jones, and dipole-dipole interactions de-

scribe the interaction between a pair. In Chapter 2, we compute these interaction energy
by summing over all pairwise interactions between the atoms of the regions of interest. For
example, the interaction energy between the protrusion waters and bulk waters, we add
all the pairwise interactions among the protrusion waters and all the pairwise interactions
between the regions. In Chapter 3, these interaction energy is a total sum over all pairwise
interactions between the atoms of the droplet.

The dipole-dipole interaction energy and the dipole-field interaction energy are only
relevant to water molecules.

For a droplet study, we calculate the surface energy (Equation A.5).

Electrostatic interaction energy

The electrostatic interaction energy results from the Coulomb’s law which describes the
electrostatic interaction between electrically charged particles. The electrostatic interaction
energy between two atoms, i and j, with two charges qi and qj that are separated by a
vector rij is given by

Uel(rij) =

(
1

4πε0

qiqj
‖rij‖

)
(A.1)

where ε0 is the vacuum permittivity and ‖rij‖ is the distance between two atoms, i and j.
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Lennard-Jones interaction energy

The van der Waal’s interaction is the sum of the attractive or repulsive forces between
molecules. The Lennard-Jones potential is used to approximate the interaction between
two atoms i and j separated by a vector rij is given by

Ulj(rij) = 4εij

[(
σij
‖rij‖

)12

−
(
σij
‖rij‖

)6
]

(A.2)

where ε (depth of the potential well) and σ (finite distance at which the inter-particle
potential is zero) are constants depending on the types of the atoms in a pair. The first
term (r−12) describes a repulsion at short ranges and the second term (r−6) describes an
attraction at long ranges.

For a simple water model in MD simulation like SPC/E, only oxygen-oxygen pairs are
considered for Lennard-Jones approximation. Hence, the equation above simplifies to

C12

‖roo‖12
− C6

‖roo‖6
.

where ‖roo‖ is the distance between oxygens of two water molecules and the constants are
C12 = 4εooσ

12
oo and C6 = 4εooσ

6
oo.

Dipole-field interaction energy

If an external electric field is applied to dipolar molecules, energy induced by dipole re-
orientation. The interaction energy between water dipoles and the applied external electric
field is given by

Udf = −µ ·E = −‖µ‖‖E‖ cos(θ) (A.3)

where µ is a dipole moments of water molecule, E is the electric field in vector form, and θ
is an angle between the dipole moment and the electric field direction. Measuring method
of θ is described in the next section.

Dipole-dipole interaction energy

The dipole-dipole interaction is the electrostatic interaction between dipoles of dipolar
molecules. The dipole-dipole interaction energy between two dipolar molecules, i and j,
with the dipole moments of µi and µj that are separated by a vector rij is given by

Uµiµj
=

1

4πε0

‖rij‖2µi · µj − 3(µi · rij)(µj · rij)
‖rij‖5

(A.4)

where ε0 is the vacuum permittivity and ‖rij‖ is the distance between dipoles.
For a water molecule,

µ =
∑

qatomratom = qOrO + qH1rH1 + qH2rH2 .
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Surface energy (for droplet only)

The surface energy [83, 84] can be computed by multiplying the surface tension γ and the
surface area of droplet SA.

Usurf = γ · SA (A.5)

For a nano-sized water droplets we present in Chapter 3, we find the surface area of the
droplet by assuming the shape fits an ellipsoid. More detailed explanation of ellipsoid fitting
and finding the surface area of fitted ellipsoid is described in the next section. We use the
surface tension value, 63.6 mJ/m2 found by Vega and Miguel [80].

A.2 Structural analysis (for droplet only)

We conduct various structural analysis to investigate the structural changes occurring in
water droplet simulations under the influence of external electric field.

Evaporating water

Unlike a WVW simulation with periodic boundary condition, water molecules can evaporate
from a droplet surface in a droplet simulation since it is placed in a vacuum. Throughout
the droplet simulations, we monitor the number of water molecules evaporated from the
droplet. Water molecule(s) is(are) defined as “evaporated” if any monomer, dimer or trimer
of water is more than 1 nm from any other water molecule in the droplet surface.

Dipole alignment

To understand the mechanism governing shape extension,
we inspect behavior of water dipoles by calculating the an-
gle, θ, between a water dipole moment and the external
electric field direction, +Z. The angle is measurement from
the field direction +Z to the water dipole moment as shown
in the picture. We keep track of all angles of water dipole
moment in the system as well as the average angle.

Shape related parameters

To study the relationship between the shape of the droplet and the electric field strength,
we quantified the droplet shape by a scalar number called the shape parameter. This
shape measuring technique is commonly used to analyze conformations of polymers [78]
or proteins [79]. Characteristics of the conformation such as asphericity, acylindricity, and
anisotropy can be measured using the gyration tensor [77] which describes the second mo-
ments [85] i.e. rotational inertia, of the position of a collection of particles.

The gyration tensor, T, in a Cartesian coordinate system is expressed as

T =
1

N

N∑
i=1

 r
i
xr
i
x rixr

i
y rixr

i
z

riyr
i
x riyr

i
y riyr

i
z

rizr
i
x rizr

i
y rizr

i
z
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where a position vector ri is the displacement of the ith particle from the center of mass of
a droplet.

In the computation, only the coordinates of the oxygen atoms x, y, and z are used to
produce the gyration tensor matrix. Since the mass, m of N oxygen atoms are the same,
coordinates of the center of mass of the droplet are simplified as

rCM (x, y, z) =

N∑
i=1

rimi

N∑
i=1

mi

=
1

N

N∑
i=1

ri

Hence, for the droplet in a three-dimensional Cartesian coordinate system, the gyration
tensor becomes

T =
1

N

N∑
i=1


(xi − xiCM )2 (xi − xiCM )(yi − yiCM ) (xi − xiCM )(zi − ziCM )

(yi − yiCM )(xi − xiCM ) (yi − yiCM )2 (yi − yiCM )(zi − ziCM )

(zi − ziCM )(xi − xiCM ) (zi − ziCM )(yi − yiCM ) (zi − ziCM )2


The eigenvalues of the gyration tensor, T , called the principal moments, are used to

compute asphericity A [79] and the shape parameter S [79] of the droplet are defined as

A =

3∑
i=1

(
λi − λ

)2
(
λ
)2 and S =

3∏
i=1

(
λi − λ

)
(
λ
)3

where λi is the ith eigenvalue of T representing the squares of the three principal radii of
gyration and λ is the mean eigenvalue defined as tr(T )

3 .
The asphericity parameter A is always non-negative and

zero when particles are distributed in a spherically sym-
metric way (i.e. sphere). The shape parameter S is always
bounded between -1/4 and 2 and the range of S values
corresponds to the shapes of the ellipsoid. The shape is de-
fined to be an oblate ellipsoid for −1/4 < S < 0, a sphere
for S = 0, and a prolate ellipsoid for 0 < S < 2.

Ellipsoid fitting

We assume that the shape of a droplet fits an ellipsoid and computed its three principal
axes and its length using the inertia tensor [86]. The inertia tensor I is the scaling factor
between angular momentum L and angular velocity ω (i.e. L = I · ω), which is expressed
in a Cartesian coordinate system as

I =
1

N

N∑
i=1

 m
i
[
(riy)

2 + (riz)
2
]

−mir
i
xr
i
y −mir

i
xr
i
z

−mir
i
yr
i
x mi

[
(rix)2 + (riz)

2
]

−mir
i
yr
i
z

−mir
i
zr
i
x −mir

i
zr
i
y mi

[
(rix)2 + (riy)

2
]
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where m is mass of oxygen and a position vector ri is again the displacement of the ith

particle from the center of mass of a droplet. The eigenvectors of the inertia tensor repre-
sent directions of the three principal axes and the corresponding eigenvalues are called the
principal moments of inertia about the given axes.

We computed the lengths of the three principal axes of the ellipsoid by equating the
eigenvalues of the computed inertia tensor above with the moment of inertia tensor [87] for
solid ellipsoid of axes a, b, and c with mass m given below.

I =
1

N

N∑
i=1


1
5m(b2 + c2) 0 0

0 1
5m(a2 + c2) 0

0 0 1
5m(a2 + b2)


Surface area of the fitted ellipsoid

Using the axes information obtained from ellipsoid fitting process, we calculate approximate
surface area of the fitted ellipsoid. The surface area, SA of a general ellipsoid [88] is given
by

SA = 2πc2 +
2πab

sinφ

[
E(φ, k) sin2 φ+ F (φ, k) cos2 φ

]
where three axes a, b, and c are in order of a ≥ b ≥ c and

cosφ =
c

a
and k2 =

a2(b2 − c2)
b2(a2 − c2)

.

Two functions F (φ, k) and E(φ, k) are incomplete elliptic integrals of the first and the
second kind [89], respectively. We used C code provided in Mathematics Source Library [90]
for calculation of these elliptic integrals.
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Appendix B

List of all WLW and WVW
simulations performed and the
associated parameters

All the MD simulations performed for the electroporation project is presented.

• Table B.1 has a list of all the simulations used to determine pore initiation time for
WLW and WVW systems.

• Table B.2 has a list of all the simulations used to analyze energetics of both WLW
and WVW systems.

• Table B.3 and B.4 lists all simulations used to study the effects of vacuum gap size in
WVW systems.

• Table B.5 has a list of all WVW simulations used to study the effects of short-range
electrostatic cutoffs

• Table B.6 has a list of all WVW simulations used to study the effects of different
water models.
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Appendix C

Choosing initial
water-vacuum-water (WVW)
configuration

A stable initial configuration has to be chosen to perform reliable simulations of WVW
systems. In the absence of the external electric field we expect the water molecules to be
arranged so that the surface area of the water-vacuum interface is minimized. Such config-
uration will then be stable and can be used as the initial condition for WVW simulations.
To find such configuration let us consider a cubic box with side lengths L, containing a fixed
volume of water V shown in Figure C.1(a).

Figure C.1: Three possible minimum surface area configurations for a cubic box
containing fixed volume of water: (a) “sandwich” (the vacuum slab), (b) tube,
and (c) spherical bubble

(a) A = 2L2 (b) A = 2
√
πL3Z

(c) A = 4π
(

3L2Z
4π

) 2
3

It is easy to see that there are three possible candidate configurations that can have
a minimum surface area of the water-vacuum interface: (a) a rectangular vacuum layer
of width Z, extending to the boundary and separating two rectangular water layers, i.e.
a “sandwich” (Figure C.1(a)), (b) a cylindrical vacuum tube extending to the boundary
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and surrounded by water (Figure C.1(b)), and (c) a spherical vacuum bubble surrounded
by water (Figure C.1(c)). Since the volume is fixed for all three configurations, we can
replace the parameter V with a parameter Z that corresponds to the vacuum layer width
for the “sandwich” configuration. We can then calculate the surface area A for all three
configurations in terms of the parameters Z and L as indicated in the Figure C.1). Thus
for a given value of L we can compute the surface area A for a range of Z values and
determine for each value of the Z a configuration with the smallest surface area. Simple
algebraic manipulations of the formulas for the areas of the three configurations lead to the
condition that the “sandwich” configuration will have the lowest surface area if Z obeys the
relationship Z > L

π . Figure C.2 shows corresponding graphs for L = 7 nm; as we can see,
for Z = 2.8 nm the “sandwich” i.e. the vacuum slab, configuration has the lowest surface
area.

Now we need to choose the appropriate value for Z which satisfies Z > L
π . To ensure

fair comparison with the water-lipid-water systems we need to choose the size of the gap so
that the magnitude of the electric field experienced by the water molecules at the interface
is comparable between the WVW and the WLW systems. It is not appropriate to compare
the externally applied electric fields for the two systems since the presence of lipids will
influence the magnitude of the electric field at the interface. On the other hand the size
of the vacuum gap will have an effect on the resulting electric field at the water-vacuum
interface for the WVW configuration. For the WLW system the membrane size is set by
the mean separation of the POPC glycerol acyl oxygen atoms from one lipid leaflet to the
other. Thus to choose the gap size for the WVW system we first apply different values of the
external electric field to the WLW system and measure the resulting internal electric field at
the water-lipids interface. We then vary the vacuum gap size Z in the WVW configuration
for the same range of the external electric field magnitudes to obtain the same values of
the internal electric field at the water-vacuum interface as in the water-lipid interface case.
Such approach led us to choose the value of Z to be 2.8 nm. For this value of Z both the
external and the internal interface electric fields magnitudes agree between the WLW and
the WVW systems, thus the comparison of poration times Figure 2.4 is fair.

Figure C.2: Surface area of the
three potential minimum area
configurations for a fixed value of
L = 7 nm and a varying value of Z.
For Z = 2.8 nm the “sandwich”
configuration has the lowest surface
area.
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Appendix D

Nanodroplet analysis data

D.1 Structural analysis result of nanodroplet stretching sim-
ulations

In Table D.1, we present structural analysis data from the stretching simulations.
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𝑟𝑟0 
[nm] 

water 
model 
used 

electric 
field, E 

[MV/m] 

time to 
extension 

shape 
parameter,

 𝑆𝑆 
𝜆𝜆 =

𝑐𝑐
𝑎𝑎

 
ellipsoid 

surface area 
[Å2] 

water 
evaporation 

rate  
[waters/ns] 

angle 
between 

dipole and 
electric field 

[degrees] 

2 SPC/E 

0 no extension 
observed (NE) 0.00 ± 0.00 1.00 ± 0.02 5041.20 ± 12.99 0.39 ± 0.16 90.01 ± 0.04 

100 NE 0.00 ± 0.00 1.01 ± 0.02 5039.53 ± 9.55 0.45 ± 0.18 89.30 ± 0.03 
200 NE 0.00 ± 0.00 1.02 ± 0.01 5039.58 ± 12.26 0.52 ± 0.32 88.60 ± 0.05 
300 NE 0.00 ± 0.00 1.04 ± 0.02 5048.37 ± 9.70 0.41 ± 0.16 87.86 ± 0.05 
400 NE 0.00 ± 0.00 1.07 ± 0.02 5056.07 ± 10.66 0.32 ± 0.20 87.14 ± 0.07 
500 NE 0.00 ± 0.00 1.12 ± 0.02 5059.78 ± 9.47 0.53 ± 0.15 86.29 ± 0.09 
600 NE 0.00 ± 0.00 1.18 ± 0.01 5076.57 ± 9.69 0.70 ± 0.24 85.36 ± 0.04 
700 NE 0.01 ± 0.00 1.28 ± 0.01 5116.26 ± 8.74 0.57 ± 0.27 84.15 ± 0.07 
800 NE 0.04 ± 0.00 1.44 ± 0.01 5046.28 ± 21.22 0.64 ± 0.32 82.52 ± 0.07 
825* 95.48 ± 67.12 1.75 ± 0.00 8.30 ± 0.03 8210.32 ± 39.84 0.66 ± 0.36 49.43 ± 0.08 
900 23.49 ± 7.26 1.78 ± 0.00 8.90 ± 0.10 8753.73 ± 45.22 1.07 ± 0.25 47.45 ± 0.24 
1000 8.78 ± 1.04 1.81 ± 0.00 9.55 ± 0.07 8938.26 ± 61.41 1.40 ± 0.20 44.70 ± 0.14 

2 SPC/E 
(flex.) 

800 N/A 0.02 ± 0.00 1.30 ± 0.03 5003.81 ± 13.53 0.05 ± 0.08 83.97 ± 0.14 
850 N/A 0.04 ± 0.00 1.44 ± 0.02 5032.49 ± 13.40 0.13 ± 0.11 82.91 ± 0.07 
875* 439.07 ± 461.91 1.84 ± 0.00 10.54 ± 0.02 8904.78 ± 22.73 0.06 ± 0.13 42.03 ± 0.12 
900 202.85 ± 196.00 1.85 ± 0.00 10.65 ± 0.10 8955.66 ± 53.45 0.08 ± 0.08 41.66 ± 0.24 
1000 33.71 ± 5.41 1.86 ± 0.00 10.99 ± 0.10 9049.62 ± 44.82 0.14 ± 0.10 39.97 ± 0.31 

2 SW 

800 N/A 0.06 ± 0.02 1.52 ± 0.05 5129.51 ± 38.14 1.66 ± 0.51 82.51 ± 0.24 
825* 558.36 ± 268.13 1.84 ± 0.00 10.45 ± 0.12 9168.66 ± 68.27 2.16 ± 0.67 44.27 ± 0.28 
850 385.98 ± 217.29 1.85 ± 0.00 10.66 ± 0.12 9246.75 ± 65.27 2.71 ± 0.48 43.39 ± 0.19 
900 146.01 ± 29.46 1.85 ± 0.01 10.84 ± 0.20 9400.32 ± 124.24 2.05 ± 0.86 42.51 ± 0.24 
1000 88.89 ± 15.93 1.87 ± 0.00 11.41 ± 0.12 9466.73 ± 168.27 2.35 ± 0.36 40.47 ± 0.23 

3 SPC/E 

0 NE 0.00 ± 0.00 0.99 ± 0.01 11309.34 ± 8.48 0.13 ± 0.09 90.00 ± 0.02 
100 NE 0.00 ± 0.00 1.00 ± 0.01 11300.09 ± 7.97 0.20 ± 0.07 89.36 ± 0.01 
200 NE 0.00 ± 0.00 1.03 ± 0.01 11309.01 ± 10.28 0.19 ± 0.07 88.69 ± 0.03 
300 NE 0.00 ± 0.00 1.06 ± 0.01 11317.75 ± 10.74 0.18 ± 0.06 87.99 ± 0.03 
400 NE 0.00 ± 0.00 1.11 ± 0.01 11332.59 ± 9.75 0.21 ± 0.06 87.23 ± 0.03 
500 NE 0.00 ± 0.00 1.17 ± 0.01 11366.50 ± 16.00 0.22 ± 0.06 86.37 ± 0.05 
600 NE 0.01 ± 0.00 1.28 ± 0.02 11452.40 ± 17.58 0.30 ± 0.07 85.29 ± 0.07 
650 NE 0.03 ± 0.00 1.40 ± 0.01 11469.60 ± 22.16 0.23 ± 0.04 84.45 ± 0.04 
700* 155.86 ± 219.57 1.85 ± 0.00 10.57 ± 0.03 19957.38 ± 54.30 0.27 ± 0.04 50.83 ± 0.05 
800 20.17 ± 2.27 1.87 ± 0.00 11.74 ± 0.07 20997.08 ± 128.50 0.63 ± 0.12 47.39 ± 0.13 
900 11.15 ± 1.02 1.89 ± 0.00 12.47 ± 0.09 21464.25 ± 133.17 0.77 ± 0.06 44.84 ± 0.08 

4 SPC/E 

0 NE 0.00 ± 0.00 1.00 ± 0.01 20054.64 ± 12.60 0.13 ± 0.04 90.01 ± 0.01 
100 NE 0.00 ± 0.00 1.01 ± 0.01 20050.60 ± 11.49 0.16 ± 0.03 89.37 ± 0.02 
200 NE 0.00 ± 0.00 1.03 ± 0.03 20066.13 ± 10.74 0.12 ± 0.06 88.75 ± 0.05 
300 NE 0.00 ± 0.00 1.07 ± 0.02 20078.14 ± 11.53 0.11 ± 0.07 88.06 ± 0.07 
400 NE 0.00 ± 0.00 1.12 ± 0.02 20114.09 ± 15.66 0.15 ± 0.08 87.33 ± 0.12 
500 NE 0.01 ± 0.00 1.23 ± 0.02 20235.95 ± 23.00 0.16 ± 0.03 86.33 ± 0.04 
600 NE 0.06 ± 0.01 1.49 ± 0.04 20667.26 ± 83.91 0.12 ± 0.06 84.76 ± 0.14 
650 56.32 ± 7.16 1.90 ± 0.00 13.05 ± 0.18 38154.20 ± 245.90 0.28 ± 0.04 50.91 ± 0.15 
700 26.84 ± 2.78 1.90 ± 0.00 13.64 ± 0.09 38759.21 ± 139.28 0.37 ± 0.06 49.06 ± 0.07 
800 16.21 1.92 14.91 39670.76 0.56 46.11 
900 10.42 1.93 15.90 40721.76 0.61 43.93 

 Table D.1: The parameter values averaged (± standard deviation) over both
replicate simulations and the time interval over which the structure was in the
final equilibrium shape (i.e. the whole simulation interval for runs with no
extension and the time interval the droplet spent in an extended shape for runs
where stretching occurred). Only a few of simulations showed shape elongation
for the electric field with an asterisk *. The parameter values for these cases are
the average of the elongated simulations only.
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D.2 Energetic analysis result of nanodroplet stretching sim-
ulations

In Table D.2, we present energetic analysis data from the stretching simulations.
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𝑟𝑟0 
[nm] 

water 
model 
used 

electric 
field, E 

[MV/m] 

electrostatic 
energy 

[kJ/mol] 

Lennard-Jones 
Energy 

[kJ/mol] 

dipole-dipole 
energy  

[kJ/mol] 

dipole-field 
potential energy  

[kJ/mol] 

surface 
energy  

[kJ/mol] 

2 SPC/E 

0 -58674.92 ± 327.71 9761.25 ± 81.41 -26397.95 ± 103.23 0.00 ± 0.00 1930.82 ± 4.97 
100 -58680.39 ± 320.68 9764.39 ± 82.21 -26394.13 ± 105.08 -6.41 ± 0.32 1930.18 ± 3.65 
200 -58648.74 ± 313.17 9763.65 ± 77.11 -26374.24 ± 102.75 -25.58 ± 0.97 1930.20 ± 4.70 
300 -58600.41 ± 316.54 9731.96 ± 79.37 -26366.53 ± 106.90 -58.75 ± 1.43 1933.57 ± 3.71 
400 -58571.48 ± 317.82 9732.50 ± 74.93 -26347.33 ± 92.08 -104.78 ± 2.48 1936.52 ± 4.08 
500 -58496.08 ± 299.87 9738.59 ± 68.27 -26281.42 ± 92.67 -169.91 ± 4.12 1937.94 ± 3.63 
600 -58390.89 ± 328.22 9716.41 ± 80.30 -26212.27 ± 112.84 -254.70 ± 1.88 1944.37 ± 3.71 
700 -58272.78 ± 324.93 9705.54 ± 76.98 -26154.11 ± 114.96 -374.60 ± 4.55 1959.57 ± 3.35 
800 -57394.88 ± 403.33 9705.85 ± 72.44 -25473.78 ± 170.89 -528.61 ± 6.28 1932.76 ± 8.13 

825* 3326.58 ± 98.99 -175.10 ± 53.98 1017.68 ± 69.65 -2077.63 ± 18.10 1134.46 ± 12.12 
900 2838.16 ± 97.27 -327.68 ± 65.02 273.97 ± 47.35 -2479.84 ± 35.56 1333.81 ± 23.55 

1000 3364.16 ± 105.57 -465.82 ± 67.41 284.82 ± 85.39 -2907.09 ± 29.27 1410.85 ± 31.53 

2 SPC/E 
(flex.) 

800 -75348.50 ± 304.73 14051.72 ± 93.18 -35960.22 ± 93.53 -487.30 ± 11.40 1916.50 ± 5.18 
850 -74874.98 ± 350.58 14015.25 ± 85.53 -35642.32 ± 136.88 -602.45 ± 7.18 1927.48 ± 5.13 

875* 3650.38 ± 109.30 -520.22 ± 23.98 275.44 ± 61.82 -3075.09 ± 25.34 1457.60 ± 13.28 
900 3411.75 ± 162.06 -495.05 ± 48.94 66.39 ± 115.13 -3193.40 ± 39.08 1474.15 ± 23.65 

1000 3533.38 ± 121.87 -546.39 ± 68.83 -136.19 ± 62.83 -3594.95 ± 31.92 1505.29 ± 23.64 

2 SW 

800 -63570.63 ± 125.71 8121.23 ± 22.06 -30999.54 ± 69.84 -604.06 ± 19.85 1964.64 ± 14.61 
825* 1889.46 ± 145.28 139.16 ± 33.07 -633.21 ± 127.15 -2809.24 ± 13.21 1541.72 ± 13.97 
850 2002.89 ± 116.54 134.25 ± 42.67 -676.51 ± 91.40 -2948.32 ± 19.95 1568.01 ± 30.31 
900 2059.88 ± 305.63 43.08 ± 132.81 -865.69 ± 208.48 -3119.92 ± 41.79 1611.50 ± 38.25 

1000 2007.68 ± 221.53 96.93 ± 118.48 -1165.73 ± 191.66 -3475.77 ± 54.08 1623.29 ± 58.72 

3 SPC/E 

0 -203164.93 ± 390.99 33376.61 ± 100.38 -90853.16 ± 134.69 0.00 ± 0.00 4331.57 ± 3.25 
100 -203146.55 ± 439.71 33378.04 ± 118.628 -90845.2 ± 148.83 -19.88 ± 0.39 4328.02 ± 3.05 
200 -203084.77 ± 387.27 33367.23 ± 95.678 -90801.11 ± 145.13 -81.07 ± 1.84 4331.44 ± 3.94 
300 -202952.15 ± 398.29 33335.26 ± 101.31 -90739.53 ± 154.72 -186.65 ± 3.03 4334.79 ± 4.11 
400 -202806.43 ± 432.90 33310.08 ± 124.12 -90626.50 ± 160.66 -343.35 ± 3.65 4340.4 ± 3.74 
500 -202552.32 ± 391.28 33282.21 ± 96.61 -90483.16 ± 141.49 -563.44 ± 7.73 4353.46 ± 6.13 
600 -202183.70 ± 383.41 33235.33 ± 123.58 -90271.44 ± 113.39 -875.89 ± 12.76 4386.36 ± 6.73 
650 -201317.45 ± 434.43 33251.23 ± 90.87 -89578.79 ± 179.34 -1108.02 ± 9.02 4392.95 ± 8.49 

700* 8317.23 ± 182.53 -645.47 ± 39.63 1271.62 ± 103.89 -6296.29 ± 37.38 3137.35 ± 31.55 
800 8656.82 ± 169.28 -1121.14 ± 120.03 105.71 ± 129.68 -7896.27 ± 74.30 3560.21 ± 46.80 
900 9756.49 ± 234.53 -1336.68 ± 152.71 -64.07 ± 208.65 -9214.44 ± 64.33 3729.56 ± 52.89 

4 SPC/E 

0 -483808.28 ± 117.87 78778.91 ± 76.99 -216128.90 ± 65.90 0.00 ± 0.00 7681.09 ± 4.82 
100 -483734.15 ± 88.13 78750.62 ± 73.95 -216061.05 ± 62.11 -46.02 ± 1.42 7679.54 ± 4.40 
200 -483552.26 ± 103.52 78671.07 ± 104.30 -215998.75 ± 99.31 -184.37 ± 7.34 7685.49 ± 4.11 
300 -483377.17 ± 138.33 78718.77 ± 83.56 -215862.72 ± 86.59 -427.33 ± 16.10 7690.09 ± 4.42 
400 -482916.37 ± 210.32 78649.74 ± 132.09 -215601.79 ± 117.67 -783.56 ± 34.23 7703.86 ± 5.99 
500 -482283.09 ± 142.17 78519.03 ± 85.39 -215271.25 ± 92.99 -1346.06 ± 16.42 7750.53 ± 8.81 
600 -481178.82 ± 131.11 78379.54 ± 80.34 -214628.18 ± 106.21 -2305.14 ± 62.01 7915.73 ± 32.14 
650 15702.54 ± 240.31 -1858.83 ± 213.69 -664.68 ± 132.98 -14483.71 ± 79.06 6652.99 ± 101.48 
700 17518.01 ± 251.88 -2361.65 ± 104.24 -743.73 ± 219.14 -16246.24 ± 54.33 6910.64 ± 48.40 
800 20117.18 -2989.55 -1349.17 -19457.62 7252.72 
900 23874.42 -4170.88 -1386.40 -22623.18 7688.96 

 Table D.2: The values in italic for high electric fields are the average net change
in different energy components from replicate nanodroplet simulations before and
after electric field induced stretching of the nanodroplets. The energetic values
given for lower electric fields are the average of 1ns simulation. The electric fields
with * mark have shape elongation for only a subset of the replicate simulations.
The values for those cases are the average of the elongated simulations only. To
calculate the surface energy, SPC/E water model surface tension value of 63.3
mJ/m2 is used for SPC/E and SW water model as well.
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D.3 Analysis result of nanodroplet collapsing simulations

In Table D.3, we present analysis data from the collapsing simulations.

number 
of water 

𝑟𝑟0 
[nm] 

electric field, 
E𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 

[MV/m] 

∆𝑈𝑈𝑐𝑐𝑖𝑖𝑐𝑐 
 [kJ/mol] 

∆𝑈𝑈𝑑𝑑−𝑓𝑓 
[kJ/mol] 

angle between 
dipole and electric 

field [degree] 

∆𝑆𝑆𝑆𝑆 
[nm2] 𝜆𝜆 =

𝑐𝑐
𝑎𝑎

 

426 1.45 891 308.96 -1031.39 54.36 13.58 5.85 
499 1.53 865 1393.43 -1120.27 56.27 15.57 5.68 
603 1.63 807 2107.14 -1220.13 57.76 13.80 5.49 
804 1.79 790 1941.11 -1598.36 57.61 21.92 6.05 
983 1.92 758 2332.86 -1792.20 59.11 24.41 6.05 

1419 2.17 705 2844.41 -2376.63 59.69 33.03 6.41 
1948 2.41 666 3492.75 -2973.52 60.82 40.80 6.64 
2564 2.64 634 4435.47 -3545.30 62.40 47.45 6.50 
3297 2.87 605 5056.83 -4267.07 62.98 57.84 6.72 
4124 3.09 583 6239.52 -5422.02 61.42 73.14 7.62 
4984 3.30 558 6865.62 -5810.96 63.71 79.18 7.18 
5860 3.48 539 7493.75 -6185.12 65.46 83.59 6.78 
6822 3.66 526 8116.76 -6765.45 66.44 89.80 6.66 
7830 3.83 513 9343.54 -7728.45 65.92 103.88 7.11 
8926 4.00 501 10252.82 -8893.92 65.07 119.42 7.63 

 Table D.3: Critical field calculations: r0 is the radius when its shape is sphere.
Ecrit is the minimum electric field that the shape of ellipsoid stays as ellipsoid.
∆Uint is the change in (ellipsoid Uint - sphere Uint) droplet internal energy (sum
of electrostatic and Lennard-Jones). ∆SA is the change in (ellipsoid SA - sphere
SA) surface area.
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Appendix E

Details of calculations

E.1 Calculation details of averaging Dipole–dipole interac-
tion energy

Common denominator of part A, B, and C

∫ 2π

0

∫ 2π

0

∫ π

0

∫ π

0
λe−λθiλe−λθj

1

2π

1

2π
dθi dθj dφi dφj

=

∫ π

0
λe−λθi dθi

∫ π

0
λe−λθj dθj

∫ 2π

0

1

2π
dφi

∫ 2π

0

1

2π
dφj

=
[
−e−λθi

]π
0
×
[
−e−λθj

]π
0
×
[
φi
2π

]2π
0

×
[
φj
2π

]2π
0

= −
[
e−λπ − 1

]
×−

[
e−λπ − 1

]
× [1− 0]× [1− 0]

=
(
e−λπ − 1

)2

Numerator of part A

µ2

4πε0r3

∫ 2π

0

∫ 2π

0

∫ π

0

∫ π

0
[sin θi sin θj cosφi cosφj ] λe

−λθiλe−λθj
1

2π

1

2π
dθi dθj dφi dφj

=
µ2

4πε0r3

∫ π

0
sin θiλe

−λθidθi

∫ π

0
sin θjλe

−λθjdθj

∫ 2π

0
cosφi

1

2π
dφi

∫ 2π

0
cosφj

1

2π
dφj

=
µ2

4πε0r3

∫ π

0
sin θiλe

−λθidθi

∫ π

0
sin θjλe

−λθjdθj

[
sinφi
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0

[
sinφi

2π

]2π
0

= 0
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Numerator of part B

µ2

4πε0r3

∫ 2π

0

∫ 2π

0

∫ π

0

∫ π

0
[sin θi sin θj sinφi sinφj ] λe
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Numerator of part C
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