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Abstract

New Data Markets Deriving from the Internet of Things:
A Societal Perspective on the Design of New Service Models

by

Roy Dong

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences
and the Designated Emphasis in

Communication, Computation, and Statistics

University of California, Berkeley

Professor S. Shankar Sastry, Chair

The Internet of Things (IoT) is a term that represents a huge technological trend that is
taking place: almost every device is being imbued with the intelligence of a microprocessor
and an Internet connection. We view IoT as a phenomena in which new service models will
emerge. Central to these service models will be the provided data and the conversations
surrounding it. In this document, we outline our research in the formulation and analysis
of these new service models. This work is focused on the role of data and the value of
information in IoT.

First, we present our work on disaggregation algorithms, which take aggregate measure-
ments at a higher level of abstraction to infer component measurements at a lower level of
abstraction. This is inspired by many IoT settings where aggregation frequently happens
along the data pipeline due to energy and bandwidth constraints, as well as limitations on
sensor placement. Additionally, we present our work on blind system identification, which
provide a method to identify the dynamics of observed systems when both the internal states
and the inputs are not observed, as is typical in many IoT settings. For example, smart me-
ters observe the aggregate energy consumption of a building, but do not directly observe
the individual device’s energy consumptions, the transient energy consumption dynamics of
devices, or how devices are being utilized inside a building. Disaggregation and blind system
identification allow IoT system managers to infer models of these components of IoT systems
even when sensor measurements do not provide them.

Second, we present our work in quantifying, analyzing, and incentivizing privacy in IoT
systems. Motivated in part by the efficacy of disaggregation algorithms, we consider the
privacy facet of IoT technologies. We discuss the literature on quantifying privacy, and also
discuss a new metric inspired by classical information theoretic and statistical frameworks,
which we call inferential privacy. We translate some of the existing information theoretic
and statistical literature into privacy guarantees in this new framework. Then, we discuss
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different design paradigms for privacy, which range from passive privacy analysis to optimal
privacy-by-design. These taxonomies are complemented by detailed examples in transporta-
tion networks, smart grid control, and air quality regulation.

Third, we discuss the value of information, data markets, and new service models in
IoT. We consider a model of a data buyer who deal with strategic data sources: the data
buyer must balance its objective of having a low-error statistical estimator with the cost
of issuing incentives to effort-averse data sources. We extend these models to competitive
settings, where multiple data buyers are incentivizing the same data sources, and analyze
the existence of equilibria in such settings, as well as properties of such equilibria. We also
consider how IoT systems allow for a new mode of actuation: causal imputation. In many
smart infrastructure applications, we no longer have control commands that directly affect
the dynamics. For example, the turn signal on a car does not have any direct effect on the
dynamics of the car. As another example, many demand response programs are moving
towards preferential pricing, rebates, and other incentive schemes to curtail peak energy
consumption, rather than a direct load control. Both of these situations can be modeled with
our optimal causal imputation framework. These control actions are structurally different
from previously studied modes of actuation and we formulate the problem of optimal causal
imputation, and provide algorithms for calculating these solutions under certain assumptions.

In this document, we provide a technical analysis of the IoT systems and the statistical
properties of their data, a behavioral analysis of the human actors who respond to IoT
systems and participate by the revelation of their data (or lack thereof), and a game theoretic
analysis of the data analytics companies who drive competitive data markets with market
power. This work is an effort to build a larger picture of the IoT as an emerging data market,
and motivates much of the theoretical frameworks we have developed and plan to develop
in future work.
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Chapter 1

Introduction

The Internet of Things (IoT) is a term that represents a huge technological trend that is
taking place: almost every device is being imbued with the intelligence of a microprocessor
and an Internet connection. The interconnection in IoT promises an infrastructure that can
drastically change how consumers live their day-to-day lives, with huge gains in efficiency,
value, and possibility due to the shared knowledge and autonomy allowed. In profound ways,
as the technology develops, the modalities of existence people experience will grow and shift.

However, the scale and scope of IoT raises new problems for engineers to consider. These
problems are significantly different from ones previously explored in the design of compar-
atively isolated systems, and require a new theoretical underpinning to analyze IoT with
models that capture all salient facets of these new technologies. This document contains
a handful of theoretical frameworks, and their applications, as a first step into this new
research frontier.

First, we consider the problem of large amounts of data. For example, in the energy sec-
tor, advanced metering infrastructures collect energy consumption data for a large number of
consumers at relatively high frequencies. This glut of data isn’t useful for most operational
purposes, such as phase-alignment, and is often aggregated for control purposes. Addition-
ally, these smart meter readings are usually at a household level, and themselves represent
an aggregate of several devices inside an energy consumer’s home.

Furthermore, if these devices are thought of as dynamical systems, these smart meter
readings only capture the ‘output’ of the system: both the internal state dynamics and the
driving inputs remain unobserved. This generally is a trend with IoT sensors: they capture
a process but not the ‘inputs’ driving it. As another example, smart phone data tracks the
location of users, which can be thought of as a random process whose distribution depends
on the user’s itinerary, which is often not a direct ‘input’ into Google Maps.

In Chapter 2, we address these two problems.
We define the disaggregation problem as the recovery of component signals yi from ob-

servations of an aggregate
∑

i yi. We focus on an application in energy disaggregation, and
outline assumptions motivated by this context. Under these assumptions, we can phrase
the disaggregation problem as a hybrid optimal control problem. Using adaptive filtering
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techniques, we provide an algorithm that can tractably find the optimal solutions to the
disaggregation problem.

Additionally, we provide a blind system identification method to simultaneously identify
the inputs and dynamics of systems when only output observations are available. This, in
and of itself, is an ill-posed problem, so we find prior knowledge that can be supported by
IoT sensors. For example, if we are tracking occupancy in a building, IoT sensors can detect
when a door is opened. This serves as regularizing knowledge for blind system identification:
we know the discrete time points when occupancy of a sector can change.

Chapter 2 outlines some new estimation problems due to the scale and nature of IoT
sensor measurements.

A reader who is sensitive about the abundance of collected and transmitted technology
may be unnerved by some of the results in Chapter 2, and rightfully so. In Chapter 3,
we outline some of the work in preserving privacy in new IoT systems. Fundamentally,
we suppose IoT sensors are collecting data for some estimation or control tasks that are
not directly in line with privacy violations of the user. In other words, privacy risks are a
byproduct of a system designed to do something else.

In Chapter 3, we outline methods to quantify the privacy of a system. We review the
literature on quantitative measures for privacy, and discuss some of our contributions, pre-
dominantly in inferential privacy. We discuss different design paradigms for the incorpora-
tion of privacy into IoT systems as a design level: from a passive privacy audit of a system,
to an optimal design perspective that creates sensors that provide measurements that op-
timally benefit the control objective while minimizing privacy threats to users. Finally, we
implement these privacy design concepts with examples in ground transportation, smart grid
control, and air quality regulation.

As IoT technologies permeate our socioeconomic spheres more and more, users will be-
come more privacy-aware and conscious of their data flows. A common saying heard these
days in tech circles is: ‘If you are not paying for a service, you the product, not the customer.’
This applies to services such as Gmail or Facebook. Individual users are increasingly aware
that their data is, in many ways, the currency of new technologies. Web services such as
PrivacyFix allow users to calculate how much revenue is generated by Google from their
data alone, and change their privacy settings.

In Chapter 4, we model users who are strategic about their data sharing, and how the
actions of data buyers and advertisers must change when users become more strategic. The
existing literature has some methods that can handle strategic data sources, and we extend
these results to consider how these methods work when multiple data buyers are competing
to create better estimators.

Additionally, IoT allows new means and modes of providing feedback into our systems.
This can come in the form of economic rebates for products that change the energy con-
sumption profiles inside a house, or warning lights inside a vehicle outfitted with intelligent
sensors, or cell-phone messages suggesting faster routes. None of these are direct control
actions in a control-theoretic sense, but can be thought of as actions that have an effect on
the distribution of system behaviors after the fact.
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Furthermore, these are often imputations on endogenous variables inside a system. For
example, the price of an eco-friendly fridge is determined by supply and demand in the
market, but a rebate can, in a sense, manually force the market price to something else, at
some cost to the entity issuing the rebates. We argue that this phenomena can be modeled as
causal imputations, and discuss a framework for finding the optimal imputations under some
system performance objective and a cost of imputation. This is also discussed in Chapter 4.

Finally, in Chapter 5, we provide some closing remarks on the results presented here, and
our vision of future work in IoT-motivated research.

1.1 Notation and conventions

Finally, to conclude the introduction, we provide an overview of the notation used throughout
the rest of this document.

Let N refer to the set of natural numbers, and R refer to the set of real numbers. For
any D ∈ N, let [D] = {1, 2, . . . , D}.

Whenever random variables are discussed, they will be with respect to a general probabil-
ity space (Ω,A, P ), where A is a σ-algebra on Ω and P : A → [0, 1] is a probability measure.
For any measurable space (S,S), if X : Ω→ S is a random variable and PX is a probability
measure on (S,S), then X ∼ PX is the assertion that PX(E) = P ({ω : X(ω) ∈ E}) for all
E ∈ S. Similarly, we define the following notation for indicator functions:

I{x ∈ A} =

{
1 if x ∈ A
0 otherwise

For matrices, rank(X) denotes the rank of X and Tr(X) denotes the trace. AT denotes
the transpose of A.

Any other notation will be defined in the appropriate context. Additionally, due to the
limitations of the cardinality of the English and Greek alphabets, all variable definitions will
be scoped to the section or subsection in which they are defined1 unless otherwise noted.

1Sections in this thesis have headings of the form 0.0, and subsections have headings of the form 0.0.0.
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Chapter 2

Disaggregation and Inference in the
Internet of Things

The Internet of Things (IoT) facilitates the communication and control of physical objects
that previously operated in isolation. As discussed in Chapter 1, this requires the mea-
surement, collection, transfer, and storage of unprecedented amount of data from physical
systems.

Furthermore, this IoT revolution is taking place across all scales, ranging from the be-
havior of a single household or an ad-hoc network of a handful of personal devices, to the
behavior of the entire energy grid or ground transportation infrastructure. The algorithms
used by IoT devices work at different levels of abstraction, based which facets of these new
data streams are salient to the operation of the respective devices. For example, your toaster
and refrigerator may share their individual usage patterns, whereas smart meters operating
in an advanced metering infrastructure (AMI) will communicate to each other using only
the total energy consumption of a household. I Note as we increase the level of abstraction,
our ontologies necessarily aggregate individual entities into collections of entities. In this
Chapter, we consider algorithms designed to take data at one level of abstraction, e.g. the
energy consumption profile of a building, and estimate data at a lower level of abstraction,
e.g. the usage patterns of individual devices within the building. We will refer to such meth-
ods as disaggregation algorithms, and will give a more formal exposition of disaggregation
in Section 2.1.

Throughout this Chapter we will focus on the problem of energy disaggregation for con-
creteness of the concepts presented. However, we note that the concept of disaggregation
shows up in many other situations. For example, in transportation networks, researchers
have been working on methods to estimate flows along different routes, based on the aggre-
gate flows along roadways and side information [Wu+15].

There are many ways to interpret the results presented in this chapter, with some inter-
pretations sunnier than others.

One illumination notes the great impact that disaggregation algorithms could have on
the efficiency and utility of these IoT systems [Arm+13]. In this light, we can think of ag-
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gregation as a method of compression, and good disaggregation algorithms allow for much
more efficient methods of sensing and transmitting data. In the energy sector, the cost of
instrumenting all energy-consuming devices with sensors for AMI communication prohibits
large-scale deployment, and the transmission of frequent samples from several devices is also
very expensive. In this sense, the fact that a smart meter records only the aggregate energy
consumption of a household is a form of compressed sensing [Don06]. Then, a much lower
dimensional data stream is transmitted across the network, reducing bandwidth consump-
tion.

Once this aggregate data is transmitted to the utility company, it can use the disaggre-
gated data to improve estimation and control of the the energy grid. Detailed information
about consumption patterns allow the construction of better predictive models for forecast-
ing future loads, which allows for load schedules that incorporate more clean and inefficient
energy sources. At a household level, this disaggregated data is useful for diagnosing ineffi-
cient operating points, such as heating, ventilation, and air conditioning (HVAC) settings,
as well as malfunctioning or faulty devices. Even more forward looking, the utility company
can use this information to design more effective programs to incentivize better consumption
profiles. In fact, simply providing users with their disaggregated energy consumption data
can induce more energy efficient behaviors [EM+10].

Another perspective is much more cautious about the promise of disaggregation tech-
niques. The device usage patterns inside our home are intertwined with our lifestyles and
behaviors, so the possibility of disaggregation is seen as a threat to the privacy of users in
modern IoT systems. Thus, Theorem 1 can be seen as conditions in which an adversary
can take smart meter readings and infer the behaviors of a user inside the home. We will
develop this perspective further in Chapter 3, where we will prove fundamental limits on the
disaggregation problem, and generalize this to create a new privacy metric.

The rest of this Chapter is organized as follows. First, in Section 2.1, we present our
work in disaggregation. We frame the general disaggregation problem, discuss related work,
and provide a tractable algorithm that gives theoretical guarantees of optimal performance
under mild conditions. In Section 2.2, we present our work in blind system identification.
Blind system identification is widely useful in cyber-physical systems, where physical pro-
cesses often follow unknown dynamics driven by unknown inputs, but there may be strong
structural priors and large amounts of data that can be leveraged. We formulate the blind
system identification problem, provide a solution via lifting, discuss theoretical results in the
noise-free and noisy case, and show the performance on a small example.

2.1 Disaggregation

In this Section, we outline a formalization of the basic components that are present in any
disaggregation problem.

We have a finite set of individual entities. We will say there are D ∈ N entities indexed by
[D]. For each entity i ∈ [D], there is an associated abstract input space Ui and output space
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Yi. The input u = (u1, u2, . . . , uD) ∈
∏

i∈[D] Ui can be interpreted either in a frequentist
framework, where u is some unknown, fixed parameter, or in a Bayesian framework, where
u ∼ Pu for some probability measure Pu. In either framework, the distribution of the output
yi is determined by ui, i.e. yi|ui ∼ Pyi|ui(·|ui) for some probability kernel1 Pyi|ui . Additionally,
yi is conditionally independent of uj for j 6= i given ui.

These outputs are aggregated by some function h into y = h(y1, y2, . . . , yD), where y is
the observable. The goal of disaggregation is to estimate {ui}i∈[D] from y and the available
side information. Depending on the application, criteria for the ‘best’ estimate may differ.

We will instantiate this framework on the context of energy disaggregation below.

2.1.1 Related work

In this Subsection, we discuss literature related to the problem of disaggregation. Much
existing work falls into the general category of energy disaggregation; however, almost all
approaches are not agnostic to the application domain and cannot be generally applied to
all disaggregation problems.

The problem of energy disaggregation, and the existing hardware for disaggregation, has
been studied extensively in the literature (see [Ber+09; Ber+10], for example). The goal of
the current disaggregation literature is to present methods for improving energy monitoring
at the consumer level without having to place sensors at device level, but rather use existing
sensors at the whole building level.

Disaggregation, in essence, is a single-channel source separation problem. The problem
of recovering the components of an aggregate signal is an inverse problem and as such is,
in general, ill-posed. Most disaggregation algorithms are batch algorithms and produce an
estimate of the disaggregated signals given a batch of aggregate recordings. There have been
a number of survey papers summarizing the existing methods (e.g. see [ZR11], [KJ11]).
In an effort to be as self-contained as possible, we try to provide a broad overview of the
existing methods and then explain how the disaggregation method presented in this paper
differs from existing solutions.

The literature can be divided into two main approaches, namely, supervised and unsuper-
vised. Supervised disaggregation methods require a disaggregated data set for training. This
data set could be obtained by, for example, monitoring typical appliances using plug sen-
sors. Supervised methods assume that the variations between signatures for the same type
of appliances is less than that between signatures of different types of appliances. Hence, the
disaggregated data set does not need to be from the building that the supervised algorithm
is designed for. However, the disaggregated data set must be collected prior to deployment,
and come from appliances of a similar type to those in the target building. Supervised
methods are typically discriminative.

1Recall that a probability kernel is a function such that Pyi|ui
(·|v) is a probability measure for each

v ∈ Ui and Pyi|ui
(E|·) is a measurable function for each measurable set E ⊂ Yi.
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Unsupervised methods, on the other hand, do not require a disaggregated data set to be
collected. They do, however, require hand tuning of parameters, which can make it hard for
the methods to be generalized in practice. It should be said that also supervised methods
have tuning parameters, but these can often be tuned using the training data.

The existing supervised methods include sparse coding [KN10], change detection and
clustering based approaches [DK99; Rah+12] and pattern recognition [FZ99]. The sparse
coding approach tries to reconstruct the aggregate signal by selecting as few signatures
as possible from a library of typical signatures. Similarly, in our proposed framework we
construct a library of dynamical models and reconstruct the aggregate signal by using as few
as possible of these models.

The existing unsupervised methods include factorial hidden Markov models (HMMs),
difference hidden Markov models and variants [Kim+11; KJ12; JW12; Par+12; Pat12] and
temporal motif mining [Sha+12]. Most unsupervised methods model the on/off sequences
of appliances using some variation of HMMs. These methods do not directly make use of
the signature of a device and assume that the power consumption is piecewise constant.

All methods we are aware of lack the use of the dynamics of the devices. While the
existing supervised methods often do use device signatures, these methods are discriminative
and an ideal method would be able to generate a power consumption signal from a given
consumer usage profile. Both HMMs and linear dynamical models are generative as opposed
to discriminative, making them more advantageous for modeling complex system behavior.
In the unsupervised domain, HMMs are used; however, they are not estimated using data
and they do not model the signature of a device.

In our work, we formulate hypotheses on the on/off state of the devices over the time
horizon for which we have data. The on/off state corresponds to whether the input is acti-
vated or not. Using filter banks and the dynamical models we have for device behavior, we
evaluate which is the most likely hypothesis on the inputs. We provide an algorithm for this
process. Under mild assumptions on the noise characteristics we are able to provide guaran-
tees for when the our algorithm results in an optimal solution. The filter bank framework is
similar to HMM frameworks in the sense that both methods essentially formulate hypotheses
on which devices are on at each time instant. However, in contrast to HMMs, in the filter
bank framework we incorporate the use of dynamical models to capture the transients of the
devices, which helps identify them.

2.1.2 Energy disaggregation

Here, we present our algorithm and results for energy disaggregation. The following text is
an extension of the work presented in [Don+13a; Don+13b].

First, let us consider the problem of energy disaggregation in the framework of general
disaggregation.

Problem Statement 1. (Energy disaggregation)
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There are D ∈ N devices, and we work with a time horizon of T ∈ N discrete time steps.
For i ∈ [D], ui[t] ∈ R is the usage pattern of device i at time t, for t ∈ {0, 1, . . . , T}, and,
similarly, yi[t] ∈ R is the energy consumption of device i at time t.

We can represent ui as a vector, i.e. ui ∈ RT+1, or we can represent ui as a function, i.e.
ui : {0, 1, . . . , T} → R. Since the two are equivalent, we will often vacillate between the two
representations for convenience. Similarly, we will treat yi as both a vector and a function,
and u as a function mapping from {0, 1, . . . , T} → RD.

The energy consumption signals follow the distribution yi|ui ∼ Pyi|ui(·|ui). Additionally,
the energy consumption of device i, yi, is conditionally independent of the usage patterns
of other devices uj for j 6= i, given ui. The aggregate energy consumption is given by
y =

∑
i∈[D] yi, which is known.

Formally, we can define the frequentist energy disaggregation problem as the tuple2:

({Pyi|ui}i∈[D], y) (2.1.1)

The maximum likelihood (ML) estimate given by:

ûML = arg max
u

∫
· · ·
∫ (D−1∏

i=1

Pyi|ui(yi|ui)

)
PyD|uD

(
y −

D−1∑
i=1

yi

∣∣∣∣∣uD
)

dy1 . . . dyD−1 (2.1.2)

Additionally, we can place this problem in a Bayesian framework. First, assume that
u ∼ Pu. Then, we can define the Bayesian energy disaggregation problem as the tuple:

(Pu, {Pyi|ui}i∈[D], y) (2.1.3)

The maximum a posteriori (MAP) estimate of u is given by:

ûMAP = arg max
u

Pu(u)

∫
· · ·
∫ (D−1∏

i=1

Pyi|ui(yi|ui)

)
PyD|uD

(
y −

D−1∑
i=1

yi

∣∣∣∣∣uD
)

dy1 . . . dyD−1

(2.1.4)

Throughout the following text, we will consider the Bayesian case for a unified presenta-
tion, but results will easily extend to the frequentist case. Additionally, we’ll suppose there
is a unique element in the arg max, although this assumption is for simplicity of notation
and not necessary for the development of the subsequent text3. In the development of the
algorithm pseudocode, we will again tread carefully regarding the potential of minimizing
sets with more than one element.

In this problem formulation, we are given Pu and Pyi|ui . In practice, these will have to be
learned from a training set of individual device’s energy consumption data. We will discuss
how to learn these models in Section 2.2.

2Note that D is implicitly contained in the size of the set in the first element of the tuple, and T is
implicitly contained in the domain of the probability measures.

3For full rigor, we can simply replace any statement of the form ‘x = arg maxx∈C f(x)’ with ‘pick any
x ∈ arg maxx∈C f(x)’.
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Switching times

An observation that helps us solve the problem of energy disaggregation is the following:
when data is collected at high frequencies, the inputs to devices are often piecewise constant.
For example, the Reference Energy Disaggregation Dataset (REDD) [KJ11] contains data
sampled at rates upwards of 1/3 Hz. In contrast, heating, ventilation, and cooling (HVAC)
systems switch states at much slower rates, and energy consumers change lighting settings
at slower rates as well.

With this observation in mind, we can define the switching times of a given input.

Definition 1. (Switching times)
For some fixed v : {0, 1, . . . , T} → RD, we can define the switching times of v, denoted

Tswitch(v) ⊂ {0, 1, . . . , T}, as the unique set such that:

• v[t− 1] 6= v[t] for all t ∈ Tswitch(v).

• v[t− 1] = v[t] for all t /∈ Tswitch(v).

Here, we adopt the convention where v[−1] = 0.
We will often use the notation Tswitch(v) = {t1, t2, . . . , tN} with the understanding that

N depends on v and t1 < t2 < · · · < tN . Switching times will also be referred to as a
segmentation. Each interval {tn, tn + 1, . . . , tn+1 − 1} for n ∈ {0, 1, . . . , N} is defined as a
segment, with the convention t0 = 0 and tN+1 = T+1. Additionally, we adopt the convention
that N = 0 when Tswitch = ∅.

We can similarly define the switching times of the random variable u ∼ Pu, where
Tswitch(u) is now a random set-valued element.

The energy disaggregation problem can be thought of as the process of finding the switch-
ing times of ûMAP, and subsequently estimating the actual value of ûMAP. If we consider
every possible switching time, we would solve the energy disaggregation problem exactly.
This is formally stated in Proposition 1.

First, we will introduce the following notation for z ∈ RT and v : {0, 1, . . . , T} → RD.

Py|u(z|v) =

∫
· · ·
∫ (D−1∏

i=1

Pyi|ui(zi|vi)

)
PyD|uD

(
y −

D−1∑
i=1

zi

∣∣∣∣∣vD
)

dz1 . . . dzD−1 (2.1.5)

Note that we can write:

ûMAP = arg max
û

(
Pu(û)Py|u(y|û)

)
(2.1.6)

Definition 2. For any set Tswitch ⊂ {0, 1, . . . , T}, we define p(Tswitch|y) as follows:

p(Tswitch|y) = max
û

(
Pu(û)Py|u(y|û)

)
(2.1.7)

Here, the maximization is taken across all û such that Tswitch(û) = Tswitch.
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Note that p(Tswitch|y) is the posterior probability associated with the estimate û that
maximizes the posterior probability subject to the switching times constraint, Tswitch(û) =
Tswitch. A slight nuance to note is that this function p does not yield the posterior probability
of Tswitch given y, which would require marginalizing across û rather than maximizing.

Proposition 1. Tswitch(ûMAP) satisfies the following condition.

Tswitch(ûMAP) = arg max
Tswitch

p(Tswitch|y) (2.1.8)

Additionally, if Tswitch(ûMAP) is known, then:

ûMAP = arg max
û

(
Pu(û)Py|u(y|û)

)
(2.1.9)

Here, the maximization is taken across all û such that Tswitch(û) = Tswitch(ûMAP).
Similarly:

Pu(ûMAP)Py|u(y|ûMAP) = max
Tswitch

p(Tswitch|y) (2.1.10)

Proposition 1 implies that the problem of energy disaggregation can be broken up into two
parts. First, we identify the set of switching times T ∗switch = arg maxTswitch

p(Tswitch|y). Then,
we calculate the MAP estimate ûMAP by maximizing the posterior probability Pu(û)Py|u(y|û)
across the set of û such that Tswitch(û) = T ∗switch. Note that this problem is still combinatorial,
as there are 2T+1 different possible sets of switching times.

Next, we will argue that the optimal û for a fixed segmentation is a light calculation,
given some assumptions motivated by the energy disaggregation application. Then, we will
present an algorithm which allows us to selectively consider possible switching times, while
still ensuring the recovery of ûMAP.

Energy disaggregation via filter banks (EDFB)

In this section, we will first introduce conditions on which the estimation of û is computa-
tionally inexpensive for a fixed segmentation. Essentially, the next assumption will ensure
that the estimation problem in each segment decouples.

We quickly introduce the notation:

ys1:s2 = (y[s1], y[s1 + 1], . . . , y[s2]) (2.1.11)

Assumption 1. (Conditional independence of segments)
Conditioned on Tswitch(u) = {t1, t2, . . . , tN}, the following random variables are indepen-

dent:
{u[t1], u[t2], . . . , u[tN ]} (2.1.12)

In other words, we can express Pu in the following way:

Pu(v) =
N∏
n=0

Pu(v[tn];Tswitch(v), n) (2.1.13)
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Similarly, conditioned on Tswitch(u) = {t1, t2, . . . , tN}, the following are independent:

{yt0:t1−1, yt1:t2−1, . . . , ytN :tN+1−1} (2.1.14)

That is, we can express Py|u as follows:

Py|u(z|v) =
N∏
n=0

Py|u(ztn:tn+1−1|v[tn];Tswitch(v), n) (2.1.15)

Finally, we assume these systems are causal in the following sense.
For any t ∈ {0, 1, . . . , T}, Tswitch = {t1, t2, . . . , tN} ⊂ {0, 1, . . . , t − 1}, and y ∈ Rt, let

tN+1 = t and let T ′switch = Tswitch ∪ tN+1. Then:

N∏
n=0

Pu(û[tn];Tswitch, n)

∫
Py|u((ytn:tn+1−1, z)|û[tn];Tswitch, n) dz = (2.1.16)

N∏
n=0

Pu(û[tn];T ′switch, n)Py|u(ytn:tn+1−1|û[tn];T ′switch, n) (2.1.17)

This condition states that the probability distribution of u0:t and y0:t are independent of the
input for ut+1:T .

Our notation here has Pu(v;Tswitch, n) denote the likelihood of an input value v ∈ RD at
the nth segment of the segmentation Tswitch ⊂ {0, 1, . . . , T}. Similarly, Py|u(z|v;Tswitch, n)
denotes the likelihood of a sequence of observations (z[tn], z[tn + 1], . . . , z[tn+1 − 1]) condi-
tioned on the input being equal to v ∈ RD in the nth segment of the segmentation Tswitch.
Additionally, note that the assumption on Pu is specific to the Bayesian framework, and can
be ignored in a frequentist framework.

In the context of energy disaggregation, these assumptions have a nice interpretation.
The condition on Pu states that, intuitively, given that devices switch at time t, how

devices were being used before the switch and after the switch are independent. This may
not be true in practice, since many device usages are coupled. For example, a toaster and a
water kettle may be likely to activate at nearby times for a morning breakfast. However, we
note that this assumption is significantly weaker than the assumption that device states are
governed by a Markov chain, which is an underlying assumption of state-of-the-art hidden
Markov model (HMM) techniques [Kim+11; Fro+11; KJ12; JW12; Par+12].

The condition on Py|u states that the observation at time t only depends on how devices
are being used in that segment. The energy consumption of devices generally undergo a
transient as the device switches state, and then approach a steady-state energy consumption.
Intuitively, what this assumption states is that time between device switches is long enough
that devices reach steady-state in each segment. As mentioned before, this assumption
is motivated by the fact the time scale of these transients is much shorter than the time
scale of our usage patterns, e.g. lighting reaches steady-state far more quickly than we flip
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the light switches in normal use. We note that this assumption is likely necessary for good
performance: if this assumption were violated, then the transient signatures of devices would
collide and interfere with each other.

We note a quick consequence of Assumption 1 and Proposition 1.

Proposition 2. Let Tswitch(ûMAP) = {t1, t2, . . . , tN}. Under Assumption 1:

ûMAP = arg max
û

(
N∑
n=0

(
ln(Pu(û[tn];Tswitch(ûMAP), n)) + ln(Py|u(ytn:tn−1|û[tn];Tswitch(ûMAP), n))

))
(2.1.18)

If Tswitch(ûMAP) is given, then these optimizations are decoupled, so:

ûMAP[tn] = arg max
û

(
ln(Pu(û;Tswitch(ûMAP), n)) + ln(Py|u(ytn:tn−1|û;Tswitch(ûMAP), n))

)
(2.1.19)

Proposition 2 states that, if we are given the true switching time Tswitch(ûMAP), then
calculating ûMAP is very tractable. In fact, if we are given a collection of potential switching
times, calculating ûMAP is still tractable, provided Tswitch(ûMAP) is in the collection and the
collection is not too large.

Next, we will develop an algorithm to achieve this: it will selectively consider candidate
subsets of {0, 1, . . . , T} such that it considers significantly less than 2T+1 candidates, but
still will consider Tswitch(ûMAP).

We draw on results in the adaptive filtering literature, discussed in Section 2.1.1. In our
particular case, we use a filter bank approach to handle the energy disaggregation problem.
A filter bank is a collection of filters, and the adaptive element of a filter bank is in the
insertion and deletion of filters, as well as the selection of the optimal filter.

As previously mentioned, there are 2T+1 different possible segmentations of {0, 1, . . . , T}
so iteratively considering each one is intractable. The process of finding the best segmentation
can be seen as exploring a binary tree. This is visualized in Figure 2.1.2.

Consider how nodes in this tree correspond to segmentations. At depth t, if t ∈ Tswitch,
then we take the 1 branch. If t /∈ Tswitch, then we take the 0 branch. In this fashion, each of
the 2T+1 leaf nodes can be related to a unique segmentation. Additionally, if we pick a node
at depth t, we can associate it with a switching time by just taking the 0 branch repeatedly
to the leaf, i.e. assuming that no switches occur after time t. Thus, every node on this tree
can be associated with a switching time.

Before we can introduce our algorithm, we’ll define one intermediary function which
calculates the maximum posterior probability when only given the measurements y0:t. For
any t ∈ {0, 1, . . . , T}, Tswitch = {t1, t2, . . . , tN} ⊂ {0, 1, . . . , t−1}, and y ∈ RT+1, let tN+1 = t
and let T ′switch = Tswitch ∪ tN+1. Then, we can define:

pt(Tswitch|y) = max
û:Tswitch(û)=Tswitch

N∏
n=0

Pu(û[tn];T ′switch, n)Py|u(ytn:tn+1−1|û[tn];T ′switch, n)

(2.1.20)
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Figure 2.1: A segmentation Tswitch can be thought of as a leaf node on a binary tree of depth
T . That is, Tswitch corresponds exactly to one leaf node of this binary tree. Additionally, we
can associate a node at depth t with a switching time by assuming that no switches happen
after t.

Finally, we introduce our algorithm in Algorithm 2.1.2. Note that, given y, we can
calculate T since y ∈ RT+1. Similarly, the calculations of Pu(v;Tswitch, n), Py|u(z|v;Tswitch, n),
and pt(Tswitch|y) are omitted from the pseudocode as they can be directly calculated from
Pu and Py|u when Assumption 1 holds.

As previously hinted, our algorithm selectively explores branches of a binary tree. Lim-
iting the growth of the filter bank F can be done by deciding which branches to expand and
which branches to prune. This sort of formulation lends itself very easily to an online for-
mulation of the filter banks algorithm. In fact, it is more intuitive to think of the algorithm
in an online fashion.

At time t, by default, we only follow the 0 branch. For example, in Figure 2.1.2, this
corresponds to following only the top path, as done at the [root→0] node. We choose to
branch a filter, i.e. explore both the 0 and 1 branches on the binary tree, only if it corresponds
to one of the most likely segmentations. As an example, this is done at the [root] node in
Figure 2.1.2. The branching corresponds to adding the bottom path to the [root] node
(creating the [root→1] node) as well as the top path (creating the [root→0] node). At the
beginning of t = 1, the filter bank will contain Tswitch = {0} and Tswitch = {}.

Additionally, at time t, we prune any paths that have sufficiently low likelihood. That
is, we remove the segmentation Tswitch from F if pt(Tswitch|y) < pthres, where pthres is an
algorithm parameter. This is depicted by the dotted line in Figure 2.1.2; this involves
removing Tswitch = {0} from our filter bank when t = 1. After pruning, none of this node’s
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Algorithm 1 Energy disaggregation via filter banks

procedure EDFB(y, Pu, Py|u, pthres)
F ← {∅} . Initialize the filter bank with one filter corresponding to Tswitch = ∅.
for t ∈ {0, 1, . . . , T} do

for Tswitch ∈ F do . Prune the segmentations Tswitch whose
if pt(Tswitch|y) < pthres then . likelihood falls below a certain threshold

remove Tswitch from F . when considering data up until time t.
end if

end for
Tlist ← arg maxTswitch∈F pt(Tswitch|y) . Branch the segmentations Tswitch
for Tswitch = {t1, t2, . . . , tN} ∈ Tlist do . with the highest likelihood up to time t.

tN+1 ← t
append Tswitch ∪ tN+1 to F

end for
end for
pick any Tswitch ∈ arg maxTswitch∈F p(Tswitch|y) . Find a set of
pick any u∗ ∈ arg maxû:Tswitch(û)=Tswitch

Pu(û)Py|u(y|û) . optimal switching times,
return u∗ . and calculate the u∗ value conditioned on

. any one of the optimal switching times.
end procedure

children will be explored, so no node beginning with [root→1] will be present in the filter
bank after time t = 2.

Thus, Algorithm 2.1.2 will only consider a subset of the leaf nodes of the binary tree.
However, by intelligently deciding which subset to consider, we can maintain good perfor-
mance of energy disaggregation algorithm. In fact, Algorithm 2.1.2 will recover an MAP
estimate of the input under the conditions presented in the previous section. We will prove
this formally below.

Theorem 1. (Optimality of energy disaggregation via filter banks without pruning)
Under Assumption 1, for pthres = 0, the u∗ returned by Algorithm 2.1.2 is a MAP estimate

for the energy disaggregation problem (Pu, Py|u, y).

Intuitively, this proof works as follows. Suppose a MAP estimate were removed from the
binary tree due to selective branching. This means that, at a particular point in time, there
is a switching time t where the algorithm did not branch the correct segmentation. However,
at time t, the algorithm did branch some segmentation Tswitch, which was optimal based on
the observations up until time t. By the decoupling in Proposition 2, we can improve our
performance by replacing the MAP estimate’s switching times up until time t with Tswitch
instead. Thus, a MAP estimate was not removed. The formal proof follows.
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Proof. Suppose not, i.e. there exists an MAP estimate ũ such that Pu(ũ)Py|u(y|ũ) >
Pu(u

∗)Py|u(y|u∗) and Pu(ũ)Py|u(y|ũ) ≥ Pu(v)Py|u(y|v) for any v. By the construction of
the algorithm, there exists a time t ∈ Tswitch(ũ) such that Algorithm 2.1.2 did not branch
the node corresponding to Tswitch(ũ) ∩ {0, 1, . . . , t− 1}.

Now pick a Tswitch such that Tswitch ∩ {0, 1, . . . , t − 1} was branched at time t. It
follows that pt(Tswitch|y) > pt(Tswitch(ũ)|y). Let T ′switch = (Tswitch ∩ {0, 1, . . . , t− 1}) ∪
(Tswitch(ũ) ∩ {t, t+ 1, . . . , T}), i.e. T ′switch takes the switching times of Tswitch prior to t
and the switching times of ũ after t. By the decoupling noted in Proposition 2, we have for
any τ > t:

pτ (T
′
switch ∩ {0, 1, . . . , τ − 1}|y) > pτ (Tswitch(ũ) ∩ {0, 1, . . . , τ − 1}|y) (2.1.21)

This also includes the case where τ = T + 1. That is:

p(T ′switch|y) > p(Tswitch(ũ)|y) (2.1.22)

However, by Proposition 1, we can conclude that ũ is in fact not an MAP estimate. This
contradiction allows us to happily conclude that u∗ is, in fact, an MAP estimate.

Corollary 1. (Optimality of energy disaggregation via filter banks)
In addition to Assumption 1, suppose there exists an MAP estimate ũ such that, for all

t ∈ {0, 1, . . . , T}:
pt(Tswitch(ũ) ∩ {0, 1, . . . , t− 1}|y) ≥ pthres (2.1.23)

Then, Algorithm 2.1.2 will recover an MAP estimate u∗.

Proof. Note that the hypothesis of the corollary implies that an MAP will never get pruned.
Joint with Theorem 1, we recover the desired result.

Experimental setup

To test our disaggregation method, we deployed a small-scale experiment. To collect data, we
use the emonTx wireless open-source energy monitoring node from OpenEnergyMonitor4.
We measure the current and voltage of devices with current transformer sensors and an
alternating current (AC) to AC power adapter. For each device i, we record the root-mean-
squared (RMS) current I iRMS, RMS voltage V i

RMS, apparent power P i
VA, real power P i

W,
power factor φipf, and a coordinated universal time (UTC) stamp. The data was collected at
a frequency of 0.13Hz.

Our experiment focused on small devices commonly found in a residential or commercial
office building. First, we recorded plug-level data zi for a kettle, a toaster, a projector, a
monitor, and a microwave. These devices consume anywhere from 70W to 1800W.

Then, we ran an experiment using a microwave, a toaster, and a kettle operating at
different time intervals. These measurements form our ground truth yi, and we also sum

4 http://openenergymonitor.org/emon/emontx
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the signals to get our aggregated power signal y =
∑
yi. The individual plug measurements

are shown in Figure 2.2. It is worth commenting that the power consumption signals for
individual devices are not entirely independent; one device turning on can influence the power
consumption of another device. This coupling is likely due to the non-zero impedance of the
power supply system. However, we found this effect to be negligible in our disaggregation
algorithms.
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Figure 2.2: The measurements of individual plug RMS currents.

Implementation details

Several heuristics are used for pruning the binary tree depicted in Figure 2.1.2 that are
specific to the task of disaggregation. First, we do not bother considering branches if the
most likely segmentation explains the data sufficiently well. This greatly reduces the growth
of the filter bank across time. Furthermore, we assume that at most one device switches on
or off in any given time step. This unfortunately violates the assumptions of Theorem 1,
but we find that it gives good results in practice.

Results

The disaggregation results are presented in Figure 2.3. We can see that the segmentation is
correctly identified. Visually, the results also line up well.

We also note that it is not fair to compare results from our small-scale experiment with
many of the methods mentioned in Section 2.1.1. Most of the methods listed are unsupervised
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Figure 2.3: The estimated power consumption signals of each device.

methods which do not have a training set of data [KJ11; Sha+12; KJ12; JW12]. Since these
unsupervised methods do not learn from training data, they have many priors which must be
tuned towards the devices in the library. Also, the sparse coding method in [KN10] requires
a large amount of disaggregated data to build a dictionary.

Closing remarks on energy disaggregation

In the work presented, we formalized the disaggregation problem within the filter banks
framework. We provide an algorithm with guarantees on the recovery of the true solution
given some assumptions on the data.

From the point of view of the utility company, the question of how to use this data to
inform the consumer about their usage patterns and how to develop incentives for behavior
modification is still largely an open one, which we are currently studying.

Another largely open question is the one concerning privacy. Given that energy data can
be disaggregated with some degree of precision, how does this affect the consumer’s privacy?
The next natural step is to study how this data can be used in a privacy preserving way to
improve energy efficiency. These privacy preserving policies may come in the form of selec-
tively transmitting the most relevant data for a control objective, or incentive mechanisms
for users to change their consumption behavior without direct transmission of their private
information to the utility company. This will be discussed in Chapter 3.
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2.2 Blind system identification

In Section 2.1, we assume we are given Pu and Py|u. In the energy disaggregation application,
Pu is the model for the usage patterns of consumers and Py|u is the dynamics of devices. In
practice, we are not always given these models, and will have to learn them from data.

If we are given inputs u and outputs y, the task of estimating Py|u is known as the
system identification problem. In our energy disaggregation application, we often do not
record ui, the usage patterns inside the home, but only record yi, the energy traces of
individual devices. The lack of u measurements makes the problem more difficult: we must
simultaneously estimate u and Py|u. This work appeared previously in [Ohl+14].

2.2.1 Problem introduction

Consider an auto-regressive exogenous input (ARX) model:

y(t) =
na∑
k=1

aky(t− k) +

nb∑
k=1

bku(t− nk − k) (2.2.1)

Here, the inputs and outputs are both scalar, i.e. u(t) ∈ R and y(t) ∈ R for all t. Estimation
of this type of model is one of the most common tasks in system identification and a very
well studied problem (see, for instance: [Lju99]).

The common setting is that {(y(t), u(t))}Nt=1 is given and the summed residuals

N∑
t=n

(
y(t)−

[
na∑
k=1

aky(t− k) +

nb∑
k=1

bku(t− nk − k)

])2

(2.2.2)

is minimized to obtain an estimate for a1, . . . , ana , b1, . . . , bnb
. (Here, n = max(na, nk +nb) +

1.) This estimate is often referred to as the least squares (LS) estimate.
In the following text, we study the more complicated problem of estimating an ARX

model from solely outputs {y(t)}Nt=1. This is an ill-posed problem and it is easy to see that un-
der no further assumptions, it would be impossible to uniquely determine a1, . . . , ana , b1, . . . , bnb

.
We will here therefore study this problem under the assumption that the stacked inputs be-
long to some known subspace. For example, the input could be known to change only at a
set of discrete times due to a discrete controller, or known to be band-limited and therefore
well represented by the projection on the first discrete Fourier transform basis vectors.

It should be noticed that this assumption is not enough to uniquely determine the input
or the ARX model. Specifically, we will not be able to decide the input or the ARX coef-
ficients b1, . . . , bnb

more than up to a multiplicative scalar. It should be stressed that this
is not a limitation of the method that we propose but an inherent limitation of the system
identification problem since the sought quantities always appear as products. To uniquely
determine the input and the ARX coefficients b1, . . . , bnb

, further knowledge is needed.
Our main contribution is a novel method for ARX model identification from only output

measurements. The method takes the form of a convex optimization problem and gives
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a computationally flexible framework for handling different types of measurement noises,
constraints,&c.

2.2.2 Related work

Blind system identification (BSI) has a broad application area and has been applied in fields
such as data communications, speech recognition and seismic signal processing [AM+97b].
Common for the type of modeling problems that BSI has been applied to is that the input
is difficult, costly or impossible to measure. For example, in exploration seismology, the
physical properties of the earth are explored by studying the response of an excitation (often
a charge of dynamite) [Zer+99]. The excitation is often difficult to measure and the modeling
problem therefore a BSI problem.

Many methods have been proposed to solve the BSI problem throughout the years. We
give a short overview here but refer the interested reader to [AM+97b; Hua02], for a more
extensive and complete review.

The maximum likelihood (ML) approach to BSI aims at finding the ML estimate of the
model and input. The resulting non-convex optimization problem is often treated by alter-
nating between optimizing with respect to the input and the system model. The channel
subspace (CS) methods to BSI indirectly determine the sought finite impulse response (FIR)
model by estimating the nullspace of the Sylvester matrix associated with the FIR model to
be identified. This is done by an eigendecomposition of a matrix derived from the outputs
(see, for instance: [AM+97a]). The method proposed in [Van+13] works under the assump-
tion that two or more output series are available and that these were generated by the same
input. The methods proposed in [Sat75; Ton+91] assume that the input consists of indepen-
dent and identically (iid) distributed random variables and considers the autocorrelation of
the output to decide a FIR model and the unknown input.

A number of approaches consider the blind identification problem of Hammerstein sys-
tems under the assumption that the input is piecewise constant. [Sun+99; Bai+02; BF02;
Wan+07; Wan+10]. Our approach assumes that the input belongs to some known sub-
space. Piecewise constant signal can be represented using the subspace assumption used
here. However, we note that we are not restricted to piecewise constant signals, and our
approach is significantly different. Also, we consider the blind identification of ARX models
while the blind identification problem of Hammerstein systems is considered in [Sun+99;
Bai+02; BF02; Wan+07; Wan+10].

The related problem of blind deconvolution have been studied in a number of contribu-
tions. In particular, see the very interesting paper by [Ahm+12] for a solution where the
signals to be recovered are assumed to be in some known subspaces. The development pre-
sented in [Ahm+12] has similarities to the approach presented in this paper and was done
in parellel to our work. Note that only FIR models are discussed in [Ahm+12] and that the
analysis does not apply.
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2.2.3 Blind system identification via lifting

First, we will introduce some notation.
We will use y to denote the output and u the input. For simplicity, we will only consider

single input single output (SISO) systems. However, with some extra bookkeeping, MIMO
systems could also be treated. We will assume that N measurements of y are available and
stack them in the vector y:

y =
[
y(1) . . . y(N)

]T
(2.2.3)

We also introduce u, a and b as:

u =
[
u(1) . . . u(N)

]T
(2.2.4)

a =
[
a1 . . . ana

]T
(2.2.5)

b =
[
b1 . . . bnb

]T
(2.2.6)

We will use y(i) to denote the ith element of y. To pick out a subvector of y consisting of
the ith to the jth element we will use the notation y(i : j) and similarly for picking out a
subvector of u, a and b. To pick out a submatrix consisting of the ith to the jth rows of
X we use the notation X(i : j, :). We will use normal font to represent scalars and bold for
vectors and matrices.
‖ · ‖0 is the cardinality operator which returns the number of nonzero elements of its

argument and ‖ · ‖∗ the nuclear norm returning the sum of the singular values.
Now, we can formally define the problem of BSI in the noiseless case.

Assumption 2. The sought input, u, lies in some known subspace, i.e.

u = Dx (2.2.7)

for some known N×m-matrix D and an unknown vector x ∈ <m. It is assumed that m ≤ N .

Problem Statement 2. (Blind system identification without noise)
Given the sequence of outputs {y(t)}Nt=1 ∈ R, find an estimate for a1, . . . , ana , b1, . . . , bnb

∈
R and u(t) ∈ R, t = 1, . . . , N such that

y(t) =
na∑
k=1

aky(t− k) +

nb∑
k=1

bku(t− nk − k) (2.2.8)

for t = n, . . . , N , where n = max(na, nk + nb) + 1. We will for simplicity assume that
na, nb, nk, are known. To make the problem well-posed, we suppose Assumption 2 holds.

We can formulate the problem of finding an input and the ARX coefficients as the feasi-
bility problem:

find u,b, a (2.2.9)

such that y(t)−
na∑
k=1

aky(t− k) =

nb∑
k=1

bku(t− nk − k) t = n, . . . , N (2.2.10)
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This problem is non-convex.
Introduce X = xbT ∈ Rm×nb and note that Equation 2.2.7 gives that DX = DxbT =

ubT . Since ubT contains all products u(i)bj, i = 1, . . . , N, j = 1, . . . , nb, the sum

nb∑
k1=1

bk1u(t− nk − k1) (2.2.11)

can be realized by summing appropriate entries of DX.
Thus, Problem 2.2.9 can be reformulated as:

find X, a (2.2.12)

such that y(t)−
na∑
k=1

aky(t− k) =

nb∑
k=1

(DX)(t− nk − k, k) t = n, . . . , N (2.2.13)

rank(X) = 1 (2.2.14)

Note that we need to require that rank(X) = 1 to be able to decompose X as X =
xbT . Problem 2.2.12 is equivalent to Problem 2.2.9 in the following sense. Assume that
Problem 2.2.12, has a unique solution X∗, then X∗ must satisfy X∗ = x∗(b∗)T , with x∗ and
b∗ solving Problem 2.2.9. Extracting the rank-1 component of X∗, using e.g. singular value
decomposition, we can hence decide both x∗ (and u∗ = Dx∗) and b∗ up to a multiplicative
scalar5. The estimates of a will be identical for both problems (if the estimates are unique).

The technique of introducing the matrix X to avoid products between x and b is well
known in optimization and referred to as lifting [Sho87; LS91; GW95; Nes98].

Problem 2.2.12 is a non-convex optimization problem and not easier to solve than 2.2.9.
To get an optimization problem we can solve, we remove the rank constraint and instead
minimize the rank. Since the rank of a matrix is not a convex function, we replace the rank
with a convex heuristic. Here we choose the nuclear norm, but other heuristics are also
available (see, for instance: [Faz+01]). We then obtain the convex program:

min
X,a
‖X‖∗ (2.2.15)

subject to y(t)−
na∑
k=1

aky(t− k) =

nb∑
k=1

(DX)(t− nk − k, k) t = n, . . . , N (2.2.16)

We will refer to this problem as blind identification via lifting (BIL).
Lastly, we will not see Equation 2.2.8 hold exactly in practice. In the noisy setting, we

have to tolerate some nonzero modeling error. We consider two noisy cases.

Problem Statement 3. (Blind system identification with bounded noise)

5Note that this is a fundamental ambiguity existent in Problem 2.2.9 as well.
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Given the sequence of outputs {y(t)}Nt=1 ∈ R and a noise bound ε, find an estimate for
a1, . . . , ana , b1, . . . , bnb

∈ R and u(t) ∈ R, t = 1, . . . , N and bounded noise |w(t)| ≤ ε such that

y(t) =
na∑
k=1

aky(t− k) +

nb∑
k=1

bku(t− nk − k) + w(t) (2.2.17)

for t = n, . . . , N , where n = max(na, nk + nb) + 1. Again, we suppose Assumption 2 holds
and na, nb, nk, are known.

Our development suggests the following optimization to solve BSI in the case of bounded
noise:

min
X,a,η

‖X‖∗ (2.2.18)

subject to y(t)−
na∑
k=1

aky(t− k) =

nb∑
k=1

(DX)(t− nk − k, k) + η(t) t = n, . . . , N (2.2.19)

|η(t)| ≤ ε (2.2.20)

Similarly, we can derive an optimization problem when the noise is Gaussian.

Problem Statement 4. (Blind system identification with Gaussian noise)
Given the sequence of outputs {y(t)}Nt=1 ∈ R, find the maximum likelihood (ML) estimate

for a1, . . . , ana , b1, . . . , bnb
∈ R and u(t) ∈ R, t = 1, . . . , N such that

y(t) =
na∑
k=1

aky(t− k) +

nb∑
k=1

bku(t− nk − k) + w(t) (2.2.21)

for t = n, . . . , N , where n = max(na, nk + nb) + 1. Here, w(t) ∼ N(0, σ2) is i.i.d. across
time. Again, we suppose Assumption 2 holds and na, nb, nk, are known.

A good heuristic for finding the ML estimate can be found by solving the optimization
problem below for different values of parameter λ and using the largest λ such that X is
rank 1.

min
X,a,η

‖X‖∗ + λ‖η‖2
2 (2.2.22)

subject to y(t)−
na∑
k=1

aky(t− k) =

nb∑
k=1

(DX)(t− nk − k, k) + η(t) t = n, . . . , N (2.2.23)

Analysis

The number of optimization variables in Problem 2.2.9 is essentially na + nb + m, under
Assumption 2. Therefore, we cannot expect a reliable identification result from fewer than
na + nb + m measurements. One may wonder how many measurements that are needed.
Using that the constraint (2.2.16) of BIL is linear in X, we have the following result:
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Theorem 2. (Guaranteed Recovery using BIL)
Consider the noise-free blind ARX identification problem presented in Problem 2.2.9, and

assume that it has a unique solution (up to a multiplicative scalar).
Let the row vector di ∈ Rm be the i:th row of D and let:

A =


dn−nk−1 dn−nk−2 ... dn−nk−nb

y(n−1) ... y(n−na)

dn−nk
dn−nk−1 ... dn−nk−nb+1 y(n) ... y(n−na+1)

...
. . .

...
...

...
dn−nk−2+nb

... dn−nk−1 y(n+nb−2) ... y(n−na+nb−1)

...
...

...
...

dN−nk−1 dN−nk−2 ... dN−nk−nb
y(N−1) ... y(N−na)


If A has full column rank, then the ARX model and input solving Problem 2.2.9 are recovered,
up to a multiplicative scalar, by BIL, the solution to Problem 2.2.15.

Proof. By assumption, Problem 2.2.9 has a unique solution (a∗,b∗,x∗). Form X∗ = x∗(b∗)T .
Define θ∗ as

θ∗ =
[
X∗(:, 1)T X∗(:, 2)T . . . X∗(:, nb)T −a∗1 . . . −a∗na

]T
.

We must have that [
y(n) y(n+ 1) . . . y(N)

]T
= Aθ∗. (2.2.24)

Note that the pair X∗ and a∗ is a feasible solution to Problem 2.2.15. Since A has full
column rank, the solution to Problem 2.2.24 must be unique. Thus, BIL gives θ∗.

Note that if the linear constraints (2.2.16) are sufficient to uniquely give the solution of
BIL, no optimization is necessary. Seeking the matrix X that gives the minimum nuclear
norm is only of interest if we have too few measurements for the constraints to uniquely
define the solution but more measurements than na + nb +m.

Computing λmin

In the noisy version of BIL, Problem 2.2.22, the design parameter λ has to be chosen. Since
λ regulates the tradeoff between the nuclear norm and the squared norm of the estimated
noise η, it is natural to seek the largest λ such that the estimate X is rank 1. In seeking
this λ, the value for λmin may come handy, where λmin is defined as the largest λ such that
X = 0 in BIL. Since the estimate for X will stay the same for all λ ≤ λmin, we should limit
our search of λ to be within [λmin,∞]. One may for example start with λ = λmin and then
successively increase λ as long as rank(X) = 1.

Theorem 3. (Computing λmin)



CHAPTER 2. DISAGGREGATION AND INFERENCE IN THE INTERNET OF
THINGS 24

Consider the optimization problem given in Problem 2.2.22. There exists a λmin such that
whenever λ ≤ λmin, solving Problem 2.2.22 results in X = 0. λmin is given by:

(λmin)−1 = min
V∈Rm×nb

‖V‖ (2.2.25)

subject to V(i, j) = 2
N∑
t=n

(
y(t)−

na∑
k=1

âky(t− k)

)
D(t− nk − j, i) (2.2.26)

with

(â1, . . . , âna) = arg min
a

N∑
t=n

(
y(t)−

na∑
k=1

aky(t− k)

)2

. (2.2.27)

Here ‖ · ‖ denotes the operator norm.

Proof. Problem 2.2.22 can be rewritten as:

min
X,a
‖X‖∗ + λ

N∑
t=n

(
y(t)−

na∑
k=1

aky(t− k)−
nb∑
k=1

(DX)(t− nk − k, k)

)2

(2.2.28)

Let fλ denote the objective function in Problem 2.2.28:

fλ(X, a) = ‖X‖∗ + λ
N∑
t=n

(
y(t)−

na∑
k=1

aky(t− k)−
nb∑
k=1

(DX)(t− nk − k, k)

)2

(2.2.29)

Let ∂f(x) denote the subgradient of f at x [Roc70, Section 23]. Then, (X, a) = (0, â) is a
solution for Problem 2.2.28 if and only if 0 ∈ ∂fλ(0, â) [Roc70, Section 27]. We can calculate
the subgradient ∂fλ(0, â) [Wat92; Rec+10]: (Y, α) ∈ ∂fλ(0, â) if there exists a ‖V ‖ ≤ 1
such that:

Y (i, j) = V (i, j)− 2λ
N∑
t=n

(
y(t)−

na∑
k=1

âky(t− k)

)
D(t− nk − j, i) (2.2.30)

αk = −2λ
N∑
t=n

(
y(t)−

na∑
l=1

âly(t− l)

)
y(t− k) (2.2.31)

Note that Equation 2.2.31 will hold for α = 0 by the definition of â. Thus, 0 ∈ ∂fλ(0, â) if
and only if ‖V ‖ ≤ 1, where V is defined by:

V(i, j) = 2λ
N∑
t=n

(
y(t)−

na∑
k=1

âky(t− k)

)
D(t− nk − j, i) (2.2.32)
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Finally, note that the definition of V in Equation 2.2.32 is positively homogenous in λ,
so if 0 ∈ ∂fλ(0, â) for some λ > 0, then 0 ∈ ∂fλ′(0, â) for all 0 < λ′ < λ.

Thus, λmin is given by:

sup
λ,‖V ‖≤1

λ (2.2.33)

such that V(i, j) = 2λ
N∑
t=n

(
y(t)−

na∑
k=1

âky(t− k)

)
D(t− nk − j, i) (2.2.34)

for i = 1, . . . ,m and j = 1, . . . , nb (2.2.35)

That is, λ∗ is the largest λ such that the V defined by Equation 2.2.32 is such that ‖V ‖ ≤ 1.
This is equivalent to Problem 2.2.25.

λmin was also numerically verified.

Solution algorithms and software

Many standard methods of convex optimization can be used to solve Problems 2.2.15, 2.2.18,
and 2.2.22. Systems such as CVX [GB08; GB14] or YALMIP [Lof04] can readily handle
the nuclear norm. For large scale problems, the alternating direction method of multipliers
(ADMM) is an attractive choice [BT89; Boy+11] and we have previously shown that ADMM
can be very efficient on similar problems [Ohl+13]. Code for solving 2.2.15, 2.2.18 and 2.2.22
can be found online at http://www.rt.isy.liu.se/~ohlsson/code.html.

Numerical illustration

Consider the system given in the diagram below.

Figure 2.4: System considered in the numerical illustration.

Here the values x were generated by independently sampling from a unit Gaussian and the
noise e by independently sampling from a uniform distribution between −ε/2 and ε/2. The
ZOH (zero-order hold) block holds the input to the ARX system constant for 6 consecutive

http://www.rt.isy.liu.se/~ohlsson/code.html
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samples. We can therefore express u in terms of x as:

u =


16×1 06×1 06×1 . . . 06×1

06×1 16×1 06×1 . . . 06×1
...

. . .
...

06×1 . . . 06×1 16×1 06×1

06×1 . . . 06×1 06×1 16×1

 (2.2.36)

We identify the matrix in the relation between u and x as D.
The ARX coefficients used were

a1 = −0.3, b3 = 1, b2 = 2, b1 = 3 (2.2.37)

Figure 2.2.3 shows the output y for ε = 5.
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Figure 2.5: The noise-free (solid line) and noisy outputs (circles).

If Problem 2.2.22, the noisy version of BIL, is used to estimate u and an ARX model,
we get the input-estimate given in Figure 2.2.3 and the ARX coefficients:

a1 = −0.21, b3 = 0.91, b2 = 1.80, b1 = 2.7. (2.2.38)

It is interesting to notice that if we instead would be given the true input u and only
estimated the ARX coefficients by minimizing the squared residuals between the output y
and the predicted output, we would have got the estimates:

a1 = −0.30, b3 = 0.88, b2 = 2.39, b1 = 2.85. (2.2.39)
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As seen, these estimates are not that much better than what BIL is providing (see (2.2.38)).
Remember that BIL is only given the y measurements and not the inputs u. It is therefore
quite remarkable that the estimates of BIL is comparable to those given in (2.2.39).

To further study the robustness of BIL we carried out a Monte Carlo simulation. In the
simulation, the noise level ε was varied between 0 and 5. For each noise level, 100 trials were
carried out with different noise and input realizations. The true ARX model was kept fixed
(the same as above). The results are summarized in Figure 2.2.3.

The setup of above example does not imply that A has full column rank. Nevertheless,
a perfect result was obtained in the noise free case.

If D is instead generated by independently sampling each element from a unit Gaussian
distribution (everything else unchanged), the resulting A has full column rank with high
probability.

To recap, this subsection presents a novel framework for the blind system identification
of ARX models, under Assumption 2. The framework uses the fact that the problem can be
rewritten as a rank minimization problem. A convex relaxation is presented to approximate
the sought ARX parameters and the unknown inputs. This method was also applied to prob-
lems of blind subspace identification for multiple-input, multiple-output systems in [Sco+15].

2.3 Conclusion

In this chapter, we discussed disaggregation and inference algorithms with applications to
IoT. Disaggregation is a general problem that will arise in many IoT contexts, as large
amounts of users and data will be aggregated and disaggregated at various stages in data
transmission, storage, and retrieval. We discussed a detailed example in the context of
energy, and provided a tractable algorithm that can solve a combinatorial problem with
guaranteed performance. We also discussed blind system identification techniques for esti-
mating the dynamics of systems from sensor readings when very little information is available
about their operational usage and internal physics. These form useful tools in taking IoT
sensor measurements and creating models from which new actuation and mechanisms can
be designed.
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Figure 2.6: The estimated (dashed line) and the true input u (solid line).
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Figure 2.7: The relative errors along with their 0.5 standard deviation error bounds for
varying noise levels.
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Chapter 3

Design Paradigms for the Privacy of
IoT Consumers and their Data

The Internet of Things (IoT) promises many advantages in the control and monitoring of
physical systems, from both efficacy and efficiency perspectives. However, in the wrong
hands, the data might pose a privacy threat, as was alluded to in Chapter 2. In this chapter,
we discuss different methods by which one can quantify privacy, different design paradigms
for incorporating privacy into the design of an IoT system, and discuss different applications
of each of these paradigms.

The Internet of Things collects and transmits a large amount of data. This data enables
a multitude of advantages to all parties, but also presents a privacy risk to consumers who
are now sharing data that may contain private information, or may be statistically correlated
with information considered private. For example, in the smart grid, IoT devices promise
better efficiency in energy distribution, more reliability, and transparency to electric utility
customers in their energy consumption. On the other hand, monitoring energy consumption
at high granularity can allow the inference of detailed information about consumers’ lives
such as the times they eat, when they watch TV, and when they take a shower [Lis+10].
Such information is highly valuable and will be sought by many parties, including advertising
companies [AF10], law enforcement [Smi12], and criminals [Gov11].

As IoT modernizes our lives and infrastructures, privacy emerges as a major concern. In
this chapter, we hope to address privacy issues in IoT by presenting a formal framework by
which privacy-aware IoT service models can be designed. Currently, legislators are investi-
gating technology-aware policies to ensure customer privacy; the final form of these policies
is yet to be determined but will likely have a large impact on the shape of IoT in the future.
Additionally, researchers are looking at ways to design these systems in a fashion which
acknowledges privacy.

Again referring to the smart grid example for concreteness: governments, researchers,
and organizations are working on privacy standards and policies to guide advanced metering
infrastructure (AMI) deployments. Researchers have considered the issue of data privacy
in smart grid infrastructures, and have proposed novel mechanisms for protecting the col-
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lected data (encryption, access control, and cryptographic commitments) [Kur+11; RD11],
by anonymization and aggregation [TG09; Li+10], and by preventing inferences and re-
identification from databases that allow queries from untrusted third parties (via differential
privacy) [AC11].

This chapter is organized as follows. First, we discuss some of the existing literature
in privacy in Section 3.1. In Section 3.2, we provide a high-level overview of the different
methods to quantify privacy. Additionally, some of these methods are our contribution, and
we present theoretical results for these privacy metrics in this section as well. In Section 3.3,
we discuss three levels of resolution in which privacy can be incorporated into the design and
analysis of IoT systems: passive privacy analysis, active privacy mechanisms, and optimal
privacy-by-design. Finally, in Section 3.4, we provide several examples of privacy design
being instantiated in the context of different cyber-physical infrastructures. These include
examples in ground transportation networks, direct load control programs in the smart grid,
and building control using occupancy sensors.

3.1 Related work

Some of the earliest literature in applied privacy was ensuring that surveys could be con-
ducted in a privacy-preserving fashion. These methods were called randomized response
methods [War65; Gre+69]. These researchers noticed there was structural bias when sur-
veys requested sensitive information, such as whether or not a subject was HIV-positive.
The key component for guaranteeing privacy was to given individual subjects deniability :
a positive answer could either be a true response, or due to the randomness in the survey
procedure.

The next advances in the applied privacy literature was in statistical databases. In [Dal77],
the author argues that any definition of privacy should satisfy the following desideratum:
nothing can be learned about a user with the database that could not be learned without
the database. One attempt to satisfy this desideratum was k-anonymity [Swe02], which
provides methods to ensure that for any one user, there are at least k − 1 users who appear
indistinguishable from said user.

More recently, the advent of Big Data has introduced many databases with potentially
sensitive data that could be utilized by an adversary as side information to infer private
facts. For example, in [NS06], the authors are able to take anonymized Netflix data and,
using publicly available information from IMDB, recover the identities of individual users.
These results pushed researchers to no longer consider privacy of a database in isolation, but
in the larger context of widely available side information.

Recent research has been focused on designing privacy metrics to quantify privacy risks.
This will be discussed in more detail in Section 3.2.

Arguably the most popular privacy metric, differential privacy was introduced in [Dwo06].
Differential privacy requires an exogenous adjacency relationship, which specifies pairs of
potential values for private parameters that we hope to keep indistinguishable. With this
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adjacency relationship, differential privacy is a bound on the change in the distribution of
the observables between any two adjacent private parameters.

Differential privacy is attack-agnostic, in the sense that as a metric it does not suppose the
adversary launches a particular type of inference attack. Furthermore, differential privacy is
also agnostic to the amount of side information an adversary has, since it simply captures
how much the distribution of the observable changes for small perturbations to private
parameters.

An alternative definition uses an information-theoretic metric to quantify privacy loss.
In particular, mutual information between a private parameter and a public observable has
recently become a popular metric [PCF12a; San+13]. One interpretation of the mutual
information is the difference between the entropy of the prior distribution and the entropy
of the posterior distribution [CT91]; from that perspective, this metric has an intuitive
interpretation as quantifying the reduction in the uncertainty of an adversary due to a public
observable. This metric is attack-agnostic, since it simply quantifies a statistical relationship
between private and public variables. However, this requires a specification of the available
side information to an adversary, as reflected in the prior distribution.

It is our belief that, similar to previous technological changes, the Internet of Things will
motivate a sea change in how privacy is perceived, defined, quantified, and treated. All the
previously state references consider privacy in the context of databases, but a nascent area
of research is the investigation of how privacy can be understood in the context of systems
with dynamics.

Recent work in this regard include the extension of differential privacy to Kalman fil-
tering [LNP14], constrained optimization [Han+14] and convex optimization [Hsu+14], dis-
tributed control [Hua+14b], and online learning [Don+15]. Similarly, there have been efforts
to consider information-theoretic metrics in the context of dynamic systems such as the
smart grid [Raj+11; Jia+16].

3.2 Quantifying privacy

The first step to any technical analysis of privacy is to formulate a model of privacy. Some-
how, as researchers, we must make regularizing assumptions that turns a complicated,
contextually dependent, essentially contested concept [Sol02] with a plurality of defini-
tions [Nis04] into a mathematical object that can be incorporated into the engineering design
of IoT technologies.

Broadly speaking, these methods can be put into three general categories: non-statistical
methods, differential privacy, and inferential privacy.

3.2.1 Non-statistical methods

We use the term non-statistical methods to refer to any privacy methods that do not rely on
probabilistic models. In the human-computer interaction (HCI), human-robot interaction
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(HRI), and behavioral economics communities, these methods are particularly popular, but
these methods are also quite popular broadly. We briefly outline sample works from this
class of privacy methods.

There are methods in what is often referred to as usable privacy. These methods outline
a particular situation in which there is a privacy problematic and design solutions for these
situations. For example, [Sha+16] works on designing password policies that are reliable,
easy-to-remember, and still secure against most attacks. In [Roe+12], the authors re-design
smart phone applications to limit their access to private materials in a convenient, easy-to-
implement and user-intuitive fashion. For example, rather than granting the Facebook app
constant access to one’s camera, a user can instead only allow Facebook to access the camera
when she clicks a camera button, which will be chosen from a pre-determined set of icons
that serve as clear indicators that grant camera access permission.

Alternatively, researchers quantify privacy preferences using behavioral studies. For ex-
ample, in [Acq+15], the authors experiment to see how much information users will reveal
about themselves in different contexts. One interesting result from this area is known as the
‘paradox of control’: when users are given more control over their privacy settings, they tend
to reveal more about themselves. It’s not entirely known why people do this, but one hy-
pothesis that is common in the community is that control over privacy settings creates a false
sense of security: users naturally believe they have the ability to recall private information
once it is ‘out there’.

In [But+15], researchers consider the efficacy of robot teleoperation under different
privacy-preserving filters. Robot operators are given tasks to perform by remotely con-
trolling a robot, with the visual feedback obscured by different image filters. The privacy
levels are evaluated by user survey questions.

A lot of non-statistical methods are very compelling because it is difficult to turn a
person’s emotions and decision-making around their privacy into a mathematical object.
Researchers using these methods focus on ensuring that, when they evaluate privacy levels,
it closely aligns with either a person’s privacy assessment or a person’s decision to reveal
information. Grounding this with user studies ensures that this research maintains applica-
bility to real-life applications.

There are other non-statistical methods that are more mathematical, as well. One com-
monly used in practice is k-anonymity. k-anonymity requires that every user be indistin-
guishable from at least k − 1 other users [Swe02]. In Google Analytics for web traffic, they
apply k-anonymity, as shown from their help page in Figure 3.1.

In summary, non-statistical methods are often used because of their real-world applica-
bility. In general, the work in this area has far more user studies and experiments than those
in differential privacy and inferential privacy. However, due to the nature of non-statistical
methods, it is difficult to provide strong theoretical guarantees or generalize privacy results to
many settings. Nevertheless, out of the three methods, these methods are the most impactful
in today’s technologies.
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Figure 3.1: When too few site visitors are in a particular demographic, Google Analytics
will threshold the displayed data for privacy purposes, following the concept of k-anonymity.

3.2.2 Differential privacy

Differential privacy is arguably the most popular privacy metric in the literature currently.
It was introduced in [Dwo06] and has since developed into a very large body of literature.
A good survey of the results is presented in [DR14], but even this book is not complete as
the literature has grown so vast in scope.

Originally, differential privacy was imagined in the context of databases. Intuitively, it
quantifies how much the observables of a database change as a result of a particular person
participating or not participating in the database. If this change is small, then the system
is private in the sense that not much information can be gleaned from the small change in
database observables.

Differential privacy frames things in a cryptographic framework, and one of the main rea-
sons differential privacy is incredibly popular is that it is both agnostic to attack models and
the adversary’s available side information. Since it only monitors the change in a database’s
observables, it does not need to make explicit assumptions on which inference algorithms an
adversary will use or what side information can be leveraged.

Thus, differential privacy gets its name from two differentials: it monitors the difference
in database observables when a user does or does not participate in a database, and it it
monitors the difference in an adversary’s knowledge as a result of the change in database
observables.

The latter point is worth emphasizing as it does not garner enough focus in the literature.
As originally presented in [Dwo06], if an adversary has a lot of prior knowledge about the
user, then the adversary may be able to infer everything about the user. However, the
differential privacy argument is that the privacy breach would essentially have occurred with
or without the database.

In other words, differential privacy is a relative measure of privacy: it measures how
much your privacy will change by participation in a system. It is not able to provide an
absolute measure of privacy, at least in its original form.

We now formally define differential privacy. For concreteness and clarity of philosophical
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intent, we will define it in its original context.

Definition 3. (Differential privacy) Let Θ denote the set of possible database values. We
are given a symmetric binary relation Adj ⊂ Θ × Θ known as the adjacency relationship.
For θ, θ′ ∈ Θ, if Adj(θ, θ′), we say that θ and θ′ are adjacent.

A query Y is a random mapping from Θ to some measurable space (S,S), i.e. Y (θ) is
a random element in S for every θ ∈ Θ. This query is ε differentially private if for any
adjacent θ, θ′ and measurable set B ∈ S:

Pr(Y (θ) ∈ B)) ≤ exp(ε) Pr(Y (θ′) ∈ B)

As an example, suppose Θ is a database of possible user heights. Let X denote the set
of possible user IDs, and let Y = R denote possible height values. An entry in the database
would then be of the form (x, y) ∈ X×Y . If the database has n entries, then it is an element
of (X×Y )n. If our database can have an arbitrary number of entries, then the set of possible
databases would be Θ = ∪n∈N(X × Y )n.

Now, we pick two databases θ, θ′ ∈ Θ. We enumerate θ = (x1, y1), . . . , (xN , yN) and
θ′ = (x′1, y

′
1), . . . , (x′M , y

′
M). We define θ and θ′ to be adjacent if N = M and there exists an

i such that for all j 6= i, we have (xj, yj) = (x′j, y
′
j). That is, θ and θ′ have the same entries

except for at row i. Intuitively, this captures the notion that we are considering how much
the change in one person’s database entry affects the overall database.

Finally, suppose we have a query Y which returns the average height, i.e. Y (θ) =
1
N

∑N
i=1 yi. This cannot be ε differentially private for any ε > 0 because there is no random-

ness. However, if we let Ỹ (θ) = Y (θ) + v, for some Laplacian noise v, we can guarantee that
this is ε differentially private for some ε > 0 [Dwo06].

Note that the level of differential privacy is parameterized by ε.
Differential privacy provides strong guarantees and provides powerful results in compo-

sition as well. That is, if we take the output of an ε1 differentially private mechanism and
input that into an ε2 differentially private mechanism, we have an ε1 +ε2 differentially private
mechanism. This allows us to take simple differentially private mechanism and use them to
construct more complicated mechanisms.

Generally, the results in differential privacy show that adding Laplacian or Gaussian noise
in the right locations yields a differentially private or approximately differentially private
mechanism. In practice, applications of differential privacy often involve finding a level
of noise which guarantees a certain level of privacy, and hoping that the data is not too
corrupted by the privacy-preserving noise. Loosely speaking, the level of noise required is
inversely proportional to the number of users in the database which are being aggregated.

Optimally designing the noise for differential privacy is an open, difficult problem. Ad-
ditionally, there are several contexts in which it is not clear how to implement differential
privacy. For example, how does one consider the level of differential privacy in a dynamical
system when the sampling rate is adjusted?

In summary, differential privacy is a compelling privacy metric that requires no explicit
models of the adversary’s available information or computing power. It has a literature with
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useful results such as composition theorems and sample mechanisms. However, it generally
requires the noise and the system to be of a particular form, and relies on a large number of
users to provide meaningful bounds.

3.2.3 Inferential privacy

We refer to the third method for quantifying privacy as inferential privacy. Intuitively speak-
ing, inferential privacy considers an adversary attempting to make an inference on a user’s
private data from observables. The metrics applied consider some statistical performance of
these inferences. The work in this category can be unified by a general adversary model.

Adversary model

We start by defining the threat model, as presented in [PCF12a; Sal+13]. At a high level,
an adversary observes Y , and wishes to infer private variables θ from Y . Adversaries are
defined by their side information, as modeled by their beliefs on the joint distribution of θ
and Y , and their cost function `.

Let Θ denote the set of possible values for θ and similarly Y for Y . Also, for any set X,
let P(X) denote the set of probability distributions across X. Finally, for a joint distribution
p(x, y), we will use p(y|x) and p(x) to denote the conditionals and marginals which arise out
of p(x, y)1.

Definition 4. (Adversary model) An adversary is defined by a joint distribution p(θ, Y )
and cost function ` : Θ × P(Θ) → R. We will sometimes refer to the adversary as the
tuple (p, `). The inference attack that the adversary performs when observing Y = y is the
following optimization:

L(y) = min
q∈P(Θ)

∑
φ∈Θ

p(φ|y)`(φ, q)

Note that this is a loss that is defined for every y ∈ Y , and the optimization variable q
is a distribution across Θ. This ` is a general notation for inference loss functions. As an
example, if we take:

`(φ, q) =

{
1 if φ = arg maxz q(z)

0 otherwise

Then L(y) is the probability that the maximum a posteriori estimate of θ is equal to the
true θ when Y = y. As another example, we can take the logarithm loss `(φ, q) = − log q(φ),
and this will recover equivocation metrics often used in the literature [San+11; Ven13].

1For ease of presentation, we will treat Θ and Y as finite sets in the sequel. However, all of this holds
in general if we allow p to be absolutely continuous with respect to some underlying measure µ, and then
replace each some with an integral with respect to the measure µ.
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Thus, we can define the level of privacy against inferences. Without an observation of
Y , the adversary’s best belief about the private process is the solution to the minimization:

L∗0 = min
q∈P(Θ)

∑
φ∈Θ

p(φ)`(φ, q)

This will often be referred to as the loss of the prior estimate. After an observation of Y ,
the adversary will now have a loss of L(Y ), the loss of the posterior estimate. We can take
the expectation of L(Y ) across Y to yield the expected loss of the posterior estimate:

EYL(Y ) =
∑
y∈Y

p(y)L(y)

Finally, we can talk about the average change in inference cost that the adversary experiences
as a result of observing Y .

Definition 5. The expected total privacy loss of θ from the observation Y is given by:

∆L = L∗0 − EYL(Y )

This is the difference in the inference cost of the prior estimate with the expected inference
cost of the posterior.

We explore two specific examples of the loss function `.

Log-loss `

The log-loss is used as the loss function in recent work, e.g. [PCF12b], to compute the privacy
loss, as it results in a natural measure of relevance: mutual information.

Proposition 3. If an adversary (p, `) uses the log-loss `(φ, q) = − log q(φ), then the total
expected privacy loss of θ from Y is equivalent to the mutual information between θ and Y :

∆L = I(θ;Y ) =
∑
φ∈Θ

∑
y∈Y

p(φ, y) log

(
p(φ, y)

p(φ)p(y)

)
We will sometimes use mutual information as a measure of privacy loss. Mutual infor-

mation is shown to be the only measure that satisfies the data processing axiom which is
needed to properly define the benefit of side information in an inference problem [Jia+15].

We refer to the uses of the log-loss ` as information-theoretic metrics. These metrics lend
themselves nicely to the design of noise in a fashion that is oftentimes optimal with respect
to some criterion. In [PCF12a], the authors are able to design an optimal noising scheme
subject to a performance constraint in database estimation, and in [Raj+11], the authors
consider compression schemes in the context of the smart grid, and provide a theoretical
bounds on the information leakage subject to a distortion constraint.
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Point estimates

The formulation of the adversary in Definition 4 states that the adversary wishes to find a
distribution across possible values of θ that minimizes some cost. As a special case, we can
consider when the adversary only wishes to use a point estimate, i.e. he is only interested
in a maximum a posteriori estimate. This can be recovered by taking: If we take:

`(φ, q) =

{
1 if φ = arg maxz q(z)

0 otherwise
(3.2.1)

Our work on the inferential privacy of point estimates builds on a hypothesis test-
ing framework, which has been well studied in the information theory [CT91] and statis-
tics [Kee10] communities. Variational calculus methods for statistics were first introduced
by Neyman and Pearson [NP33], and have been a fruitful way to find optimal estimators.
Additionally, a popular metric for critiquing the performance of an estimator is known as
the minimax risk, which measures an estimator’s expected loss against a worst-case dis-
tribution [LC73]; the minimax risk can act as a measure of the difficulty of a hypothesis
testing problem. Alternatively, Fano was able to analyze the difficulty of the hypothesis
testing problem by considering the entropy and mutual information between the parameter
of interest and the observables [CT91; Yu97]; these results were extended to observations on
the continuum in [HV94]. Each of these methods can provide a measure of the hypothesis
testing problem’s difficulty, which we use as a guarantee for privacy.

Recall that our adversary has access to the measured data signal, and also holds priors on
the consumer’s private information θ. He also knows how this private information affects the
consumer’s usage of IoT devices, py|θ. Although this adversary has quite a bit of knowledge
about the consumers, he does not hold arbitrary side information.

We note that it may not be realistic to suppose the adversary has access to pθ and py|θ.
However, any adversary who tries to infer θ from y with less information will only do worse
than our adversary model. Thus, this model provides a conservative estimate against all
weaker adversary models.

Inferential privacy of point estimates

Our privacy metric is the probability of error if an adversary tries to infer the private variable
θ.

Definition 6. A system is ‘α inferentially private’ if, for any estimator θ̂ : Y → Θ, we have:

Pr(θ̂(Y ) 6= θ) ≥ α (3.2.2)

This estimator can be based on information in pθ and py|θ.

Here we note that this is in essence an ex-ante privacy metric, i.e. the privacy is spread
across Θ according to pθ. As often arises in many statistical estimation problems, an ex-
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post privacy metric, i.e. a privacy metric that guarantees privacy for every type, is not a
well-posed problem.

For example, suppose Θ = {0, 1}, and consider the estimator θ̂ ≡ 0. For any consumer of
type θ = 0, the adversary will correctly infer their type with this estimator. In other words,
an adversary can always violate the privacy of one type of consumer by making the blanket
assumption that everyone is a fixed type. In a sense, we gain privacy by noting that the
adversary has to be successful across the different types Θ (weighted according to pθ).

Regardless of the algorithm the adversary uses, we can bound the probability it will
successfully breach a consumer’s privacy. Furthermore, this formula allows us to vary the
quality level q, such as how often data is collected and transmitted. We will examine this
on a concrete example in Section 3.4.2. This guarantee is also simple for consumers to
interpret, and can be used in the design of privacy contracts between IoT service provider
and consumers [Rat+16].

Proposition 4. For an adversary (p, `) where ` is defined as in (3.2.1), we have that ∆L =
inf{α : the system is α inferentially private}.

We will derive results that allow us to calculate values of α that satisfy the condition
given in Definition 6. This section is a generalization of some of our previous work [Don+14],
which considered this definition in the context of aggregate energy observations.

There are three methods by which we can derive lower bounds. Depending on the par-
ticular form of pθ and py|θ, some forms of the lower bound may be easier to calculate than
others.

Likelihood-based theoretical bounds

Let Θ = {1, . . . r}. We can define the maximum a posteriori (MAP) estimator θ̂MAP , which

maximizes Pr(θ̂(Y ) = θ).

Proposition 5. [CT91; Don+14] Pr(θ̂(Y ) = θ) is maximized by:

θ̂MAP (Y ) = arg max
i∈Θ

(pθ(i) · py|θ(Y |i)) (3.2.3)

The proof of this proposition follows a variational calculus approach that was pioneered
in [NP33].

The optimality of the MAP estimator with respect to the prior pθ immediately leads to
a guarantee of privacy.

Corollary 2. The system is α inferentially private, where α = Pr(θ̂MAP (Y ) 6= θ). Further-
more, the system is not α′ inferentially private for any α′ > α.

Although this bound is optimal, it is often difficult to calculate. In these instances, some
of the latter bounds may be used as a surrogate.
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Le Cam’s method

Le Cam’s method is typically used in assessing minimax risk. More specifically, it is used to
find a lower bound on the worst-case loss for an estimator. Here, worst-case means that the
performance of the estimator is evaluated on the distribution for which the loss is maximized.
For more details, we refer readers to [LC73; Yu97].

We present Le Cam’s lemma in the context of our usage model. Again, let Θ =
{1, 2, . . . , r}. First, we offer two definitions of distances between probability distributions.

Definition 7. The total variation distance between two densities p and q on a measure space
(X,A, µ) is given by:

‖p− q‖TV = sup
A∈A

∣∣∣∣∫
A

p(x)− q(x)µ(dx)

∣∣∣∣ (3.2.4)

=
1

2

∫
X

|p(x)− q(x)|µ(dx)

Definition 8. The Kullback-Leibler (KL) divergence between two densities p and q on a
measure space (X,A, µ) is given by:

DKL(p‖q) =

∫
p(x) log

p(x)

q(x)
µ(dx) (3.2.5)

Similarly, we will define the KL divergence between two random variables X and Y to be the
KL divergence between their densities, and it will be denoted DKL(X‖Y ).

Using Definitions 2 and 3, we now state Le Cam’s Lemma.

Proposition 6. (Le Cam’s lemma [LC73; Yu97]) For any estimator θ̂ : Y → Θ and any
distinct i, j ∈ Θ, we have:

Pr(θ̂(Y ) 6= θ | θ = i) + Pr(θ̂(Y ) 6= θ | θ = j) ≥ 1− ‖py|θ(·|i)− py|θ(·|j)‖TV (3.2.6)

A quick corollary is a lower bound on the probability of error:

Corollary 3. Pr(θ̂ 6= θ) is bounded below by:

min(pθ(i), pθ(j)) · (1− ‖py|θ(·|i)− py|θ(·|j)‖TV ) (3.2.7)

In practice, it will suffice to find an over-approximation of the total variation distance.
For example, we have Pinsker’s inequality:

Proposition 7. (Pinsker’s inequality [Tsy09]) For any densities p and q:

‖p− q‖TV ≤
√

1

2
DKL(p‖q) (3.2.8)

Thus, we can provide a guarantee of inferential privacy.

Proposition 8. The system is α inferentially private, where:

α = max
i 6=j

[
min(pθ(i), pθ(j)) · (1− ‖py|θ(·|i)− py|θ(·|j)‖TV )

]
(3.2.9)
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Fano’s method

Fano’s inequality relates the probability of error for a hypothesis test to the entropy and
mutual information between a parameter and its estimator. Traditionally a concept de-
fined on discrete random variables, it has also been extended to handle continuous distribu-
tions [CT91; IH91; HV94; Yu97]. Here we will state Fano’s inequality in the context of our
usage model, where Θ = {1, . . . , r}.

Proposition 9. (Fano’s inequality [Yu97]) For any estimator θ̂ : Y → Θ, the probability of

error P (θ̂(Y ) 6= θ) is bounded below by:

1

log(r − 1)

[
log r − 1

r2

∑
i,j

DKL

[
py|θ(·|i)

∥∥py|θ(·|j)]− log 2

]
(3.2.10)

Thus, we have the quick corollary:

Corollary 4. The system is α inferentially private, where α is given by Equation 3.2.10.

Closing remarks on inferential privacy

Inferential privacy is most applicable when there is an inference algorithm that is the basis
of a privacy breach. It requires the strongest probabilistic assumptions, and, by explicitly
providing an adversary model, oftentimes can be evaluating by bounding the performance
of optimal inference. It is formulated in a fashion that allows us to leverage a very large
literature in statistical estimation, which provides powerful results when the context allows
one to make strong structural assumptions on the processes operating on private data.

3.3 Design paradigms for privacy

Once we have a method to quantify privacy that sensibly captures our notions of privacy in
a target domain, we still have to face the question of how to design systems in a way that
accounts for the sensing and transmission of private data.

In our research on privacy mechanisms in the design of systems, we found that it is helpful
to categorize these mechanisms under three general categories: passive privacy analysis,
active privacy mechanisms, and optimal privacy-by-design. We briefly outline each of the
three, and then go into detailed examples in Section 3.4.

3.3.1 Passive privacy analysis

In passive privacy analysis, a privacy analyst takes an existing system and then applies
privacy metrics to quantify the privacy of the system. The key feature of passive privacy is
that the system already exists and is fixed: in this sense, privacy is not a part of the design
process at all.



CHAPTER 3. DESIGN PARADIGMS FOR THE PRIVACY OF IOT CONSUMERS
AND THEIR DATA 41

For example, we can use fundamental limits of energy disaggregation to provide inferential
privacy guarantees for users, based on the power signatures of devices and the usage patterns
of consumers [Don+14]. When applying these results, we do not modify device signatures
or user behaviors; rather, we just quantify the level of privacy in the existing system.

Another example in the context of ground traffic monitoring is given in Section 3.4.1:
sensors measuring congestion information may reveal information about the origins and
destinations of people, based on how users make routing decisions. We take dynamics for
these systems from the literature and quantify the level of differential privacy for users.

3.3.2 Active privacy mechanisms

In active privacy mechanisms, there is a design parameter which can be varied to affect
privacy levels. Naturally, in all applications, there is some force that works opposite privacy:
we refer to this as the utility of data. In other words, if privacy was our only concern, we
would simply shut down all sensors and not record or transmit anything. Some countervailing
objective causes us to sample this private data. However, in active privacy mechanisms, we
can vary the quality and quantity of data collected to balance this tradeoff between the
utility of data and the privacy of users.

As an example, we an application in the smart grid where the sampling frequency is
the design parameter. We consider how direct load control programs perform at different
sampling rates. Additionally, we can quantify the level of inferential privacy for users when
their data is collected at different time resolutions. This is presented in Section 3.4.2.

3.3.3 Optimal privacy-by-design

In optimal privacy-by-design methods, we fix a performance metric and a privacy metric.
Then, we design the system to optimize the privacy metric subject to a performance con-
straint, or vice versa. In active privacy mechanisms, we simply have a parameter we vary, and
then analyze its effects. In contrast, optimal privacy-by-design optimizes parts of the system
to maximize privacy, while maintaining control/estimation performance. These approaches
work to decouple the parts of data which contain private information from the parts of data
which contain useful data for the original objective.

As an example, building air control can be improved by using occupancy estimates,
as occupancy has a significant influence temperature and carbon dioxide levels. However,
this reveals information about the location traces of users inside the building. We design
occupancy sensors to randomize across reported occupancy with distributions that minimize
the change in control law, while maximizing the mutual information between the true location
traces and the sensor reports. This is in Section 3.4.3.
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3.3.4 Discussion on design paradigms

Naturally, from a pure privacy perspective, optimal privacy-by-design is the most desirable
option. However, in practice, it requires detailed models of the system dynamics and ob-
jective, and can be computationally intensive to calculate. We have been developing the
literature on optimal privacy-by-design, and it is currently in a developing state of research.

Active privacy mechanisms can be cheaper to implement and easier to analyze. These
are the most common in practice: when Facebook and Apple announce that they are using
differential privacy, this means they are adding noise to their databases, and are free to choose
the variance of the noise to affect the privacy level of its users, as well as the estimation quality
of their targeted advertising.

Passive privacy analysis is perhaps the most cost-effective analysis of privacy, and, from
an economic perspective, this should be the first attempt at privacy: analyze the level of
privacy in the existing system to see if it is sufficient. If passive privacy analysis reveals
that the privacy levels are insufficient, then redesign should happen, but if passive privacy
analysis reveals that the threat to privacy is minimal, IoT company can save a lot of expense
by not redesigning the system.

Thus, in practice, the design paradigm used for privacy will vary based on the context:
the system under question, the consumer’s sentiments towards privacy, the operational ob-
jective of the devices, and so on. As privacy becomes a more integral part of the discussion
on engineering and privacy, these three design paradigms provide a good framework for
understanding how companies are interacting with the privacy of the data they handle.

3.4 Examples

In this section, we discuss some examples of the privacy paradigms outlined in Section 3.3.
In particular, we cover three examples. In Section 3.4.1, we cover a passive privacy analysis
example in the context of ground transportation systems. We use differential privacy as
a metric and consider how the origins and destinations of drivers in the routing game are
revealed through public congestion in formation through general classes of driver routing
dynamics. In Section 3.4.2, we discuss an active privacy mechanism in the context of the
smart grid. We look at direct load control programs that use thermostatically controlled
loads to shift peak demands, and consider how different sampling frequencies affect both the
control efficacy, as well as the ability to infer private parameters such as income from smart
meter readings. In Section 3.4.3, we consider heating, ventilation, and air condition control
of buildings. In particular, we consider how occupancy readings can improve control, as well
as how occupancy readings allow for the inference of individual location traces. We design a
sensor that obfuscates its readings to minimally affect control performance while maximizing
the privacy of individuals.
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3.4.1 Passive privacy analysis example: differential privacy of
populations in routing games

As our ground transportation infrastructure modernizes, the large amount of data being
measured, transmitted, and stored motivates an analysis of the privacy aspect of these
emerging cyber-physical technologies. In this paper, we consider privacy in the routing game,
where the origins and destinations of drivers are considered private. This is motivated by the
fact that this spatiotemporal information can easily be used as the basis for inferences for
a person’s activities. More specifically, we consider the differential privacy of the mapping
from the amount of flow for each origin-destination pair to the traffic flow measurements
on each link of a traffic network. We use a stochastic online learning framework for the
population dynamics, which is known to converge to the Nash equilibrium of the routing
game. We analyze the sensitivity of this process and provide theoretical guarantees on the
convergence rates as well as differential privacy values for these models. We confirm these
with simulations on a small example.

This work appeared previously in [Don+15].

Introduction

With the decreasing cost and size of technologies, our ground transportation infrastructure is
increasingly modernizing with new sensor systems, control algorithms, and actuation modal-
ities. Although these technologies promise great gains in traffic performance, such as level of
service or equity [Tra11], an unprecedented amount of data is being measured, transmitted,
and stored, and an analysis of the privacy aspect of this emerging cyber-physical technology
is needed.

There have been a multitude of privacy conceptions in the philosophical and legal lit-
eratures. From an engineering perspective, the most commonly used paradigms are control
over information and secrecy [Sol02].

In the abstract, control over information generally requires transparency to the person
about what data is being collected and stored, consent to the transmission of this data to
any parties, and an ability to correct mistakes in the data. As an example of how this
conception works in practice, control over information forms the foundation of the Federal
Trade Commission’s Fair Information Practices.

On the other hand, secrecy focuses on which new inferences can be made about a person
due to the information contained in the data; in this paradigm, a privacy breach occurs when
there is a revelation of information that was previously not known, and the person felt that
the information was private.

Throughout this paper, our conception of privacy will focus on the secrecy paradigm. In
other words, we will focus on what new inferences can be made from the data collected by
sensors in ground traffic infrastructures.

In the context of traffic systems, we consider the case where the origin and destination
are considered private. This is motivated by the fact that this spatiotemporal information
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can easily used as the basis for inferences for a person’s activities. For example, an executive
at the carsharing company Uber claimed he could tell when its users were having an affair
in a blog post [TK14].

More specifically, we consider the differential privacy of the mapping from population
sizes, i.e. the amount of flow for each origin-destination pair, to the traffic flow measurements
on each link of a traffic network.

A popular modeling assumption is that the traffic flow is atomless, i.e. a single vehicle
cannot unilaterally affect the flows on links [San01; Rou07; Kri+15c]. This is designed to
match our intuition that, under normal conditions, one vehicle does not contribute signifi-
cantly to traffic.

However, this implies that, through our models, one vehicle has no effect on the traffic
flow measurements. Thus, in this paper, we consider differential privacy with respect to
population sizes: how much does traffic flow change when a non-negligible mass of vehicles
switch origin-destination pairs?

This framework is applicable for when some aggregator wants to protect the privacy of
several drivers. For example, Google can analyze how much it reveals about its users when
it provides routes through Google Maps. Alternatively, companies can consider how much is
revealed through their shipping patterns, since this detailed data can allow inferences about
important business information, such as which consumer markets are being targeted, which
companies are in the supply chain, and which locations have potential for future expansion.

To model the dynamics of the driver populations, we use an online learning model in
which, at iteration t, each population chooses a distribution over its paths. The joint deci-
sion of all populations determines the flows over the edges of the network, which, in turn,
determines the costs over paths. These costs are then revealed to the populations, and given
this information, they can update their distributions. This online learning model has been
applied to routing games in [Blu+06], where the authors show that any no-regret strategy
is guaranteed to converge to an equilibrium. The same model is also used in [Kri+15b],
where the authors show that if each population applies a mirror descent algorithm, the joint
distribution converges to a Nash equilibrium.

Our contribution is an analysis of the differential privacy of the dynamics of the driver
populations. In this article, we consider a stochastic version of the model in [Kri+15b], in
which the populations only have access to a noisy measurement of the path costs. The pres-
ence of noise is essential in providing differential privacy, while still guaranteeing convergence
to the equilibrium, using results from stochastic optimization [Jud+11; Kri+15a].

The rest of this section is organized as follows. First, we review the engineering literature
on privacy and develop some of the theory of differential privacy. Next, we introduce the
routing game in the context of privacy. Then, we provide a learning model based on stochastic
mirror descent. Here, we present theory on convergence rates and analyze the differential
privacy of the routing game. Finally, we present a numerical example and closing remarks.
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Previous work

Motivated by changing technologies, there has been a lot of recent research considering the
issue of privacy. In this section, we will try to summarize the mathematical results in this
line of research most relevant to this paper, noting both that the field is too rich for a
comprehensive literature review and that privacy is a complicated social phenomenon of
which a mathematical model is only one facet.

From a mathematical perspective, there have been several definitions of privacy. We seek
to quickly survey a few definitions.

There has been work in inferential privacy, which seeks to bound the probability an
adversary with a fixed set of information can correctly infer a hidden parameter, and uses a
hypothesis testing model [Don+14].

Additionally, there has been work in information-theoretic based definitions of privacy,
which uses the mutual information between a private parameter and the publicly observ-
able data [San+11; Sal+13] or the conditional entropy of a private parameter given the
observables [Ven13].

Throughout this paper, we will focus on a definition of privacy first introduced in [Dwo06],
called differential privacy. This definition was originally designed for databases taking values
in a finite alphabet, but has since been extended to consider the output of optimization
algorithms [Duc+12; Hsu+14; Hua+14a; Han+14] and dynamical systems [LNP14]. For
a more detailed analysis of the interpretation of differential privacy, we refer the reader
to [DR14].

Our work is closest to that in [Han+14], where the authors considered the differential pri-
vacy of constraint sets in the context of gradient descent. Additionally, the work in [Duc+12]
is of relevance, as it provides several minimax bounds for stochastic mirror descent, consid-
ered in this paper.

Theory

In this section, we will formally define differential privacy, as well as present results needed
in future sections.

First, let (Ω,A, P ) denote our underlying probability space. Also, let Θ be a set equipped
with a symmetric binary relation Adj, called the adjacency relation. The set Θ contains the
possible values for a private parameter. Intuitively, the adjacency relation indicates which
values should be roughly indistinguishable from the observable data. Although we never
consider distributions or measures on Θ, for brevity we will often treat Θ as a measurable
space, where any subset of Θ is measurable.

Furthermore, let (S,S) denote a measurable space and let Y : Θ×Ω→ S be a mapping
such that Y (θ, ·) is measurable for every θ ∈ Θ. In other words, given θ, Y (θ, ·) is a random
element in S. For shorthand, we will write Yθ to represent Y (θ, ·).

We can now present the definition of differential privacy.
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Definition 9. Differential privacy: We say a measurable mapping Y : Θ× Ω→ S is (ε, δ)-
differentially-private if for all measurable sets B ∈ S and any θ, θ′ ∈ Θ such that Adj(θ, θ′):

P (Yθ ∈ B) ≤ exp(ε)P (Yθ′ ∈ B) + δ (3.4.1)

If δ = 0, we will say this mapping is ε-differentially-private.

We note two consequences of this definition. The first lemma appears in [LNP14].

Lemma 1. [LNP14]: If a mapping Y is (ε, δ)-differentially private then

Eg(Yθ) ≤ exp(ε)Eg(Yθ′) + δ (3.4.2)

holds for all bounded measurable real-valued functions g and all θ, θ′ ∈ Θ such that Adj(θ, θ′).

The second lemma allows us to use tail bounds when analyzing differential privacy in
certain contexts as we will see a later section.

Lemma 2. Fix some event E. Suppose P (E) ≥ 1 − δ′ and that, for all measurable sets
B ∈ S and all θ, θ′ ∈ Θ such that Adj(θ, θ′):

P ({Yθ ∈ B} ∩ E) ≤ exp(ε)P ({Yθ′ ∈ B} ∩ E) + δ

Then, Y is (ε, δ + δ′)-differentially-private.

Proof. Fix any measurable set B ∈ S and any adjacent θ, θ′ ∈ Θ. Then:

P (Yθ ∈ B)

= P ({Yθ ∈ B} ∩ E) + P ({Yθ ∈ B} ∩ Ec)

≤ exp(ε)P ({Yθ′ ∈ B} ∩ E) + δ + δ′

As desired.

A result we will use in future sections is how differentially private mappings can be
composed.

Proposition 10. Adaptive composition: Suppose Y1 : Θ× Ω→ S1 is (ε1, δ1)-differentially-
private and Y2 : Θ × S1 × Ω → S2 is a measurable mapping such that Y2(·, s, ·) is (ε2, δ2)-
differentially-private for each fixed s ∈ S1. Then the mapping (θ, ω) 7→ (Y1(θ, ω), Y2(θ, Y1(θ, ω), ω))
is (ε1 + ε2, exp(ε2)δ1 + δ2)-differentially-private.

Proof. Pick any set A ∈ S1 × S2. Let µ1(θ, ·) denote the distribution of Y1(θ) and µ2(θ, s, ·)
denote the distribution of Y2(θ, s). Furthermore, for y ∈ S1, let Ay = {y′ ∈ S2 : (y, y′) ∈ A}
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denote the slice of A with respect to the first coordinate. Then, for any θ, θ′ such that
Adj(θ, θ′):

P [(Y1(θ), Y2(θ, Y1(θ))) ∈ A]

=

∫
µ1(θ, dy1)P (Y2(θ, y1) ∈ Ay1)

≤
∫
µ1(θ, dy1)[exp(ε2)P (Y2(θ′, y1) ∈ Ay1) + δ2]

= exp(ε2)

∫
µ1(θ, dy1)[P (Y2(θ′, y1) ∈ Ay1)] + δ2

Let g(y) = P (Y2(θ′, y) ∈ Ay), and note both that g is a bounded, measurable function and
Eg(Y1(θ′)) = P ((Y1(θ′), Y2(θ′, Y1(θ′))) ∈ A). So, invoking Lemma 1:

P [(Y1(θ), Y2(θ, Y1(θ))) ∈ A]

≤ exp(ε2)

∫
µ1(θ, dy1)[P (Y2(θ′, y1) ∈ Ay1)] + δ2

= exp(ε2)Eg(Y1(θ)) + δ2

≤ exp(ε2)[exp(ε1)Eg(Y1(θ′)) + δ1] + δ2

= exp(ε1 + ε2)P ((Y1(θ′), Y2(θ′, Y1(θ′))) ∈ A) + . . .

exp(ε2)δ1 + δ2

As desired.

Additionally, we can induct on Proposition 10. For brevity, we will sometimes write
Yt(θ, Y1(θ), . . . , Yt−1(θ), ·) simply as Yt(θ).

Corollary 5. Repeated adaptive composition: Suppose Y1 : Θ × Ω → S1 is (ε1, δ1)-
differentially-private and Yt : Θ× S1 × . . . St−1 ×Ω→ St is a measurable mapping such that
Yt(·, s1, . . . , st−1, ·) is (εt, δt)-differentially-private for each fixed (s1, . . . , st−1) ∈ S1×· · ·×St−1

and 1 < t ≤ T .

Then, the mapping (θ, ω) 7→ (Y1(θ), Y2(θ), . . . , YT (θ)) is
(∑T

t=1 εt,
∑T

t=1 exp
[∑T

t′=t+1 εt′
]
δt

)
-

differentially-private.

Finally, we note that the Gaussian distribution guarantees differential privacy.

Definition 10. Sensitivity: The `2 sensitivity of a function f : Θ→ R is given by:

∆2f = sup
θ,θ′∈Θ:Adj(θ,θ′)

‖f(θ)− f(θ′)‖2 (3.4.3)

Definition 11. The zero-mean Gaussian distribution on R with variance parameter σ2,
denoted Gauss(σ2), has the density

y 7→ 1√
(2πσ2)

exp

(
−|y|2

2σ2

)
(3.4.4)
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with respect to the Lebesgue measure.

Proposition 11. Gaussian mechanism [DR14]: For ε ∈ (0, 1), and b2 > 2 ln(1.25/δ), the

mapping Yθ = f(θ) + Z, where Zi
iid∼Gauss(σ2) for some σ ≥ b∆2f/ε, is (ε, δ)-differentially-

private.

The routing game

The routing game is given by:

• a directed graph G = (V,E),

• a set of non-decreasing, Lipschitz continuous edge cost functions ce : R+ → R+, e ∈ E,

• a finite set of origin-destination pairs (oi, di) ∈ V × V , indexed by i ∈ {1, . . . , I},

• and a finite set of populations Pk, indexed by k ∈ {1, . . . , K}.

In a ground transportation setting, the nodes, i.e. elements in V , represent physical locations,
and edges, i.e. elements in E, represent the roadways that connect two locations. The edge
cost functions ce correspond to the amount of time taken when traveling along an edge e, and
the non-decreasing assumption corresponds to the physical intuition that congestion worsens
travel time. Finally, each population represents some aggregator that manages flows for all
origin-destination pairs, such as Google or Waze.

For a given origin-destination pair (oi, di), let Pi be the set of simple paths connecting oi
to di, and let Mi ∈ R|E|×|Pi| be the edge-path incidence matrix, defined as follows:

∀(e, p) ∈ E × Pi, (Mi)e,p =

{
1 if e ∈ p
0 otherwise.

(3.4.5)

A population Pk is given by a private vector θk ∈ RI
+, which specifies, for each origin-

destination pair (oi, di), the total mass of traffic (θk)i that belongs to this population, and
that travels from oi to di. We assume there is some upper bound on the total size of the
populations. Furthermore, we will define an adjacency relationship between private vectors.

Assumption 3. It is common knowledge that θ is bounded. That is, there exists an Aθ <∞
such that, for every population k, ‖θk‖∞ ≤ Aθ, and each population and outside observers
know this bound.

Definition 12. Two private parameters of populations (θk)k∈[K] and (θ′k)k∈[K] are adjacent
if there exists a k∗ such that θk = θ′k for k 6= k∗ and:

‖θk∗ − θ′k∗‖∞ ≤ c
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Recall that the adjacency relationship provides defines which pairs of private parameters
should be roughly indistinguishable. Here, c is a constant that will be determined by the
populations, modeling the maximum amount that a single population can increase or de-
crease the flow in one origin-destination pair without having a significant effect on observable
data.

The action set of population Pk is a distribution vector xk ∈ ∆P1 × · · · ×∆PI , where

∆Pi =

{
m ∈ R|Pi|

+ :
∑
p∈Pi

mp = 1

}

is the set of probability distributions over Pi. In other words, every population chooses, for
each origin-destination pair (oi, di), how to distribute its mass across the available paths Pi.
For notational convenience, we will write (xk)Pi

to denote the sub-vector ((xk)p)p∈Pi
∈ ∆Pi ,

so that xk = ((xk)P1 , . . . , (xk)PI
).

The flow allocations of all populations (xk)k∈[K] determine the edge flows, defined as

follows: the flow on edge e is φe(x1, . . . , xK) =
∑K

k=1

∑I
i=1(θk)i

∑
p∈Pi

(xk)p1(e∈p). The vector
of edge flows can be written simply in terms of the incidence matrices:

φ(x1, . . . , xK) =
K∑
k=1

I∑
i=1

(θk)iMi(xk)Pi

The edge flows and edge costs determine the path costs. That is, the cost on path p ∈ Pi is
given by:

`p(x1, . . . , xK) =
∑
e∈p

ce(φe(x1, . . . , xK))

We will denote by `Pi
(x1, . . . , xK) the vector (`p(x1, . . . , xK))p∈Pi

, and ` = (`P1 , . . . , `PI
) ∈

RP1
+ × · · · × RPI

+ .
Finally, the cost for population Pk under distributions x1, . . . , xK is

I∑
i=1

(θk)i
∑
p∈Pi

((xk)Pi
)p`p(x1, . . . , xK)

which we will denote, more concisely, as

〈xk, `(x1, . . . , xK)〉θk

where we define the inner product as follows: for all x, y ∈ RP1 × · · · × RPI

〈x, y〉θ =
I∑
i=1

θi
∑
p∈Pi

xpyp (3.4.6)
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Nash equilibria and the Rosenthal potential function

Definition 13. A collection of population distributions (xk)k∈[K] is a Nash equilibrium (also
called Wardrop equilibrium in the traffic literature), if for every k ∈ [K] and every y ∈
∆P1 × · · · ×∆PI :

〈xk, `(x1, . . . xK)〉θk ≤ 〈y, `(x1, . . . xK)〉θk
That is, no driver can improve their cost by unilaterally changing their path.

Next, we show that the set of Nash equilibria of the game are exactly the set of minimizers
of the Rosenthal potential, defined as follows:

f(x1, . . . , xK) =
∑
e∈E

∫ φe(x1,...,xK)

0

ce(u)du

Proposition 12. The Rosenthal potential is convex, and its gradient with respect to xk is:

∇xkf(x1, . . . , xK) =
I∑
i=1

(θk)i`Pi
(x1, . . . , xK)

Corollary 6. The set of Nash equilibria of the game is exactly the set of solutions of the
following convex problem:

minimize f(x1, . . . , xK)

subject to xk ∈ ∆P1 × · · · ×∆PI for all k ∈ [K]
(3.4.7)

Online learning model

We consider the following online learning model of the game: at each iteration t ∈ {1, 2, . . . , T},
every population Pk chooses a distribution vector x

(t)
k ∈ ∆P1 × · · · × ∆PI . The combined

choice of all populations determines the path loss vector `(x
(t)
1 , . . . , x

(t)
K ), which we will denote

simply by `(t). The loss of population k is then given by the inner product
〈
`(t), x

(t)
k

〉
θk

.

At the end of iteration t, a stochastic loss vector ˆ̀(t), is revealed to all populations.
Intuitively, one can think of ˆ̀(t) as a noisy version of `(t). The precise assumptions on the
process (ˆ̀(t)) will be given in Assumption 7.

Population dynamics

Our population dynamics take the following form.

Assumption 4. We assume that for each population Pk, the stochastic process (x
(t)
k ) follows

stochastic mirror descent dynamics, given in Algorithm 2.
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Algorithm 2 Stochastic mirror descent dynamics for population k, with initial distribution
x

(0)
k , learning rates (η

(t)
k ), and distance generating function ψk.

for t ∈ {0, . . . , T − 1} do
Observe ˆ̀(t)

Update

x
(t+1)
k = arg min

xk∈∆P1×···×∆PI

〈
ˆ̀(t), xk

〉
θk

+
1

η
(t)
k

Dψk
(xk, x

(t)
k )

end for

These dynamics correspond to a stochastic version of the dynamics used in [Kri+15b].
Here, ψk is a distance generating function defined and C1 on ∆P1 × · · · ×∆PI , and Dψk

is the Bregman divergence induced by ψk, defined as follows:

Dψk
(xk, yk) = ψ(xk)− ψ(yk)− 〈∇ψ(yk), xk − yk〉 (3.4.8)

Assumption 5. For all k, ψk is strongly convex with respect to a reference norm ‖ · ‖. That
is, there exists `ψk

> 0 such that for all xk, yk ∈ ∆P1 × · · · ×∆PI :

Dψk
(xk, yk) ≥

`ψk

2
‖xk − yk‖2

See Chapter 11 in [CBL06] for an account of the properties of Bregman divergences. We
will further assume that the norm ‖ · ‖ decomposes into a sum of norms defined on each of
the simplexes.

Assumption 6. The norm ‖ · ‖ on RP1 × · · · × RPI can be decomposed as follows:

‖xk‖ =
∑
i∈I
‖(xk)Pi

‖

Mirror descent is a general class of first-order optimization methods, used extensively
both in convex optimization [NY83] and online learning [CBL06; BCB12]. In particular,
projected gradient descent and entropic descent (a.k.a. the Hedge algorithm) are instances
of the mirror descent method, for the appropriate choices of the distance generating function
(see, for example, [BT03]).

In our model, since each population is updating its distribution vector using mirror
descent dynamics, we can write the joint update as follows

(x(t+1), . . . , x
(t+1)
K )

= arg min
x

∑
k

〈
`(t), xk

〉
θk

+
∑
k

1

η
(t)
k

Dψk
(xk, x

(t)
k )

= arg min
x

〈
∇f(x(t)), x

〉
+
∑
k

1

η
(t)
k

Dψk
(xk, x

(t)
k )

= arg min
x
f(x(t)) +

〈
∇f(x(t)), x− x(t)

〉
+D(t)(x, x(t)) (3.4.9)
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where the minimization is taken across x in (∆P1 × · · · ×∆PI )K and we used the expression
of the gradient ∇f(x(t)), given in Proposition 12, and defined:

D(t)(x, x(t)) =
∑
k

1

η
(t)
k

Dψk
(xk, x

(t)
k )

The expression (3.4.9) can be interpreted as a local approximation of the potential function
f : the first term f(x(t))+

〈
∇f(x(t)), x− x(t)

〉
is simply the linear approximation of f around

x(t), and the second term D(t)(x, x(t)) is a strongly convex function which penalizes deviation
from the previous iterate x(t). By this observation, one can think of the joint dynamics of
all populations as implementing a stochastic mirror descent on the Rosenthal potential f .

Suboptimality bounds on stochastic mirror descent

We now review some guarantees of the stochastic mirror descent method. First, we need to
make assumptions on the stochastic process (ˆ̀(t)) and the distance generating functions ψk.

Assumption 7. Throughout the paper, we will assume that:

1. For all t, ˆ̀(t) is unbiased, that is, E
[
ˆ̀(t)|Ft−1

]
= `(t), where (Ft) is the natural filtration

of the process (ˆ̀(t)).

2. ˆ̀(t) is uniformly bounded in the squared dual norm, that is, there exists L such that for
all t:

E
[
‖`(t)‖2

∗
]
≤ L

where ‖ · ‖∗ is the dual norm defined as follows:

‖`‖∗ = sup
‖x‖≤1

〈x, `〉

3. For all k, there exists Dk such that Dψk
is bounded on ∆P1 × · · · ×∆PI by Dk.

Proposition 13 (Theorem 4 in [Kri+15a]). Suppose that each population Pk follows a
stochastic mirror descent dynamics as in Algorithm 2, and suppose that the learning rates
are given by η

(t)
k = ckt

−αk with ck > 0 and αk ∈ (0, 1). Then for all t ≥ 1, it holds that:

E
[
f(x(t))

]
− f ? ≤

(
1 +

t∑
τ=1

1

τ

)
K∑
k=1

(
1

t1−αk

Dk

ck
+

ckL

2`ψk
(1− αk)

1

tαk

)
In particular, the system converges to the set of Nash equilibria in expectation, in the sense
that E

[
f(x(t))

]
→ f ? at the rate O(t−ᾱ log t) where ᾱ = mink min(αk, 1− αk).
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Sensitivity analysis of the stochastic mirror descent update

In this Section, we study the sensitivity of the stochastic process ˆ̀(t)(x(t)) to changes in the
private parameter θ.

First, we consider how the flow allocations change due to a change in mass on some
origin-destination pairs. In this case, we hold the observed loss vector ˆ̀(t) fixed and will
invoke Corollary 5 afterward.

Proposition 14. Fix a loss vector ˆ̀(t) and consider the stochastic mirror descent update for
population Pk

x
(t+1)
k (θk) = arg min

xk

〈
ˆ̀(t), xk

〉
θk

+
1

η
(t)
k

Dψk
(xk, x

(t)
k )

where the minimization is taken across ∆P1 × · · · ×∆PI . Here, xk is viewed as a function of
the mass vector θk. Then for all θk, θ

′
k ∈ RI

+:

‖x(t+1)
k (θk)− x(t+1)

k (θ′k)‖ ≤
η

(t)
k ‖ˆ̀(t)‖∗
`ψk

‖θk − θ′k‖∞

Proof. The minimized function is differentiable on ∆P1 × · · · ×∆PI , and its gradient at xk
is given by:

((θk)i ˆ̀
(t)
Pi

)i∈I +
1

η
(t)
k

[
∇ψk(xk)−∇ψk(x(t)

k )
]

To simplify the following expressions, we will use the following notation:

• x(t+1)
k (θk) is denoted x

(t+1)
k , and x

(t+1)
k (θ′k) is denoted x′(t+1).

• g(t)(θk) = ((θk)i ˆ̀
(t)
Pi

)i∈I

• h(t)
k (xk) = 1

η
(t)
k

[
∇ψk(xk)−∇ψk(x(t)

k )
]

Then, by first-order optimality, we must have for all xk ∈ ∆P1 × · · · ×∆PI :〈
g(t)(θk) + h

(t)
k (x

(t+1)
k ), xk − x(t+1)

k

〉
≥ 0

In particular, for xk = x′(t+1), we have:〈
g(t)(θk) + h

(t)
k (x

(t+1)
k ), x′k

(t+1) − x(t+1)
k

〉
≥ 0

Permuting the roles of θk and θ′k, and summing the resulting inequalities, we have:〈
g(t)(θk)− g(t)(θ′k), x

′
k

(t+1) − x(t+1)
k

〉
≥
〈
h

(t)
k (x′k

(t+1)
)− h(t)

k (x
(t+1)
k ), x′k

(t+1) − x(t+1)
k

〉
(3.4.10)
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Furthermore, we have by Cauchy-Schwartz:〈
g(t)(θk)− g(t)(θ′k), x

′
k

(t+1) − x(t+1)
k

〉
≤ ‖g(t)(θk)− g(t)(θ′k)‖∗‖x′k

(t+1) − x(t+1)
k ‖

By strong convexity of ψk, we have:〈
h

(t)
k (x′k

(t+1)
)− h(t)

k (x
(t+1)
k ), x′k

(t+1) − x(t+1)
k

〉
=

1

η
(t)
k

〈
∇ψk(x′k

(t+1)
)−∇ψk(x

(t+1)
k ), x′k

(t+1) − x(t+1)
k

〉
≥
`ψk

η
(t)
k

‖x′k
(t+1) − x(t+1)

k ‖2

Combining these inequalities with (3.4.10), we have:

‖g(t)(θk)− g(t)(θ′k)‖∗‖x′k
(t+1) − x(t+1)

k ‖ ≥ `ψk

η
(t)
k

‖x′k
(t+1) − x(t+1)

k ‖2

After simplification, this yields:

‖x′k
(t+1) − x(t+1)

k ‖ ≤ η
(t)
k

`ψk

‖g(t)(θk)− g(t)(θ′k)‖∗

Finally, using the expression of g(t)(θk) = ((θk)i ˆ̀
(t)
Pi

)i∈I , we have:

‖g(t)(θk)− g(t)(θ′k)‖∗ ≤
∑
i∈I
‖ˆ̀(t)
Pi
‖∗|(θk)i − (θ′k)i| ≤ ‖ˆ̀(t)‖∗‖θk − θ′k‖∞

which concludes the proof.

We have bounded how much a change in the private parameter affects the distribution
on paths. Now, we analyze how the flows are affected by changes in distribution.

We will use the notation φ(x; θ), which makes the dependence of edge flows on the

parameter θ explicit. Also, x(t+1)(θ) will be shorthand for (x
(t+1)
1 (θ1), . . . , x

(t+1)
K (θK)). Also,

let ‖ · ‖a denote an arbitrary norm on the space of edge flows.

Lemma 3. For any Adj(θ, θ′), we have:

‖φ(x(t+1)(θ); θ)− φ(x(t+1)(θ′); θ′)‖a ≤ cAx

[
A∆ + Aθ

η
(t)
k ‖ˆ̀(t)‖∗
`ψk

]
Here, Aθ is as given in Assumption 3 and:

Ax = sup
‖xk‖≤1

∥∥∥∥∥
I∑
i=1

Mi(xk)Pi

∥∥∥∥∥
a

A∆ = sup
xk∈∆P1×···×∆PI

‖xk‖
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Proof. Consider any Adj(θ, θ′). Note that x
(t+1)
k (θ) = x

(t+1)
k (θ′) for any k 6= k∗, since with

the loss vector given, the update for population k only depends on θk.

‖φ(x(t+1)(θ); θ)− φ(x(t+1)(θ′); θ′)‖a
≤ ‖φ(x(t+1)(θ); θ)− φ(x(t+1)(θ); θ′)‖a + . . .

‖φ(x(t+1)(θ); θ′)− φ(x(t+1)(θ′); θ′)‖a
For the first term, since θ and θ′ are adjacent:

‖φ(x(t+1)(θ); θ)− φ(x(t+1)(θ); θ′)‖a

=

∥∥∥∥∥
I∑
i=1

(θk∗)iMi(x
(t+1)
k∗ (θ))Pi −

I∑
i=1

(θ′k∗)iMi(x
(t+1)
k∗ (θ))Pi

∥∥∥∥∥
a

≤

∥∥∥∥∥
I∑
i=1

|(θk∗ − θ′k∗)i|Mi(x
(t+1)
k∗ (θ))Pi

∥∥∥∥∥
a

≤ c

∥∥∥∥∥
I∑
i=1

Mi(x
(t+1)
k∗ (θ))Pi

∥∥∥∥∥
a

≤ cAxA∆

For the second term, we invoke Proposition 14:

‖φ(x(t+1)(θ); θ′)− φ(x(t+1)(θ′); θ′)‖a

=

∥∥∥∥∥
I∑
i=1

(θ′k∗)iMi(x
(t+1)
k∗ (θ))Pi −

I∑
i=1

(θ′k∗)iMi(x
(t+1)
k∗ (θ′))Pi

∥∥∥∥∥
a

=

∥∥∥∥∥
I∑
i=1

(θ′k∗)iMi

[
(x

(t+1)
k∗ (θ))Pi − (x

(t+1)
k∗ (θ′))Pi

]∥∥∥∥∥
a

≤ Aθ

∥∥∥∥∥
I∑
i=1

Mi

[
(x

(t+1)
k∗ (θ))Pi − (x

(t+1)
k∗ (θ′))Pi

]∥∥∥∥∥
a

≤ AθAx
∥∥∥x(t+1)

k∗ (θ)− x(t+1)
k∗ (θ′)

∥∥∥ ≤ cAθAx η(t)
k∗ ‖ˆ̀

(t)‖∗
`ψk∗

As desired.

We have bounded the effect of a change in the private parameter on the flows. Thus,
we can state the sensitivity of the loss vector at time t+ 1 due to a small differential in the
private parameter θ, when the observed loss vector at time t is held fixed.

Theorem 4. Sensitivity of the loss function: For any Adj(θ, θ′):

‖`(x(t+1)(θ); θ, x(t), ˆ̀(t))− `(x(t+1)(θ′); θ′, x(t), ˆ̀(t))‖

≤ cA`Ax

[
A∆ + Aθ

maxk∈[K](η
(t)
k )‖ˆ̀(t)‖∗

mink∈[K](`ψk
)

]
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Here, Ax, A∆, and Aθ are as defined in Assumption 3 and Lemma 3, and A` denotes the
Lipschitz constant of the function ` : φ 7→ `(φ) with respect to the norm ‖ · ‖a on the domain
and ‖ · ‖ on the codomain.

Note that the sensitivity of `(t+1) depends on t through the learning rate η
(t)
k .

Differential privacy of the routing game

We use results from the previous sections to give privacy guarantees on the routing game
when the loss vectors are observed with Gaussian noise.

Also, recall that the Gaussian mechanism preserves (ε, δ) differential privacy, and the
privacy values depend on the variance of the mechanism and the sensitivity of the func-
tion. At each iteration t, we suppose that the populations observe ˆ̀(t) = `(x(t)) + Zt where

(Zt)p
iid∼Gauss(σ2).

We offer a couple of different interpretations of this mechanism. The first is that the
data collector adds Gaussian noise before releasing this data to the populations. For exam-
ple, the Department of Transportation might choose to add noise before transmitting the
measurements from inductive-loop detectors in the road for privacy purposes. The second
interpretation is that each driver experiences a perturbed version of the nominal loss when
driving along the road, and when a population aggregates these perturbations, they obey a
central limit theorem and look roughly normal in distribution.

First, we observe that for each path p, since the loss function `p is continuous on the

compact set
(
∆P1 × · · · ×∆PI

)K
, it is bounded. Therefore, there exists M > 0 such that

for all x ∈
(
∆P1 × · · · ×∆PI

)K
, ‖`(x)‖∞ ≤M .

Theorem 5. After T iterations, the mapping θ 7→ (ˆ̀(1), . . . , ˆ̀(T )) is (ε, δ) differentially pri-
vate, where:

ε =
T∑
t=1

εt δ =
T∑
t=1

exp

[
T∑

t′=t+1

εt′

]
δt + δ′

Here, a is any positive constant and δ′, εt, δt are any constants that satisfy the following
constraints:

1− δ′ = (1− 2 exp(−a2/2σ2))T
∑I

i=1 |Pi|

εt >
cA`Ax(2 ln(1.25/δt))

1/2

σ2
×[

A∆ + Aθ
maxk∈[K](η

(t)
k )(

∑I
i=1 |Pi|)1/2(M + a)

mink∈[K](`ψk
)

]

Ax, A∆, Aθ, and A` are as defined in Assumption 3, Lemma 3, and Theorem 4.
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Proof. We can invoke the Chernoff bound and see that P (|(Zt)p| > a) ≤ 2 exp(−a2/2σ2).
It follows that the event E = {‖Zt‖∞ ≤ a for all t} holds with at least probability (1 −
2 exp(−a2/2σ2))T

∑I
i=1 |Pi|. OnE, we have that ‖ˆ̀(t)‖2 ≤ (

∑I
i=1 |Pi|)1/2‖ˆ̀(t)‖∞ ≤ (

∑I
i=1 |Pi|)1/2(M+

a) a.s.
Invoking Theorem 4, we can see that, on E:

∆2`
(t+1) ≤

cA`Ax

[
A∆ + Aθ

maxk∈[K](η
(t)
k )(

∑I
i=1 |Pi|)1/2(M + a)

mink∈[K](`ψk
)

]

Thus, invoking Proposition 11, Corollary 5, and Lemma 2 yields our desired result.

Note that a can be chosen to be any positive constant, and, in effect, provides a trade-off
between the ε and the δ parameters.

Numerical example

Consider the routing game played on the network in Figure 3.2, with the following popula-
tions:

1. Population P1 has mass vector θ1 = (1, 0), and follows stochastic mirror descent dy-
namics with learning rates O(t−.5).

2. Population P2 has mass vector θ2 = (.2, 1.2), and follows stochastic mirror descent
dynamics with learning rates O(t−.2).

The losses are taken to be linear. The resulting path loss functions are bounded by
M = 2. We simulate the game for T = 200 iterations, with Gaussian noise with standard
deviation σ ∈ {.01, .1, .4}.

Figure 3.3 shows the values of the potential function for the different values of σ. The
asymptotic rate is consistent with Õ(t−min(α1,α2)) = Õ(t−.2) rate predicted by Proposition 13.
The variance of the noise σ2 significantly affects the value of the expected potential. The
effect of σ can also be observed in Figure 3.4, which shows the path flows for both populations,
for σ ∈ {.01, .4}. Besides the effect of the noise level, we also observe that because the
learning rates of population P2 have a slower decay rate, its updates are more aggressive,
which is reflected in the trajectories of its path flows.

Additionally, we consider the differential privacy of these observable traffic flows. Ap-
plying Theorem 5, we plot the differential privacy values as a function of the number of
iterations in Figure 3.5. Generally, we are able to mask a small amount of population flow,
but should c grow too large, the bounds quickly become trivial, i.e. δ = 1. Furthermore, this
value at which we can no longer meaningfully guarantee privacy can be thought of as the
rate at which populations must shift origin-destination pairs to retain some level of privacy
guarantee.
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Figure 3.2: Example network with two origin-destination pairs: (v0, v6) and (v1, v5).
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Figure 3.3: Potential function values f(x(τ)) as a function of the iteration τ , for different
values of σ. The solid and dotted lines show, respectively, the average and the standard
deviation over 150 runs of the simulation. The dashed lines show the Õ(t−.2) asymptotic
rate predicted by Proposition 13.

Conclusion

We considered the privacy of the origins and destinations of drivers when the nominal traffic
losses are observable with Gaussian noise. Considering a general online learning model based
on stochastic mirror descent, and noting that the routing game is a potential game, we can
think of the dynamics of drivers as optimizing the Rosenthal potential.

We analyzed the sensitivity of each update step as a function of the masses for each
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Figure 3.4: Path flows for each population, averaged over 150 runs, for σ = .01 (solid lines)
and σ = .4 (dashed lines)
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Figure 3.5: A plot of the values of ε, δ for which differential privacy holds, as a function of
t, the number of iterations. Here, (c, σ) are taken to be (10−6, .1) then (10−5, .3), and a is
taken to be 2. For larger values of c, the privacy guarantees are only meaningful for shorter
periods of time.

origin-destination pair, which allowed us to bound the influence of this private information
on the observable traffic losses. Additionally, we provided bounds on the convergence rates
for different levels of noise, which provides insight into the relationship between how long
it takes traffic flows to settle at equilibrium and how much is revealed by these observable
traffic costs.
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3.4.2 Active privacy mechanism example: the utility-privacy
tradeoff in IoT at different sampling frequencies

In this section, we consider the tradeoff between the operational value of data collected in
IoT and the privacy of consumers. We consider the active privacy mechanism paradigm
in a control-theoretic context to quantify this tradeoff in IoT, and focus on a smart grid
application for a proof of concept. In particular, we analyze the tradeoff between smart
grid operations and how often data is collected by considering a realistic direct-load control
example using thermostatically controlled loads, and we give simulation results to show how
its performance degrades as the sampling frequency decreases. As a privacy metric, we use
inferential privacy with point estimates. This privacy metric assumes a strong adversary
model, and provides an upper bound on the adversary’s ability to infer the value of a private
parameter, independent of the algorithm he uses. Combining these two results allows us to
directly consider the tradeoff between better operational performance and consumer privacy.

To successfully understand the utility-privacy tradeoff in these smart grid operations,
we must quantify two things. First, we must model the tradeoff between the quality of
collected data and performance of smart grid operations. Second, we must understand how
data quality affects an adversary’s ability to infer a consumer’s private information. More
generally, in IoT, we’ll have to quantify this utility-privacy tradeoff for any data collected to
design privacy-aware IoT service models.

The underlying philosophy of our work is that these data transmission policies often un-
intentionally transmit information about private parameters unrelated to the original control
goal: we separate operational parameters from parameters users may consider ‘private’. Fur-
thermore, the operational goals of a systems operator are different from the inferential goals
of a privacy-breaching adversary. Thus, different types of analyses are needed to understand
the tradeoff between data collection and smart grid performance versus the tradeoff between
data collection and user privacy.

For example, to quantify how much data is needed for smart grid operations, we consider
how the performance of proposed direct load control (DLC) mechanisms change as fewer
and fewer measurements are received by the controller. To quantify the privacy risk in these
mechanisms, we utilize results in nonintrusive load monitoring (NILM) [Don+14] to give
theoretical guarantees on when NILM algorithms will fail: adversaries will not be able to
infer the device usage of a consumer from observing the aggregate power consumption of a
building. Additionally, we model the private parameters of a consumer, and the inferences
that can be made about private parameters from device usage patterns.

Once this analysis is done, we can apply our framework for understanding the utility-
privacy tradeoff in IoT. We note that quantifying the operational value of data, picking a
useful privacy metric, and applying the chosen metric to the appropriate models to provide
a meaningful guarantee of privacy are all highly context-dependent actions. The hopes of
a one-size-fits-all privacy solution is likely impossible due not only to formal properties of
different IoT technologies, but also social aspects of the system and what is considered
‘private’ in the technology’s application domain. However, we maintain hope for a general



CHAPTER 3. DESIGN PARADIGMS FOR THE PRIVACY OF IOT CONSUMERS
AND THEIR DATA 61

framework by which to begin to devise and analyze privacy solutions.
The contributions of my research presented in this section are as follows.

1. We introduce a control-theoretic framework for quantifying the utility-privacy tradeoff
in the Internet of Things. That is, we consider how modifying the quality of data, e.g.
data with different levels of additive noise or sampled at lower frequencies, affects the
operational value and the privacy levels of data.

2. We instantiate this framework in the context of the smart grid, by analyzing the
operational value of data as well as the privacy risks inherent in data for different
sampling rates in the operation of a recently proposed direct load control method. We
are able to calculate the utility-privacy tradeoff for these programs.

3. In the process of applying this framework, we extended a state-of-the-art direct load
control mechanism to handle missing measurements.

Utility-privacy tradeoff framework

In this section, we introduce a framework for quantifying the tradeoff between the operational
utility of data and the privacy levels of consumers.

Privacy-preserving mechanisms can be divided into two categories: mechanisms which
control access to data, or mechanisms which vary the quality of data.

Access control methods have been researched primarily by the cryptography community,
with very strong results [DH79a]. The former can provide strong guarantees of privacy
against outside adversaries, but does not protect users from privacy breaches by those who
have access to the data. For example, your utility company should have access to your
energy consumption, but they may be able to infer aspects of your lifestyle from these
patterns [Lis+10; Don+13b]. In the Internet of Things, Google can receive your Nest sensor
readings, and Fitbit may receive your GPS and step data, but unless there is an operational
justification for the collection of data, it is likely that users will find this data collection
invasive and unnecessary.

In contrast, quality-based methods have been researched by several communities. For
example, most differential privacy mechanisms add noise to the data [Dwo06; DR14]: as the
noise levels increase, the quality of the data decreases and privacy levels increase as well. As
another example, systems can sample real-time data less frequently to increase the privacy
levels of consumers; these mechanisms are considered in [C+́12; Gir+14]. By modifying
the quality of the data prior to its transmission, these methods guarantee privacy against
both outside adversaries and insiders. However, the modifications to the data’s quality must
be carefully designed to not erode its original utility; if the data is no longer useful for its
intended purposes, then the efficiency and comfort benefits of these novel technologies will
be lost.

In this paper, we will focus on privacy-preserving mechanisms that vary the quality of
data to achieve different levels of privacy.
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The utility of data

In the Internet of Things, the utility of a particular set of data comes from the improvement
in the performance of some service due to said data. To model these systems, we follow a
control theoretic framework.

We are interested in the performance of our system at some set of times T ⊂ R+. This
includes the discrete time cases T = {0, 1, . . . , N} for some N ∈ N or T = {0, 1, . . . }, as well
as the continuous time cases T = [0, Tf ] for some Tf ∈ R or T = [0,∞). For simplicity, we
will assume operation of the system begins at time t = 0 and 0 ∈ T .

Our system has some state space X , which represents all possible configurations of the
system at one point in time. Usually, we will take X = Rn for some n ∈ N. We will denote
the state at time t ∈ T as x(t). Similarly, the control actions we can take upon the system
live in some input space, U , with the input at time t denoted u(t). The dynamics of the
system are captured in a function φ : X × UT → X T which takes an initial condition and
an input signal across all T and specifies which trajectory in X T the system will follow. For
example, in the context of linear time-invariant systems, if φ(x0, u) = x, then x is the unique
solution to differential equation ẋ(t) = Ax(t) +Bu(t) with initial condition x(0) = x0.

The performance of the system is evaluated with respect to a cost function J : X T×UT →
R. The system has an initial condition x0 ∈ X and obeys the system dynamics φ. The system
operator wants to pick a u ∈ UT such that J(φ(x0, u), u) is kept low. Ideally, the optimal
control problem would be solved: minu J(φ(x0, u), u). However, this often is difficult and, in
practice, we will use controllers that will approximate the optimal control strategy subject
to information and tractability constraints.

To attempt to minimize this cost, the system operators will design a controller. This
controller will determine the input u ∈ UT that will be given to the system. However,
this controller will have a limited amount of data about the system. In our framework, we
will consider how variations in the quality of the data affect the system operator’s control
decisions, and therefore affect the realized cost of the system. For some quality level q and
time t ∈ T , we will let Y (q, t) denote the data available to the controller at time t.2 With
this data, the controller will pick a control input u(t) ∈ U . We let this process be denoted
uc(Y (q, t), t) ∈ U .

With this controller specified, we can consider the mapping from quality level q to realized
cost J . That is, for a particular quality q, the controller will use the controller and issue
control command uc(Y (q, t), t) ∈ U at each time t ∈ T . This will cause the realized cost to
be J(φ(x0, uq), uq) where uq ∈ UT is defined as uq(t) = uc(Y (q, t), t) ∈ U for every t ∈ T .

Abstractly, this allows us to quantify the utility of data by showing how the control
performance of the cyber-physical system erodes for different quality levels of data. As

2For generality, we have not included details of what space these objects q and Y (q, t) live in. Formally,
q can live in a general space, but we will often think of q ∈ R. For example, q can denote the sampling
period of our system, as we will explore in Section 3.4.2. Similarly, Y (q, t) can live in some arbitrary space
for each q and t. In the example in Section 3.4.2, Y (q, t) will be a collection of random variables that the
controller can observe at time t.
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previously mentioned, we will instantiate this in a concrete example in this section.

The privacy of data

Data is collected from consumers with the intent of improving IoT operations. However,
this data also allows the inference of private information about consumers, unrelated to
IoT operations. This section quantifies how much information about the private lives of
consumers is contained in data.

In the previous section, we fixed a set of time indices T ⊂ R+, and defined a data
mechanism Y (q, t) for each quality level q and time t. This data mechanism defined what
information is collected and transmitted, and we quantified how a controller’s performance
changes as the quality level q is varied. In this section, we will consider how variations in q
affect the privacy levels of consumers in the data mechanism Y (q, t). We take a statistical
perspective on privacy: what is the inferential power of these new observations relative to
some private parameter? Our model is as follows.

Users have a private parameter θ ∈ Θ, which they wish to protect. These private param-
eters θ live in a space Θ with some particular structure, which depends on the privacy metric
in use. In differential privacy, the private parameter space Θ is equipped with an ‘adjacency’
relationship specifies which pairs (θ, θ′) ∈ Θ × Θ which should be indistinguishable. For
information theoretic metrics and the inferential privacy metric discussed in Section 3.2, θ
is seen as a random variable taking finitely many values, i.e. Θ has finitely many elements
and there exist a prior distribution Pθ for the random variable θ.

These privacy metrics should be general enough in definition to allow evaluation for any
data mechanism Y under consideration. Additionally, it will depend on the quality q: so
our privacy valuations be a function of the structure of our data mechanism, as well as the
quality level. This will be denoted m(Y, q). This framework is general enough to capture
any quality-varying privacy-preserving mechanisms, and this generality is needed to be able
to encompass the spectrum of possible privacy risks and information structures in IoT.

Utility-privacy tradeoff example: Direct load control

In this section, we instantiate our utility-privacy framework in a concrete context. Specifi-
cally, we consider the privacy of direct load control (DLC) programs in the smart grid.

DLC has been a promising future direction for the smart grid for a variety of reasons.
By controlling loads which can be modified without much impact on consumer satisfaction,
we can allay many costs by shifting loads from peak demand and compensating for real-time
load imbalances. Additionally, as renewable energy penetration increases, the generation
side of power is growing more uncertain and will require demand flexibility. In this section,
we will consider the load imbalance signal as exogenous, and use a DLC scheme to try and
compensate the imbalance.

Additionally, such DLC policies are being deployed today. For example, Pacific Gas
& Electric deployed the SmartAC program in Spring 2007 [Ale+08]. Another provider of
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demand response (DR) services has recruited over 1.25 million residential customers in DLC
programs, and has deployed over 5 million DLC devices in the United States. In California,
they have successfully curtailed over 25 MW of power consumption since 2007 [Cal13]. As
these programs are being deployed on a large scale, it is important to consider the privacy
aspects of these programs [Lis+10].

In this example, we consider different sampling rates as a method of varying the quality
of data q. Our motivations for this are two-fold.

First, there are many cases where noise-free data is required, for practical, regulatory,
performance, or economic reasons. For example, suppose random noise is added to your
energy consumption signal before being transmitted to the utility company. A consequence
of this mechanism is that the energy bill you receive will not be a deterministic function
of your energy usage, but rather a random variable with a conditional dependence on your
energy usage. Many consumers may be unhappy with this mechanism in which they may be
billed for more energy than they used, and a lot of regulatory overhead would be necessary
for a utility company to roll out such a mechanism, even in the face of statistical arguments
that the effect of such a random mechanism is negligible in the long run.

Second, an analysis of the effect of sampling rates on operational performance is the
first step in enacting the data minimization principle for dynamical systems. In the United
States, the Obama Administration examined privacy issues in its June 2011 smart grid policy
framework report [Oba11]. The report recommends that State and Federal regulators should
consider, as a starting point, methods to ensure that consumers’ detailed energy usage data
are protected in a manner consistent with federal Fair Information Practice (FIP) Principles.
One of the key principles is data minimization. This principle is consistent with the notion
of privacy by design [Cav11].

Similarly, the FIP principle of data minimization appear in smart grid privacy recom-
mendations by the National Institute of Standards and Technology [The], the North Amer-
ican Energy Standards Board [Nor], the Department of Energy [Dep], the Texas Legisla-
ture and Public Utility Commission [Pub], and the California Public Utilities Commission
(CPUC) [Cal].

The NISTIR 7628 [The] expresses the data minimization principle in the smart grid
context as:

Limit the collection of data to only that necessary for Smart Grid operations, in-
cluding planning and management, improving energy use and efficiency, account
management, and billing.

All these recommendations and policy proposals have been broad in coverage by necessity,
as regulators do not want to burden electric utilities with specific limits on what they can
collect. However, electric utilities who want to follow these privacy recommendations do not
have a sound reasoning principle to help them decide how much data is too little or too
much. Our goal in this section is to start discussing scientifically sound principles that can
help determine how much data to collect in order to achieve a certain level of functionality
of the grid, and how much privacy is granted to consumers under this data collection policy.
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By analyzing the effect that sampling rate has on Smart Grid operations, we can begin to
quantify the utility of data, a necessary first step to enacting data minimization. Intuitively,
there should be a sampling rate where higher sampling frequencies have a negligible effect
on the system’s performance. For example, this could be due to the ability of the controller
to leverage this high frequency data, or the time scales of the system itself. Conversely,
there should intuitively be a sampling rate that is so low that the system’s performance is
comparable to the performance should the controller receive no measurements at all. Finding
these regimes of operation is the goal of the first half of our framework.

As mentioned previously, there are several approaches to preserve the privacy of a con-
sumer participating in an advanced metering infrastructure (AMI), including adding noise to
data, modifying how data is aggregated, and the duration of data retention [Kur+11; RD11;
TG09; Li+10; AC11; San+13]. These quality-varying mechanisms are currently an active
topic of research. We note that our work is complementary to these other privacy policies.
Our analysis is meant to assist electric utilities in following privacy recommendations: we
seek to determine how much data to collect and how often it should be collected. Once
this is in place, encryption, anonymization and aggregation techniques can be employed in
tandem.

We evaluate the performance of a widely studied DLC scheme as a function of the sam-
pling rate. As we will later show, increasing the sampling period is a means of improving the
privacy of consumers. In particular, we focus on a DLC application using thermostatically
controlled loads (TCLs) to manage load imbalances.

This section is organized as follows. First, we outline the DLC model. Then, we will
define a controller for this DLC model that corrects for load imbalances, and formally specify
how its control actions vary with different data sampling frequencies. Next, we estimate the
performance of this controller with simulations. Afterward, we consider how privacy levels
vary with different data sampling frequencies. Finally, we invoke the framework outlined in
Section 3.4.2 to quantify the utility-privacy tradeoff in this application.

DLC model

In this section, we consider one recently proposed DLC program for concreteness. We note
that our contribution is a general framework for numerically analyzing the sensitivity of
these DLC programs to different information collection policies. We consider this research
to be complementary to other research in how parameters affect system performance [Lu12;
LZ13].

TCLs, which are often heating, ventilation, and air conditioning (HVAC) systems for
buildings, are a promising avenue for the implementation of DLC policies [Cal09; Per+12].
This is due to the fact that buildings have a thermal inertia and can, in essence, store energy.
Moreover, power consumption can be deferred and shifted while resulting in an imperceptible
change in temperature.
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Thermostatically controlled load model

There are several TCL and DLC models in the literature, e.g. [Rui+09; Mou+13; Mat+13],
and our analysis can easily be applied to any of these models. For concreteness, we consider
the model presented in [Mat+13].

Let I denote the set of TCLs participating in a DLC program. We model the temperature
evolution of each TCL i ∈ I as a discrete-time difference equation:

xi(k + 1) = aixi(k) + (1− ai)[Ta,i(k)−mi(k)Tg,i] + εi(k) (3.4.11)

In the above equation, xi(k) is the internal temperature of TCL i at time k, Ta,i is the
ambient temperature around TCL i, mi is the control signal of TCL i, and εi is a noise
process3. The term ai = exp(−hB/(RiCi)), where hB is the base sampling period4, Ri is
the thermal resistance of TCL i, and Ci is the thermal capacitance of TCL i. The Tg term
represents the temperature gain when a TCL is in the ON state, and Tg = RiPtrans,i, where
Ptrans,i is the energy transfer rate of TCL i. Let Pi denote the power consumed by TCL i
when it is in the ON state.

The local control for TCL i is modeled by the variable mi. We assume the local controller
performs an ON/OFF hysteresis control based on its setpoint and deadband. For a cooling
TCL, this is defined as:

mi(k + 1) =


0 if xi(k + 1) < Tset,i − δi/2
1 if xi(k + 1) > Tset,i + δi/2

mi(k) otherwise

(3.4.12)

In these equations, Tset,i and δi are the temperature setpoint and deadband of TCL i, re-
spectively. If mi(k) = 1, then we say that TCL i is in the ON state at time k, and similarly
mi(k) = 0 means that i is in the OFF state at k.

In the next few sections, we will assume that these local control signals can also be
overridden by the direct load controller, replacing Equation 3.4.12. The controller will only
intermittently has access to observations (xi(k),mi(k)), due to a privacy-aware sampling
policy.

Direct load control objective

We consider DLC policies that attempt to compensate for load imbalances and defer demands
from peak times by switching TCLs between the ON state and the OFF state. The marginal
cost of peak loads and unexpected load imbalances is responsible for a large portion of the

3 Our development focuses on air conditioning for notational simplicity, but similar statements can be
made for heaters.

4Here, hB denotes the time scale of the dynamics. Later on, we will introduce how often the direct load
controller may receive fewer measurements to preserve privacy, and this subsampling period will be denoted
h.
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preventable costs in the electricity grid; for a more detailed treatment of the benefits and
impact of a DLC policy which can shave demand, we refer the reader to [CH11].

Formally, we consider the load imbalance as an exogenous variable. In particular, the
centralized DLC controller is given some desired power trajectory Pdes for the TCLs5. The
goal of the controller is to minimize the error between the actual power consumed by the
TCLs and the signal Pdes, i.e. it wishes to minimize

∑
k

∣∣∑
i∈I Pimi(k)− Pdes(k)

∣∣.
Direct load control capabilities

To achieve the DLC objective, we assume the centralized DLC controller has the capability of
telling TCLs to switch modes between ON and OFF when the temperature x(k) is between
Tset,i − δi/2 and Tset,i + δi/2. More explicitly, if the centralized DLC controller issues a
command to a TCL to switch from OFF to ON, the TCL turns on its air conditioner earlier
than it would have in the absence of a control command. This DLC command will override
the local controller. We assume that the centralized DLC controller has no control authority
when the temperature is outside of the deadband, with the local controller deterministically
in the OFF state when x(k) < Tset,i − δi/2 and in the ON state when x(k) > Tset,i + δi/2.

Note that the control policy effectively tightens the deadband. In particular, this control
policy maintains customer satisfaction in the sense that the effective deadband is never larger
than the user-specified deadband.

Our model of a direct load controller is as follows. We assume the centralized DLC
controller has access to the parameters β = (ai, Ta,i, Tg,i, Tset,i, δi, Pi) for each TCL i ∈ I.
In other words, the controller knows the dynamics of each TCL. However, it is only able to
observe the signals (xi(k),mi(k)) for certain values of k, determined by the privacy-aware
sampling policy. One of the contributions of this paper is the extension of a DLC controller
to situations where measurements are intermittent.

For the rest of this section, we will assume a privacy-preserving sampling policy that
considers subsampling rates. In other words, our sampling policy is parameterized by a
subsampling period h ∈ N, and at time k, the centralized controller has access to the
measurements (x(k),m(k))k∈Tk , where the set Tk = {hl : l ∈ N, hl ≤ k} denotes the time
indices in which measurements are available6.

Direct load controller

In this section, we outline a DLC policy inspired by work in the recent literature [Cal09;
Mat+13]. Our model of a direct load controller is as follows. First, the controller maintains
an estimate of the thermal state of each TCL. Let x̂i(k) and m̂i(k) denote the estimates of
xi(k) and mi(k), respectively.

5We consider this load imbalance signal exogenous. In future work, we hope to examine elements of
generation, such as scheduling, and how it is influenced by these programs.

6For simplicity, we assume that either all the TCLs transmit their state information at time k or none
of them do. More asynchronous transmissions can be handled with some additional notational baggage.



CHAPTER 3. DESIGN PARADIGMS FOR THE PRIVACY OF IOT CONSUMERS
AND THEIR DATA 68

The estimator acts as follows:

x̂k(k) =

{
xk(k) if k ∈ Tk
aix̂k(k − 1) + (1− ai)[Ta,i(k − 1)− m̂i(k − 1)Tg,i] if k /∈ Tk

(3.4.13)

m̂i(k) =


mi(k) if k ∈ Tk
0 if k /∈ Tk and x̂i(k) < Tset,i − δi/2
1 if k /∈ Tk and x̂i(k) > Tset,i + δi/2

m̂i(k − 1) otherwise

(3.4.14)

At time k, the estimator uses the observation if it is available. If no measurement is
available, it evolves the estimates according to the dynamics with known parameters β,
under the assumption that εi(k) = 0. Similarly, it supposes that a TCL does not switch
states under the local controller, unless the estimate of the thermal state of the TCL leaves
the deadband.

These estimates are used to issue control commands. Our controller takes a binning
approach, as seen in recent research [Cal09; Mat+13]. Each TCL is assigned to a bin based
on its thermal state relative to its deadband, and whether or not it is in the ON or OFF
state.

More formally, let Nbin be a parameter of our centralized DLC controller. Nbin is an
even number denoting the number of bins our controller uses. For the ON states, we assign
Nbin/2 bins, and for the OFF states, we assign Nbin/2 bins. Then, for each i ∈ I, we define
the following functions. First, we define a normalizing function for each TCL ϕi : R+ → R
as:

ϕi(x) = [x− (Tset,i − δi/2)]/δi (3.4.15)

This function normalizes x so, if x is in the deadband, then ϕi(x) lies in the interval [0, 1],
e.g. ϕi(Tset,i − δi/2) = 0 and ϕi(Tset,i + δi/2) = 1.

Next, define the function ψi : R+ → {0, 1, 2, . . . , Nbin/2} as:

ψi(x) =



1 if 0 ≤ ϕi(x) < 1/(Nbin/2)

2 if 1/(Nbin/2) ≤ ϕi(x) < 2/(Nbin/2)
...

Nbin/2 if 1− 1/(Nbin/2) ≤ ϕi(x) < 1

0 otherwise

(3.4.16)

This function evenly partitions the interval [Tset,i−δi/2, Tset,i+δi/2) into Nbin/2 bins of length
δi/(Nbin/2), and assigns 0 if x lies outside this interval. Bins are indexed by an integer in
{1, 2, . . . , Nbin/2} and a state in {ON,OFF}. Thus, if the state estimate of TCL i at time k
is (x̂i(k), m̂i(k)), it will be assigned to bin (ψi(x̂i(k)), m̂i(k)) at time k. The number of TCLs
in bin (n,m) at time k is

∑
i∈I 1{ψi(xi(k)) = n and mi(k) = m}. The estimated number of

TCLs in bin (n,m) at time k is
∑

i∈I 1{ψi(x̂i(k)) = n and m̂i(k) = m}.
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Also, note that a TCL may not fall into any bin; this corresponds to when the TCL’s
thermal state is out of its deadband. Since we are considering deadband tightening strategies
to maintain customer satisfaction, if a TCL is outside its deadband, we cannot issue control
commands to it.

Based on its estimate of how many TCLs are in each bin, the controller issues a command
to each bin, stating what fraction of the TCLs in each bin should switch states. Here, for
simplicity, we assume that every TCL consumes the same amount of power when on, i.e.
Pi = P for all i ∈ I.

More concretely, the controller switches TCLs at time k based on the mismatch between
the estimated power consumed

(∑
i∈I m̂i(k)

)
P at time k and the desired power consumption

Pdes(k) at time k. For example, suppose that it is time k. The estimated number of TCLs
in the ON state is

∑
i∈I m̂i(k). If

(∑
i∈I m̂i(k)

)
P > Pdes(k), then too many TCLs are on

and our controller will issue a command to switch from ON to OFF to some TCLs. It will
try to turn off bPdes(k)/P c −

∑
i∈I m̂i(k) TCLs.

To do so, it will issue a probability to each bin, based on how many TCLs are estimated
to be in each bin. Since we prefer to switch TCLs that are likely to switch to an OFF
state soon, we start by turning off items in bin (1,ON). If there are more than enough TCLs
in bin (1,ON), we issue a fraction based on how many TCLs we wish to turn off and the
estimated number in a bin. If there are not enough, we command every TCL in the bin to
turn off, and move on to the next bin (2,ON). The algorithm is described in more detail in
Algorithm 3.4.2.

An analogous process takes place if
(∑

i∈I m̂i(k)
)
P < Pdes(k) and the controller must

turn TCLs on. This algorithm would be the same, only the variable b in Algorithm 3.4.2
would be initialized with Nbin/2 and would decrement across iterations, and ON would be
replaced with OFF.

At the level of an individual TCL, the TCL can calculate which bin it is in, based on
its true state (xi(k),mi(k)) and its deadband. When its been receives a command c, it will
switch states with probability c. Using a probability allows the centralized controller to issue
commands without broadcasting individual TCL identities, and without explicit knowledge
of which TCLs will switch. Additionally, a TCL can decide whether or not to switch entirely
on its own, without coordination or communication with other members of its bin.

An example of this control algorithm is depicted in Figure 3.6. In the top figure, we see
how the TCLs are divided into bins, with Nbin = 6. The number in each bin denotes how
many TCLs are actually in the bin, the number in parentheses denotes the estimated number
of TCLs in the bin. There are an estimated 495 TCLs on, so the estimated total power
consumption of the TCLs is 1.2375 MW. Suppose, in an extreme case, we wish to decrease
power consumption by 500 kW. Thus, we would have to turn off 200 TCLs. According to
the estimate, if we tell every TCL in the (1,ON) bin (the top-left bin), 154 TCLs will turn
off. Therefore we must tell 46 TCLs in the bin (2,ON) to turn off as well, where there is
estimated to be 170 TCLs. Thus, the control command issued to the bin (1,ON) is 1, to bin
(2, ON) is 46/170 = 0.27, and to all other bins is 0. In the bottom figure, the TCLs actually
in each bin switch from the ON state to the OFF state according to a Bernoulli coin flip,



CHAPTER 3. DESIGN PARADIGMS FOR THE PRIVACY OF IOT CONSUMERS
AND THEIR DATA 70

Algorithm 3 The centralized DLC controller’s algorithm at time k for issuing commands to
bins to reduce power consumption. Inputs : the estimated states of each TCL: (x̂i(k), m̂i(k)),
the desired power signal Pdes(k), and the power of individual TCLs P . Outputs : updated
mode estimates m̂′i(k). (Commands for time k are also issued to each bin.)

procedure IssueDLCCommands((x̂i(k), m̂i(k)), Pdes(k), P )
N ← bPdes(k)/P c −

∑
i∈I m̂i(k)

b← 1 . Initialize the number of TCLs to switch, N , and the bin number b.
while N > 0 and b ≤ Nbin/2 do

n←
∑

i∈I 1{ψi(x̂i(k)) = b and m̂i(k) = ON} . Calculate the estimated number of
TCLs in bin (b,ON).

if n ≥ N then
c← N/n
N ← 0 . There are enough TCLs. Switch as many as are needed.

else
c← 1
N ← N − n . There are not enough TCLs. Switch all of them.

end if
issueCommand(c, (b,ON)) . Issue the calculated command to the bin (b,ON).
for i ∈ I do

if ψi(x̂i(k)) = b and m̂i(k) = ON then
flip ∼ Bernoulli(c) . Update the estimate by having TCL mode estimates

switch as necessary.
if flip = 1 then

m̂′i(k)← 1− m̂i(k)
else

m̂′i(k)← m̂i(k)
end if

end if
end for
b← b+ 1

end while
return m̂′i(k)

end procedure
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with probability equal to the command issued, and the estimates are updated based on the
expected number of TCL switches. The numbers inside the bin represent the actual number
of TCLs in each bin after the switching is completed, and the estimated number of TCLs in
each bin after the switching is completed.
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Figure 3.6: An example execution of Algorithm 3.4.2.

Closing the loop on this model development, we have the following model of the TCL
with the control actuations by the centralized DLC controller. The closed loop dynamics are
given by the following equation:

xi(k + 1) = aixi(k) + (1− ai)[Ta,i(k)− m̃i(k)Tg,i] + εi(k) (3.4.17)
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Here, the parameters are the same as in Equation 3.4.17. Note that the only difference in
these dynamics and the open-loop dynamics without DLC is the modification of the m̃i(k)
term. Furthermore, the mode of the TCL with DLC, m̃i(k) is given by:

m̃i(k) =

{
1−mi(k) with probability c

mi(k) with probability 1− c
(3.4.18)

m̃i(k) will depend on the local control law and the centralized DLC law described in Al-
gorithm 3.4.2, with preference given to the centralized command. Here, mi(k) is the local
control law as defined in Equation 3.4.12.

DLC model simulations

For simulations, we assume each TCL consumes Pi = 2.5 kW when in the ON state, and we
consider a DLC controller in control of 1000 TCLs. Parameters for each TCL i are drawn
independently, from distributions based on recent studies of a 250 m2 home [Cal09; Mat+13].
The time step hB was chosen to be hB = 1 minute, and the number of bins Nbin = 10.

The ambient temperature Ta = 32◦C for all TCLs7, and the noise process εi(k) is inde-
pendent across k and distributed according to a N(0, 0.0005) distribution8 for each k.

California Independent System Operator (CAISO) market signals are given in 5 minute
intervals [Mat+13; Cal14], so for simulations, the signal Pdes is independently drawn from a
U(875 kW, 1.35 MW) distribution9. That is, Pdes(k) is uniformly drawn for k ∈ {0, 5, 10, . . . }.
For other values of k, we take the linear interpolation.

Simulations of the aggregate power consumption of all the TCLs is shown in Figure 3.7
for the uncontrolled case, the case where h = 1 minute, and the case where h = 30 minutes.
Comparing the top plot with the middle and bottom plots, we can see that a DLC policy can
reduce the load imbalance even when the controller does not always receive measurements.
However, small unforeseen temperature deviations can cause the controller’s performance to
degrade if enough measurements are not provided, as seen by comparing the middle and
bottom plots.

Additionally, the thermal state of one TCL is shown in Figure 3.8. We can see that the
temperature inside the TCL remains inside the deadband, resulting in no loss of comfort to
the consumer, in all three cases.

In Figure 3.9, we plot the error between the actual power consumption and the desired
load imbalance compensation signal. First, we randomly drew a Pdes signal and TCL pa-
rameters. Then, for this fixed Pdes signal and TCL parameters, we ran 500 trials for each

7For these simulations, we assumed that the ambient temperature is constant across one hour, which
can be reasonable for this short time frame.

8This is the variance of the noise for one time step, so 0.0005 models the variance of temperature across
hB = 1 minute.

9This framework can handle other distributions for the load imbalance signal, but a uniform distribution
was chosen as a non-informative prior [Kee10]. The parameters of the distribution were chosen as reasonable
values for which energy consumption could be compensated. From simulations, we find that a larger interval
is more difficult to track, as expected.
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Figure 3.7: A sample simulation of the aggregate power consumption of 1000 TCLs. The
solid blue line represents the actual power consumption, and the dotted red line represents
the desired power consumption. The top figure shows the power consumption in the absence
of any control commands, the middle figure shows the power consumption with a sampling
period of h = 1 minute, and the bottom figure shows the power consumption with a sampling
period of h = 30 minutes.

sampling period h, and we consider the empirical distribution of the difference between the
actual power consumed by all the TCLs and the desired power signal:

∑
i∈I Pimi−Pdes. We

used the `1 norm on the error signal, so, if we assume a fixed price for spot market electricity
purchases/sales throughout the hour interval, this is directly proportional to the cost the
utility company must pay.

DLC privacy analysis

In this example, we suppose households consider their income private. However, their in-
come levels will affect their behaviors at home; in this paper, we focus on how their cooking
behaviors change. To model this, we use data from the U.S. Energy Information Adminis-
tration’s 2009 Residential Energy Consumption Survey (RECS) [Ber09]. By observing these
different cooking behaviors through a household’s energy consumption, an adversary may
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Figure 3.8: The thermal state of one sample TCL. The top graph shows the thermal states of
the TCL when there is no control. The middle and bottom graphs show the thermal states
based on a controller that receives observations every h = 1 minute and h = 30 minutes,
respectively. The dotted red lines indicate the deadband limits. The diamonds indicate
when the DLC policy issued control commands to the TCL.

infer the income of the household.
Formally, let Θ = {θL, θM , θU} denote the private parameter corresponding to lower (less

than $20,000), middle ($20,000 to $59,999), and upper ($60,000 or more) class incomes.
Across 113.6 million U.S. homes, 23.7 million households are θL, 48.7 million are θM , and
41.2 million are θU [Ber09]. This will be our prior, Pθ.

Furthermore, we look at the overall energy consumption of each consumer type. This
data is shown in Figure 3.10. For each type, we fit a log-normal distribution to the overall
energy consumption. To estimate the location parameter µ and scale parameter σ, we used
the unbiased, minimum variance estimators [Kee10, Chapter 4] on the log of the data10. We
assume the scale parameter is the same for all three private parameters, and we can see that
these distributions approximate the data quite well. We can see that a household’s income

10Recall that the log-normal distribution, denoted lnN(µ, σ), is defined by a location parameter µ and

scale parameter σ, with density x 7→ 1
xσ
√
2π

exp
(

(ln x−µ)2
2σ2

)
for x > 0.
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Figure 3.9: A plot of how the error between the actual power consumed by the TCLs and the
desired power consumption signal empirically varies with the sampling period h. The value
we are plotting is ‖

∑
i∈I Pimi − Pdes‖1. The whiskers indicate all data points within 1.5

times the interquartile range. For reference, the error after 500 simulations of uncontrolled
TCLs has an empirical mean of 5.39 MW with a standard error of 302 kW.

level is correlated with the energy consumption.
Thus in this framework, θ determines the distribution across the observable energy con-

sumption y, i.e. Py|θ(· | θ) is a log-normal distribution. For example, Py|θ(· | θL) is the
lnN(µL, σ

2) distribution. We assume that power consumption on smaller time scales is dis-
tributed similarly to this annual data, and these distributions are independent across time11.
In other words, if a household consumed P kWh in a year, then we assume they consumed
roughly P/365 kWh a day.

With this assumption, we can consider the distribution of energy consumption at different
sampling rates. Note that, if we sample at high frequencies, we receive more measurements
than in the low frequency case, but each measurement is less informative with regards to the
consumer’s income level12.

11This assumption is likely valid for certain time scales, but will not hold in general. In future work, we
hope to analyze the distributions of energy consumption data at different sampling rates.

12Here, we scale the data according to the time scale, and, as before, we used the uniform, minimum
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Figure 3.10: Histograms of the United States household total annual energy consumptions
in each income level in 2009 [Ber09], corresponding to private parameters θL, θM , and θU .
The data roughly follows a log-normal distribution. The location parameters are µL = 8.88,
µM = 9.06, and µH = 9.31, and we assumed all three distributions had the sample scale
parameter, σ = 0.49. To model sampling, we assume that this data is representative of
energy consumption on smaller time scales as well.

Since the scale parameters are the same for all 3 distributions, we can explicitly calculate
the MAP using the theory of exponential families [Kee10, Chapter 2]. Then, using Propo-
sition 2, we can calculate the probability an adversary can infer the private parameters, i.e.
income level, from the AMI signals. This is represented in Figure 3.11.

We can see that very high frequency data provides little guarantees of privacy of income
level, but this privacy level, α, quickly increases as the sampling period h increases. Fur-
thermore, we can note relationships between time horizons, sampling rates, and privacy. For
example, 1 hour of data sampled every 3 minutes is as informative as 6 hours of data sampled
every 15 minutes.

Although we focus on a particular example here, this framework can be applied to more

variance estimators on the log of the data [Kee10, Chapter 4]. For example, if we receive measurements every
minute, the location parameters for each measurement are µL = 0.014, µM = 0.016, and µH = 0.017, whereas
if we receive measurements hourly, the location parameters are µL = 0.82, µM = 0.99, and µH = 1.26.
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Figure 3.11: A plot of the inferential privacy value α, as a function of the sampling period
h. Each line corresponds to a time horizon in which an adversary can receive samples.
Intuitively, we would expect the privacy value α to decrease for longer horizons. Note that
our framework accounts for the fact that with longer sampling periods, we receive fewer
measurements, but each individual measurement is more informative.

detailed models, i.e. more informed adversaries, and other private parameters. For example,
we consider the case where an adversary has knowledge of correlation across time and high
frequency dynamics across time in [Don+14]. We are also currently examining the effects of
sampling for longer time horizons [FC15].

Framework application

In Section 3.4.2, we outlined a formal model of using DLC of TCLs to correct for load
imbalances. In Section 3.4.2, we defined the control policy of a direct load controller. Im-
portantly, in our model we accounted for how varying sampling rates affect the performance.
This required adapted a proposed control law for various sampling rates. In Section 3.4.2,
we quantified the effect of various sampling rates on the operational efficiency of this load
imbalance correction program. Additionally, in Section 3.4.2, we consider how energy con-
sumption data can reveal income levels, and quantify this private information leakage using
an inferential privacy metric.

Now, we place this in the context of the framework outlined in Section 3.4.2.
The set of time indices we care about is T = {0, 1, . . . , N} ⊂ N. For the utility of

data, the state space X = (R × {OFF,ON})|I|, where |I| denotes the number of TCLs
participating in the DLC program. At each time step, the controller issues a command
between [0, 1] to each bin. The input space is given by U = [0, 1]Nbin, and the dynamics φ are
given by Equations 3.4.17 and 3.4.18. The data sampling policy determining the observables
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are modeled by Y (h, t) = (x(k),m(k))k∈Tk with Tk = {hl : l ∈ N, hl ≤ k}. Note here that
the quality parameter is h, the subsampling period. Thus, Y (h, t) takes values in ∪Nn=1Rn.
This allows us to define the controller uc as in Algorithm 3.4.2. Additionally, the cost is
given by J(x, u) =

∑
k∈T ‖

∑
i∈I Pimi(k) − Pdes‖1. The privacy metric used is inferential

privacy. Thus, the choice of subsampling period h affects the structure of the observation
function Y , and affects the privacy levels m(Y, q).

Using this framework, we can combine the results in Figures 3.9 and 3.11. This is
presented in Figure 3.12. As expected, we can see that lower levels of privacy for consumers
result in better load imbalance correction for the direct load controller. This framework
allows us to quantify this tradeoff: modeling this tradeoff is the first step towards designing
systems that account for privacy, and is essential for formulating economic models of data
exchange.
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Figure 3.12: The utility-privacy tradeoff in a smart grid application. This depicts a direct
load controller’s ability to compensate for load imbalances, as a function of the inferential
privacy levels of consumers. We chose the time-horizon here to be N = 6 hrs.

Closing remarks

In this section, we introduced a control-theoretic framework for quantifying the tradeoff
between the utility of data and the privacy loss due to data. Specifically, we considered
how variations in the quality of data can improve or degrade the operational performance
of controllers which utilize this data, and how these variations in quality can change the
privacy of users, where privacy is quantified by an appropriately chosen privacy metric.

Additonally, we applied our utility-privacy tradeoff framework in a smart grid application.
We considered the direct load control of thermostatically controlled loads, and analyze how
its performance degrades as it receives samples less and less frequently—a privacy preserving
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metering policy. One of our contributions is a framework for understanding the utility of
data in DLC programs, as well as understanding the private information about consumers
contained in the data.

As the Internet of Things grows, the potential for privacy breaches is only going to
increase. Already, consumers are beginning to become more privacy-aware and sensitive
about data transmission policies, and legislative processes are looking into technology-aware
policies to handle privacy issues. Moving forward, these technologies need to evolve with a
carefully considered privacy component: the utility of collected data must justify the privacy
risks involved.

3.4.3 Optimal privacy-by-design example: privacy-enhanced
architecture for occupancy-based building control

Large-scale sensing and actuation infrastructures have allowed buildings to achieve significant
energy savings; at the same time, these technologies introduce significant privacy risks that
must be addressed. In this section, we present a framework for modeling the trade-off between
improved control performance and increased privacy risks due to occupancy sensing. More
specifically, we consider occupancy-based heating, ventilation, and air conditioning (HVAC)
control as the control objective and the location traces of individual occupants as the private
variables. Previous studies have shown that individual location information can be inferred
from occupancy measurements. To ensure privacy, we design an architecture that distorts the
occupancy data in order to hide individual occupant location information while maintaining
HVAC performance. Using mutual information between the individual’s location trace and
the reported occupancy measurement as a privacy metric, we are able to optimally design
a scheme to minimize privacy risk subject to a control performance guarantee. We evaluate
our framework using real-world occupancy data: first, we verify that our privacy metric
accurately assesses the adversary’s ability to infer private variables from the distorted sensor
measurements; then, we show that control performance is maintained through simulations
of building operations using these distorted occupancy readings.

Introduction

Large-scale sensing and actuation infrastructures have endowed buildings with the intelli-
gence to perceive the status of their environment, energy usage, and occupancy, and to
provide fine-grained and responsive controls over heating, cooling, illumination, and other
facilities. However, the information that is collected and harnessed to enable such levels of
intelligence may potentially be used for undesirable purposes, thereby raising the question
of privacy. To spotlight the value of building sensory data and its potential for exploitation
in the inference of private information, we consider as a motivating example the occupancy
data, i.e., the number of occupants in a given space over time.

Occupancy data is a key component to perform energy-efficient and user-friendly building
management. Particularly, it offers considerable potential for improving energy efficiency of
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Figure 3.13: An overview of the problem of individual occupant location recovery. The
building manager collects occupancy data to enable intelligent HVAC controls adapted to
occupancy variations. However, an adversary with malicious intent may exploit occupancy
data in combination with the auxiliary information to infer privacy details about indoor
locations of building users.

the heating, ventilation, and air conditioning (HVAC) system, a significant source of en-
ergy consumption which contributes to more than 50% of the energy consumed in build-
ings [EIA11]. Recent papers [Bal+13; Kle+14; EC10] have demonstrated substantial energy
savings of up to 40% by enabling intelligent HVAC control in response to occupancy vari-
ations. The value of occupancy data in building management has also inspired extensive
research on occupancy sensing [Don+10; Jin+15; Jin+14; Kha+15; YBG15] as well as a
number of commercial products which can provide high accuracy occupancy data.

While people have enjoyed the benefits brought by occupancy data, the privacy risks
potentially posed by the data are largely overlooked (Figure 3.13). In effect, location traces
of individual occupants can be inferred from the occupancy data with some auxiliary in-
formation [WT14]. Throughout this paper, we refer to the individual location trace as the
private information to be protected. The contextual information attached to location traces
tells much about the individuals’ habits, interests, activities, and relationships [Lis+10]. It
can also reveal their personal or corporate secrets, expose them to unwanted advertisement
and location-based spams/scams, cause social reputation or economic damage, make them
victims of blackmail or even physical violence [Sho+11].

At a first glance, it is surprising that occupancy data may incur risks of privacy breach,
since it only reports the number of occupants in a given space over time without revealing
the identities of the occupants. To illustrate why it is possible to infer location traces
from seemingly “anonymized” occupancy data, consider the following scenario. We start by
observing two users in one room and then one of them leaves the room and enters another
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room. We cannot tell which one of the two made this transition by observing the occupancy
change. However, if the one who left entered an private office, the user can be identified
with high probability based on the ownership of the office. Although a change in occupancy
data may correspond to location shifts of many possible potential users, the knowledge of
where the individuals mostly spend their time rules out many possibilities and renders the
individual who made the transition identifiable. It has been shown in [WT14] that by simply
combining some ancillary information, such as an office directory and user mobility patterns,
individual location traces can be inferred from the occupancy data with the accuracy of more
than 90%. It is, therefore, the objective of this paper to enable an occupancy-based HVAC
control system that provides privacy features for each user on a par with thermal comfort
and energy efficiency.

A simple yet effective way to preserve privacy is to obfuscate occupancy data by in-
jecting noise to make the data itself less informative. This approach has been widely used
in privacy disclosure control of various databases, ranging from healthcare [DEE13], geolo-
cation [And+13], web-browsing behavior data [Fan+14], etc. While reducing the risk of
privacy breach, this approach would also deteriorate the utility of the data. There have been
attempts to balance learning the statistics of interest reliably with safeguarding the private
information [SC+14]. Cryptography [DH79b] and access control [Wan+14] are also effec-
tive means to ease privacy concerns, but they do not provide protection against all privacy
breaches. There may be insiders who can access the private, decrypted data, or the building
manager may not want to have access to (and responsibility for) the private data.

The objective of this section cannot be attained by simply extending the techniques
developed previously. Our task is more challenging. Firstly, as opposed to learning some
fixed statistics from static data in most database applications, the data is used for controlling
a highly complex and dynamic system in our case, and the control performance relies on the
data fidelity. With highly accurate occupancy data, the infrastructure can correctly sense the
environment and enable proper response to occupancy variations; nevertheless, the location
privacy is sacrificed. On the other hand, the usage of severely distorted occupancy data
reduces the risks of privacy leakage, but may lead to even higher levels of energy consumption
and discomfort. Essentially, we need to address the trade-off between the performance of
a controller on a dynamical system, and, similarly, privacy of a time-varying signal, i.e.
the location traces of individual occupants. Secondly, from the perspective of the building
manager, the building performance is paramount: adding the privacy feature into the HVAC
control system should not impair the performance of HVAC controller in terms of energy
efficiency and thermal comfort. To achieve this, the injected noise should be calculated to
minimally affect performance of the controller, while maximizing the amount privacy gained
from the distortion.

In this section we develop a method which minimizes the privacy risks incurred by collec-
tion of occupancy data while guaranteeing the HVAC system operating in a “nearly” optimal
condition. Our solution relies on an occupancy distortion mechanism, which can be imple-
mented at the sensor level and “sanitizes” the occupancy data before any form of transport
or storage of the data. We draw the inspiration from the information-theoretic approach
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in [Raj+11; PCF12a; Ven+15] for characterizing the privacy-utility trade-off, and choose
the mutual information (MI) between reported occupancy measurements and individual lo-
cation traces as our privacy metric. The design problem of finding the optimal occupancy
distortion mechanism is cast as an optimization problem where the privacy risk is minimized
for a set of constraints on the controller performance. This allows us to find points on the
Pareto frontier in the utility-privacy trade-off, and to further analyze the economic side of
privacy concerns [Rat+16]. The formulation can be easily generalized to resolve the tension
between privacy and data utility in other cases where a control system utilizes some privacy-
sensitive information as one of the control inputs, although in this paper we limit our focus
to addressing the privacy concern of occupancy-based HVAC controller. In addition, our
work here is complementary to the work being done in the cryptography communities: we
can use our distortion mechanism to process sensor measurements, and then transmit the
processed measurements across secure channels. Our work also serves as a complement for
the privacy-preserving access control protocol in [Wan+14], as it provides distortion mecha-
nisms against adversaries who might be able to subvert the protocol while still retaining the
benefits for the occupancy data.

The main contributions of this section are as follow:

• We present a systematic methodology to characterize the privacy loss and control
performance loss.

• We develop a holistic and tractable framework to balance the privacy pursuit and
control performance.

• We evaluate the trade-off between privacy and HVAC control performance using the
real-world occupancy data and simulated building dynamics.

The rest of this section is organized as follows. We review the existing work on occupancy-
based control algorithms and privacy metrics. We describe the models connecting location
and occupancy, and the HVAC system model that will be considered in this paper. We
present a framework for quantifying the trade-off between privacy and controller perfor-
mance. Finally, we evaluate the framework and demonstrate its practical values based on
experimental studies and present closing remarks. This work was published in [Jia+16].

Related work in occupancy-based HVAC control

Occupancy-based HVAC systems exploit real-time occupancy measurements to condition the
space appropriate to usage. The occupancy-based controllers in the existing work can be
categorized into two types: rule-based controller and optimization-based controller or model
predictive control (MPC). The rule-based controller uses an “if condition then action” logic
for decision making in accordance with occupancy variations [EC10; Bal+13]. MPC is a
more advanced control scheme, which employs a model of building thermal dynamics in
order to predict the future evolution of the system, and solves an optimization problem
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in real-time to determine control actions [Old+12]. A number of papers including [GG10;
HK14; Asw+12] analyzed in large-scale simulative or experimental studies the energy saving
potential in building climate control by using MPC, which was shown to be well-suited for
building applications. This leads to our choice of MPC to exemplify the trade-off between
controller performance and privacy.

Occupancy information can be leveraged in different ways in an MPC-based controller.
One approach is to build an occupancy model to predict future occupancy based on which
the MPC optimizes control actions [BC14]. Another method is to use the instantaneous
occupancy measurement and hold it constant during the control horizon of MPC [Goy+13].
This method has been demonstrated to achieve comparable performance with the MPC that
exploits occupancy predictions. We will thus without loss of generality follow the latter
set-up to avoid explicit modeling of occupancy.

Related work in privacy

Privacy, although not a new topic, has recently developed renewed interest, due in no small
part to new technologies and modern infrastructures collecting and storing unprecedented
amounts of data. Since privacy is an abstract and subjective concept, it is necessary to
develop proper measures for privacy before any privacy protection technique is discussed.

Differential privacy [Dwo06] is one of the most popular metrics for privacy from the area
of statistical databases. It is typically assured by adding appropriately chosen random noise
to the database output. However, calculating optimal noise for differential privacy is very
difficult, and research on the applications of differential privacy mostly assumes the injected
noise to be an additive zero-mean Gaussian or Laplacian random variable, which often results
in data publication with utility overly sacrificed. As mentioned in the introduction, in our
case the performance of HVAC control systems is crucial: as such, our work is an effort
to maintain control efficacy by optimally designing noise distribution to maximize privacy
subject to a performance guarantee.

Recently, mutual information (MI) has become a popular privacy metric [Raj+11; PCF12a;
Jia+15]. Intuitively, MI reflects the change in the uncertainty of a private variable due to
the observation of a public random variable. In fact, it is the only metric of information
leakage that satisfies the data processing inequality [Jia+15]. Unlike differential privacy,
this requires some modeling of the adversary’s available ancillary information; however, in
practice, we can suppose an adversary with access to a large amount of ancillary information,
which gives a bound on any weaker adversary’s performance. A framework for characterizing
privacy-utility trade-off based on MI was proposed in [PCF12a], where the MI between a pri-
vate variable and a distorted measurement is minimized subject to the bound on the value of
an exogenous distortion metric that measures the utility loss from replacing a true measure-
ment with a distorted measurement. Our work is an extension of [PCF12a] to the situations
where dynamics at present. We propose a method to abstract out control performance of
a dynamical system into a distortion metric, as well as a set of reasonable assumptions for
the probabilistic dependencies between occupancy and location data, which allow us to re-
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write our privacy metric on time-series data into a static situation akin to that developed
in [PCF12a].

Preliminaries

This section collects the concepts we need before introducing the theoretical framework
that characterizes the trade-off between privacy and control performance. Two models are
described: the occupancy-location model that formulates the relationship between occupancy
observations and individual location traces, and the model for the HVAC system. We will first
consider an occupancy detection system that can collect noise-free or true occupancy, which
is then processed by a distortion mechanism into the obfuscated data that the controller
observes. We will see the distortion can be similarly applied to noisy occupancy.

Occupancy-location model

Suppose the building of interest consists of N zones represented by Z = {z0, z1, · · · , zN},
where a special zone z0 is added to refer to the outside of the building. Let O = {o1, · · · , oM}
denote the set of occupants. The location of occupant om at time k is a random variable
denoted by X

(m)
k which takes values in the set Z, for m = 1, · · · ,M . The true occupancy of

zone zn at time k is denoted by Y n
k , n = 0, 1, · · · , N . Y n

k takes values from {0, 1, · · · ,M},
where M is the total number of occupants in the building. Note that the true occupancy
and individual location traces are connected by Y n

k =
∑M

m=1 I[X
(m)
k = zn], where I[·] is the

indicator function.
Additionally, we suppose that the controller observes a distorted version of the true

occupancy, denoted by V n
k which takes values from {0, 1, . . . ,M}. P(V n

k |Y n
k ) represents

the distortion mechanism we wish to design. If no distortion on the occupancy data is
applied, then V n

k = Y n
k . We further define some shorthands: X

(1:M)
k := {X(1)

k , · · · , X(M)
k },

V 1:N
k := {V 1

k , · · · , V N
k }.

We make the following assumptions to facilitate the design and analysis of the optimal
distortion method. We will show that the optimal distortion proposed works well on the
real-world occupancy dataset, which justifies the usage of these assumptions.

Assumption 8. The location traces for different occupants are mutually independent. That
is, we have: P(X

(1:M)
k ) =

∏M
m=1 P(X

(m)
k ).

Assumption 9. The location trace for any given occupant om, m ∈ {1, . . . ,M}, has the
first-order Markov property:

P(X
(m)
k |X

(m)
k−1, X

(m)
k−2, . . . , X

(m)
1 ) = P(X

(m)
k |X

(m)
k−1) (3.4.19)

Assumption 10. The distorted occupancy V n
k depends only on Y n

k . As a result, we can

write P(V n
k |X

(1:M)
k ) = P(V n

k |Y n
k ).
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These assumptions allow us to model occupancy and location traces via the Factorial
Hidden Markov model (FHMM), illustrated in Figure 3.14. The FHMM consists of several
independent Markov chains evolving in parallel, representing the location trace of each oc-
cupant. Since we only observe the aggregate occupancy information, the location traces are
considered to be hidden states.
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Figure 3.14: The graphical model representation of the FHMM model.

The FHMM model can be specified by the transition probabilities and emission prob-
abilities. The transition probabilities describe the mobility pattern of an occupant, which
is denoted as a (N + 1) × (N + 1) transition matrix. We define the transition matrix for

occupant om as A(m) = [a
(m)
ij ], i, j = 0, 1, · · · , N , where a

(m)
ij = P(X

(m)
k+1 = zj|X(m)

k = zi) for
k = 0, 1, · · · , K − 1. The transition parameters can be learned from the occupancy data
based on maximum likelihood estimation. If the prior knowledge about the past location
traces is also available, it can be encoded as the prior distribution of transition parameters
from a Bayesian point of view, and then the transition parameters can be learned via max-
imum a posteriori (MAP) estimation. We refer the readers to [WT14] for the details of
parameter learning. The emission probabilities characterize the conditional distribution of
distorted occupancy given the location of each occupant, defined by

P(V 1:N
k |X(1:M)

k ) =
N∏
n=1

P(V n
k |X

(1:M)
k ) =

N∏
n=1

P(V n
k |Y n

k ) (3.4.20)

The above equalities result from Assumption 10, which, in other words, indicates that the
distorted occupancy depends on individual location traces only via the true occupancy.
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HVAC system model

Suppose the thermal comfort of the building space of interest is regulated by the HVAC
system shown in Figure 3.15, which provides a system-wide Air Handling Unit (AHU) and
Variable Air Volume (VAV) boxes distributed at the zones. In this type of HVAC system, the
outside air is conditioned at the AHU to a setpoint temperature Ta by the cooling coil inside.
The conditioned air, which is usually cold, is then supplied to all zones via the VAV box at
each zone. The VAV box controls the supply air flow rate to the thermal zone, and heats up
the air using the reheat coils at the box, if required. The control inputs are temperature and
flow rate of the air supplied to the zone by its VAV box. The AHU outlet air temperature
setpoint Ta is assumed to be constant in this paper. The HVAC system models described in
the subsequent paragraphs will follow [KB11; BC14; Goy+13] closely13.

AHU	

VAV	

Zone	1	

VAV	

Zone	N	

Outside 
Air 

Exhaust 
Air 

Supply Air 

Conditioned Air 

Figure 3.15: A schematic of a typical multi-zone commercial building with a VAV-based
HVAC system.

State model. With reference to the notations in Table 3.1, the continuous time dynamics
for the temperature T n of zone zn can be expressed as

Cn d

dt
T n = Rn ·T +Qn + ṁn

s cp(T
n
s − T n) (3.4.21)

where the superscript n indicates that the associated quantities are attached to zone zn.
T := [T 1, · · · , TN ] is a vector of temperature of all N zones. Rn indicates the heat transfer
among different zones and outside. Qn is the thermal load, which can be obtained by applying

13Controlling the flow rate is actually more preferable in building codes in consideration of energy effi-
ciency. Herein, we consider both reheat temperature and flow rate are controllable, while the HVAC model
with flow rate as the only control input is a simple application of our model.
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Table 3.1: Parameters used in the HVAC controller.

Param. Meaning Value & Units
∆t Discretization step 60s
cp Thermal capacity of air 1kJ/(kg ·K)
Cn Thermal capacity of the env. 1000kJ/K
co Thermal load per person 0.1kW
R Heat transfer vector 0kW/K
ηh Heating efficiency 0.9
ηc Cooling efficiency 4
β System parameter 0.5kW · s/kg
re Electricity price 1.5 · 10−4$/kJ
rh Heating fuel price 5 · 10−6$/kJ
T Upper bound of comfort zone 24◦C
T Lower bound of comfort zone 26◦C
Ta AHU outlet air temperature 12.8◦C
ms Minimum air flow rate 0.0084kg/s
ms Maximum air flow rate 1.5kg/s
T h Heating coil capacity 40◦C

a thermal coefficient co to the number of occupants V n, i.e., Qn = coV
n. The control inputs

Un := [ṁn
s , T

n
s ] are the supply air mass flow rate and temperature. Assuming ṁn

s , T ns and
Qn are zero-order held at sample rate ∆t, we can discretize (3.4.21) using the trapezoidal
method and obtain a discrete-time model, which can be expressed as

CnT
n
k+1−T nk

∆t
=Rn·Tk+coV

n
k +ṁn

s,kcp

(
T ns,k−

T nk+1+T
n
k

2

)
(3.4.22)

where k is the discrete time index and T nk = T nt |t=k∆t. Q
n
k , ṁn

s,k and T ns,k are similarly defined.
Cost function. The control objective is to condition the room while minimizing the en-

ergy cost. The power consumption at time k consists of reheating power P n
h,k = cp

ηh
ṁn
s,k(T

n
s,k−

Ta), cooling power P n
c,k = cp

ηc
ṁn
s,k(To−Ta) and fan power P n

f,k = βṁn
s,k, where ηh and ηc capture

the efficiencies for heating and cooling side, respectively. β stands for a system dependent
constant. We introduce several parameters to reflect utility pricing, re for electricity and rh
for heating fuel. These parameters may vary over time.

Therefore, the total utility cost of zone zn from time k = 1, · · · , K is:

Jn =
K∑
k=1

(
(re,kP

n
f,k + rh,kP

n
h,k + re,kP

n
c,k)∆t

)
Constraints. The system states and control inputs are subject to the following con-

straints:
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C1: T ≤ T nk ≤ T , comfort range;
C2: ṁs ≤ ṁn

s,k ≤ ṁs, minimum ventilation requirement and maximum VAV box capac-
ity;

C3: T ns,k ≥ Ta, heating coils can only increase temperature;

C4: T ns,k ≤ T h, heating coil capacity.
These constraints hold at all times k and all zones {zn}Nn=1.
MPC controller. Knitting together the models described above, we present an MPC-

based control strategy for the HVAC system to efficiently accommodate for occupancy vari-
ations. In this control algorithm, we assume that the predicted occupancy during the opti-
mization horizon to be the same as the instanteneous occupancy observed at the beginning
of control horizon. It was shown in [Goy+13] that the control algorithm with this assump-
tion can achieve comparable performance with the MPC that constructs explicit occupancy
model to predict occupancy for future time steps.

Let U1:N
1:K be the shorthand for {Un

k |k = 1, · · · , K, n = 1, · · · , N}. The optimal control
inputs for the next K time steps are obtained by solving minU1:N

1:K

∑N
n=1 J

n, subject to the

inequality constraints C1-C4 and the equality constraint (3.4.22) and T n1 = T ninit, ∀n =
1, · · · , N , where T ninit is the initial temperature of zone zn at each MPC iteration. We can see
that the optimal control input is a function of the distorted occupancy that the controller
sees and the initial temperature. We express this relationship explicitly by denoting the
optimal control action at zone zn as Un

MPC(V n, T ninit) . In addition, the energy cost incurred
by applying the optimal control action is denoted by JnMPC(Un

MPC(V n, T ninit), Y
n), where the

second argument stresses that the actual control cost is dependent on the real occupancy.

Privacy-enhanced control

With the HVAC model established, we can now develop the mathematical framework to
discuss a privacy-enhanced architecture. We will first introduce MI as the metric we use
throughout the paper to quantify privacy, and then present a method to optimally design
the distortion mechanism which minimizes the privacy loss within a pre-specified constraint
on control performance.

Privacy metric

Definition 14. [CT12] For random variables X and V , the mutual information is given by:

I(X;V ) = H(X)−H(X|V ) (3.4.23)
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where H(X) and H(X|V ) represent entropy and conditional entropy, respectively. Let
PX(x) = P(X = x), H(X) and H(X|V ) are defined as

H(X) = −
∑
x

PX(x) log(PX(x)) (3.4.24)

H(X|V )=−
∑
v

PV (v)

(∑
x

PX|V(x|v) log
(
PX|V(x|v)

))
(3.4.25)

Remark. Entropy measures uncertainty about X, and conditional entropy can be in-
terpreted as the uncertainty about X after observing V . By the definition above, MI is a
measure of the reduction in uncertainty about X given knowledge of V . We can see that
it is a natural measure of privacy since it characterizes how much information one variable
tells about another. It is also worth noting that inference technologies evolve and MI as a
privacy metric does not depend on any particular adversarial inference algorithm [Raj+11]
as it models the statistical relationship between two variables.

In this paper, we will be using the MI between location traces and occupancy observa-
tions, i.e., I(X

(1:M)
k ;V 1:N

k ), as a metric of privacy loss. This metric reflects the reduction in

uncertainty about location traces X
(1:M)
k due to observations of V 1:N

k . As a proof of concept,
we will verify that this metric serves as an accurate proxy for an adversary’s ability to infer
individual location traces in the experiments. We further introduce some assumptions which
allow us to simplify the expression of the privacy loss and obtain a form of MI that has direct
relationship with the distortion mechanism P (V n

k |Y n
k ) we wish to design.

Based on results in ergodic theory [Kal02], we know that the probability distribution of
individual location traces will converge to a unique stationary distribution under very mild
assumptions14. For more details on stationary distributions, we refer the reader to [Kal02].
This observation justifies the following:

Assumption 11. The Markov chains X
(m)
k have a unique stationary distribution for all

occupants om and are distributed according to those stationary distributions for all time steps
k.

Combining this assumption and the occupancy-location model we presented in the pre-
ceding section, we present a proposition that allows us to greatly simplify the form of the
privacy loss:

Proposition 15. By Assumption 10, we have that:

I(X
(1:M)
k ;V 1:N

k ) = I(Y 1:N
k ;V 1:N

k ) (3.4.26)

By Assumption 11, we have that I(Y 1:N
k ;V 1:N

k ) is a constant for all k, so we will drop the
subscript: I(Y 1:N ;V 1:N).

14Since there are only finitely many zones, a sufficient condition is the existence of a path from zi to zj
with positive probability for any two zones zi and zj .
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Finally, by the various conditional independences introduced in Assumption 10:

I(Y 1:N ;V 1:N) =
N∑
n=1

I(Y n;V n) (3.4.27)

Remark. The result that I(Y 1:N
k ;V 1:N

k ) is a constant value for all k allows us to design
a single distortion mechanism P (V n|Y n) for all time steps (note that we drop the subscript
k to indicate the time-homogeneity of the distortion mechanism). By Proposition 15, mini-

mization of privacy loss I(X
(1:M)
k ;V 1:N

k ) can be conducted by minimizing a simpler expression∑N
n=1 I(Y n;V n).

Optimal distortion design

We wish to find a distortion mechanism P (Y n|V n) that can produce some perturbed occu-
pancy data with minimum information leakage, while the performance of the controller using
the perturbed occupancy data is on a par with that using true occupancy. To be specific,
we will bound the difference of energy costs incurred by the controllers seeing distorted and
real occupancy data.

Let Tinit1 and Tinit2 be initial temperature of the controller using distorted and real oc-
cupancy, respectively. Recall that Un

MPC(V n, T ninit) and JnMPC(Un
MPC(V n, T ninit), Y

n) stand
for the optimal control actions and the associated cost based on the distorted occupancy;
correspondingly, if the controller sees the real occupancy data, the optimal control ac-
tion and the associated cost will be Un

MPC(Y n, T ninit) and JnMPC(Un
MPC(Y n, T ninit), Y

n), re-
spectively. We denote the resulting temperature after applying optimal control actions
as T nMPC(Un

MPC(V n, T ninit), Y
n), where the second argument emphasizes that the tempera-

ture evoluation depends on the true occupancy. We introduce the following constraints:
∀|Tinit1 − Tinit2| ≤ ∆′T , y = 0, · · · ,M , n = 1, · · · , N ,

C5: Cost difference constraint

EP(V n|Y n=y)

[
JnMPC

(
Un
MPC(Tinit1, V

n), y
)
− JnMPC

(
Un
MPC(Tinit2, y), y

)]
≤ ∆ (3.4.28)

C6: Resulting temperature constraint

EP(V n|Y n=y)

[∣∣T nMPC

(
Un
MPC(Tinit1, V

n), y
)
− T nMPC

(
Un
MPC(Tinit2, y), y

)∣∣] ≤ ∆T (3.4.29)

C5 states that the cost difference between using the distorted occupancy measurements
V n and using the ground truth occupancy measurements Y n is bounded by ∆ in expectation,
for any possible value of Y n. The cost difference can be regarded as the control performance
loss due to the usage of distorted data, and ∆ stands for the tolerance on the control
performance loss. C5 alone is a one-step performance guarantee, that is, it only bounds the
cost difference associated with a single MPC iteration. In practice, MPC is repeatedly solved
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from the new initial temperature, yielding new control actions and temperature trajectories.
In order to offer a guarantee for future cost difference, we introduce another constraint
C6 on the resulting temperature difference of one MPC iteration. The idea is that the
resulting temperature will become the new initial temperature of the next MPC iteration.
If the resulting temperature difference between using distorted occupancy data and using
true occupancy data is bounded within a small interval ∆T , in the next MPC iteration C5
will provide a bound on cost difference for new initial temperatures that do not differ too
much, since the cost difference constraint C5 is imposed to hold for all |Tinit1−Tinit2| ≤ ∆′T .
Typically, ∆′T is set to be similar to ∆T , but a small value of ∆′T is preferred in order to
assure the feasibility of the optimization problem (since the number of constraints increases
with ∆′T ).

Now, we are ready to present the main optimization for privacy-enhanced HVAC con-
troller by combining the privacy metric and performance constraint just presented. Suppose
the assumptions of Proposition 15 hold. Given the control performance loss tolerance ∆, the
optimal distortion mechanism is given by solving:

min
P(V n|Y n)
n=1,··· ,N

N∑
n=1

I(Y n;V n) (3.4.30)

subject to the constraint C5-C6. ∆ serves as a knob to adjust the balance between privacy
and the controller performance loss. Increasing ∆ leads to larger feasible set for the opti-
mization problem, and thus a smaller value of MI (or privacy loss) is expected. Using the
methodology presented previously, we are able to calculate the terms inside the expectation
in (3.4.28) and (3.4.29) for all |Tinit1 − Tinit2| ≤ ∆′T and y = 0, · · · ,M . Treating these as
constants, calculating the optimal privacy-aware sensing mechanism is a convex optimization
program, and can be efficiently solved. Additionally, since the constraints are enforced for
each zone, the optimization (3.4.30) can actually be decomposed to N sub-problems and
thus we can solve the optimal distortion scheme separately for each zone.

Remark on noisy occupancy data. In the preceding privacy-enhanced framework,
we consider the occupancy can be accurately detected. In practice, the occupancy data
may be noisy itself, and thereby the distortion mechanism will be designed based on noisy
occupancy W n

k instead of true occupancy Y n
k . In effect, the distortion designed using noisy

occupancy provides an upper bound on the privacy loss. That is, in practice we could use
noisy occupancy to design the distortion mechanism and the realized privacy loss can only
be lower than the minimum privacy loss obtained from the optimization. Note that we have
the Markov relationship: Y n

k → W n
k → V n

k when the distortion is applied to noisy data.
Then the proof follows from the data processing inequality [CT12].

Experiment setup

Occupancy dataset. The occupancy data used in this paper is from the Augsburg Indoor
Location Tracking Benchmark [Pet04], which includes location traces for 4 users in a office
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building with 15 zones. The location data in the benchmark dataset was recorded every
second over a period of 4 to 9 weeks. Since the dataset contains some missing observations
due to technical issues or the vacation interruption, we finally use the dataset from November
5th to 24th in our experiment, during which the location traces of all the 4 users are complete,
and subsample the dataset with 1-minute resolution. The ground truth occupancy data was
synthesized by aggregating the locations trace of each user. Table 3.2 shows two statistics of
the benchmark dataset. Notably, of all transitions per day, 66.7% to 84.6% either start from
or end at one’s own office, and office location can divulge one’s identity. This sheds light
on why location traces of individual users can be actually inferred from the “anonymized”
occupancy data.

Table 3.2: The average number of transitions each user made in each workday, and the
average percentage of transitions from or to one’s office.

User avg # of transitions avg % of transitions
per day from/to office per day

1 9.3 84.6%
2 20.2 75.4%
3 9.9 66.7%
4 7.6 75.5%

Adversary inference. We consider the adversary to be an insider with authorized
building automation system access. One can think of it as the worst case of privacy breach,
because insiders not only learn the ancillary information that is public-available, but are
familiar with building operation policies. To be specific, the following auxiliary information
is assumed to be available to the adversary: (1) Building directory and occupant mobility
patterns, encoded by the transition matrix of each occupant15; (2) Occupancy distortion
mechanism designed by building manager.

The adversary attempts to reconstruct the most probable location trace given the occu-
pancy data and the auxiliary information. That is, the attack is to find the MAP of location
traces given the other information. The approach to finding MAP is well known as Viterbi
algorithm in HMM. However, Viterbi is infeasible in the FHMM case as the location traces
to be solved reside in a exponentially large state space (NM ×K). We propose a fast infer-
ence method based on Mixed Integer Programming, and thus more efficiently evaluate the
adversary’s inference attack. The interested readers are referred to the code implementation
of this paper for the details of the fast inference algorithm.

Controller parameters. Without loss of generality, we consider the zones have the
same thermal properties. The comfort range of temperature in the zones is defined to
be within 24 − 26◦C as in [Nag+15]. The minimum flow rate is set to be 0.084kg/s to
fulfill the minimum ventilation requirement for 25m2-sized zone as per ASHRAE ventilation

15 In the experiment, we use 4 days’ occupancy data and 2 days’ location traces to learn these parameters
and the rest for evaluating our framework.
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standard 62.1-2013 [Ame]. The optimization horizon of the MPC is 120 min, and the control
commands are solved for and updated every 15 min [Goy+13]. Other design parameters are
shown in Table 3.1, which bascially follows the choices in [KB11].

Platform. The algorithms are implemented in MATLAB; The interior-point algorithm
is used to solve the bilinear optimization problem in MPC. To encourage the research on
the privacy-preserving controller, the codes involved in this paper will be open-sourced in
http://ruoxijia.github.io/4_code.

Results: MI as proxy for privacy

We solve the MI optimization for different tolerance levels of control performance deteriora-
tion due to the usage of the distorted data, i.e., ∆, and obtain a set of optimal distortion
designs and corresponding optimal values of MI. We then randomly perturb the true occu-
pancy data using the different distortion designs, and infer location traces from the perturbed
occupancy data. Monte Carlo (MC) simulations are carried out to assess results under the
random distortion design. The inference accuracy is defined to be the ratio between the
counts of correct location predictions over the total time steps. Figure 3.16 demonstrates
the monotonically increasing relationship between adversarial location inference accuracy
and MI, which justifies the usage of MI as a measure of privacy loss. When the adver-
sary has perfect occupancy data, individual location traces can be inferred with accuracy
of 96.81%. On the contrary, when the MI approaches zero, the adversary tends to estimate
the location of each user to be constantly outside of the building, which is the best estimate
the adversary can generate based on the uninformative occupancy data since people spend
most of their time in a day outside. In this case, the inference accuracy is 77% but the
adversary actually has no knowledge about users’ movement. This serves as a baseline of
the adversarial location inference performance.

Results: optimal utility-privacy tradeoff

Figure 3.17 shows the variation of privacy loss and controller performance loss with respect to
different choices of ∆, which is the theoretical guarantee on controller performance loss. It is
evident that privacy loss and control performance loss exhibit opposite trends as ∆ changes.
The privacy loss, measured by MI, monotonically decreases as ∆ gets larger. This is the
manifestation of the intrinsic utility-privacy trade-off embedded in the main optimization
problem (3.4.30). As the performance constraint ∆ is more relaxed, a smaller value of MI
can be attained and thus privacy can be better preserved. The actual performance loss,
measured by the HVAC control cost difference (between using distorted and true data)
averaged across different MPC iterations and difference zones, generally increases with ∆
and is upper bounded by ∆. This indicates that the theoretical constraint on controller
performance loss in our framework is effective and can actually provide a guarantee on
the actual controller performance. We can see that the bound is far from tight, since the
framework enforces the constraints on the controller performance for every possible true

http://ruoxijia.github.io/4_code
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Figure 3.16: The adversary location inference accuracy increases as MI increases. The black
line and the band around it show the mean and standard deviation of inference accuracy
across ten MC simulations, respectively. The black square shows the location inference
accuracy if the adversary sees true occupancy data. The black triangle gives the accuracy
when the adversary outputs a constant location estimate.

occupancy value to ensure the robustness while in practice the occupancy distribution is
very spiked about the mean occupancy.

Figure 3.18 visualizes the distortion mechanism obtained by solving the MI under different
choices of the tolerance on the control performance loss ∆. It can be clearly seen that the
mechanism creates a higher level of distortion as ∆ increases. When ∆ is small, the resulting
distortion matrix assigns most probability mass on the diagonal, i.e., the occupancy is very
likely to keep unperturbed. As ∆ gets larger, the distortion mechanism tends to have the
same rows, in which case the distribution of distorted occupancy data is invariant under the
change of true occupancy and MI between true occupancy and perturbed occupancy, i.e.,
the privacy loss, tends to be zero. We also plot the temperature evolution under different
distortion levels. Since we enforce a hard constraint on temperature, we can see that the
zone temperature stays within the comfort zone for all ∆’s. However, larger ∆ would lead
to a larger deviation from the temperature controlled using the true occupancy.
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Figure 3.17: The changes of MI and actual control cost difference between using true and
perturbed occupancy as the theoretical control cost difference changes. The blue dot line
and errorbar demonstrate the mean and standard deviation of actual control cost difference
across ten MC simulations, respectively.

Comparison with other methods

We compare the performance of the HVAC controller using our optimally perturbed data
against using unperturbed occupancy data, fixed occupancy schedule as well as randomly
perturbed data by other distortion methods. In Figure 3.4.3 we plot the privacy loss and
control cost for controllers that use the various forms of occupancy data. Fixed occupancy
schedule (assuming maximum occupancy during working hours and zero otherwise) exposes
zero information about individual location traces, but cannot adapt to occupancy variations
and thus incurs considerable control cost. The controller based on clean occupancy data is
most cost-effective but discloses maximum private information. One of the random distor-
tion method to be compared is uniform distortion scheme in which the true occupancy is
perturbed to some value between zero to maximum occupancy with equal probability. We
carry out 10 MC simulations to obtain the control cost incurred under this random per-
turbation scheme. It can be seen that the uniform distortion scheme protects the private
information with compromised controller performance.

A natural question arising is if the current occupancy sensing systems provide intrinsic
privacy-preserving features as there always exists occupancy estimation errors. Can we
use a cheaper and inaccurate occupancy sensor to acqiure privacy? As is suggested by
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Figure 3.18: Illustration of distortion matrix P (V |Y ) under different controller performance
guarantees. The row index corresponds to the value of Y , while colomn index corresponds
to V . The zone temperature traces resulted from the controllers using occupancy data that
is randomly distorted by different distortion matrices are also shown.

the occupancy sensing results in [Jin+15], the estimation noise of a real occupancy sensing
system can be modeled by a multinomial distribution which has most probability mass at
zero. Inspired by this, we use the following multinomial distortion schemes to imitate a real
occupancy sensing system with disparate accuracies acc,

P (V n|Y n = y) =


acc, V = y
1−acc

2
, V =y−1 or y+1 if y 6=0

1−acc
2
, V =1 or 2, if y=0

(3.4.31)

Again, MC simulations are performed to evaluate the control performance under this ran-
dom perturbation, and the results are shown in Figure 3.4.3. It can be seen that when the
privacy loss is relatively large (or data is slightly distorted), the control cost of our optimal
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noising scheme and the multinomial noising scheme do not differ too much. This is because
at this level of privacy loss the two distortion schemes behave similarly, as shown in Fig-
ure 3.18, where the occupancy keeps untainted with high probability. But as the privacy loss
decreases, our optimal noising scheme’s intelligent noise placement begins to significantly im-
prove control performance. In addition, our optimal distortion Pareto dominates the other
schemes.

To investigate the scalability of our proposed scheme, we create synthetic data that
simulates location traces for 15 occupants based on the Augsburg dataset. We extract
the occupants’ movement profile, i.e., transition parameters, from the original dataset and
randomly assign the profiles to synthesized occupants. An occupant randomly chooses the
next location according to the movement profile. The privacy-utility curve evaluated on
this larger synthesized dataset is illustrated in Figure 3.4.3, which demonstrates that the
optimality of our distortion scheme is preserved when the experiment is scaled up. We
can see that the privacy loss of the controller using the unperturbed occupancy gets lower
when incorporating more occupants. Although privacy risks are lower as we scale up the
experiment since with more people sharing the space it will be more difficult to identify each
individuals, adding distortion to occupancy measurements can preserve the privacy even
further as shown in Figure 3.4.3.

Closing remarks on the optimal privacy-by-design example

In this section, we present a tractable framework to model the trade-off between privacy and
controller performance in a holistic manner. We take occupancy-based HVAC controller as
an example where the objective is to utilize occupancy data to enable smart controls over
the HVAC system while protect individual location information from being inferred from
the occupancy data. We use MI as the measure of privacy loss, and formulate the privacy-
utility trade-off by a convex optimization problem that minimizes the privacy loss subject to
a pre-specified controller performance constraint. By solving the optimization problem, we
can obtain a mechanism that injects optimal amount of noise to occupancy data to enhance
privacy with control performance guarantee. We verify our framework using real-world
occupancy data and simulated building dynamics. It is shown that our theoretical framework
is able to provide guidelines for practical privacy-enhanced occupancy-based HVAC system
design, and reaches a better balance of privacy and control performance compared with other
occupancy-based controllers.

3.5 Conclusion

In this chapter, we built on the ideas presented in Chapter 2. Namely, now that IoT sensors
allow the disaggregation and inference of so many facets of our previously unmeasured lives,
what are the privacy risks that arise? First, we presented different methods for quantifying
privacy. Then, we discussed different design paradigms by which privacy can be incorporated
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Figure 3.19: Comparison of the privacy-utility trade-off of controllers using different forms
of occupancy data, evaluated based on (a) real-world occupancy data and (b) synthesized
data.
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into our systems. Finally, we presented some of our work on implementing these design
paradigms in practice: when we quantify the level of privacy of an existing system, when
we vary design parameters to achieve a certain tradeoff between privacy and control, and
when we optimally design our noising schemes to maximize privacy while maintaining a
pre-specified level of control performance. This work lays the foundation for incorporating
privacy as a part of the design process, rather than a constraint added later in the pipeline.
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Chapter 4

The Value of Information, Data
Markets, and New Service Models in
Sample IoT Applications

The Internet of Things (IoT) is an ecosystem that thrives on the abundance of available
data: this information flows into analytics engines and estimation algorithms and forms the
knowledge base from which new incentives, mechanisms, and controllers are designed. We’ve
already discussed new estimation algorithms for IoT in Chapter 2, and also outlined methods
for the analysis of user privacy in Chapter 3. However, most of this work abstracts out the
preferences and behavior of the user. For example, when we considered privacy-by-design,
we ignored the question: ‘How much privacy do users want?’

Users are becoming increasingly privacy-aware and privacy-conscious. In this chapter,
we consider models for when users become more aware of the value of their data, and begin
to interact with the market for the data in a more strategic fashion. As users become more
strategic in their data-sharing behaviors, companies will have to adapt their incentives ac-
cordingly. In other words, once we acknowledge that our data comes from human sources,
we cannot treat them as independent and identically distributed samples from a distribu-
tion anymore; rather, their reported data is the result of a strategic consideration of what
maximizes their own benefit. This is discussed in detail in Section 4.1.

Additionally, the Internet of Things introduces novel means by which to influence our
systems. These means of influence often do not fall into the traditional analysis of control.
For example, when a governmental agency issues monetary rebates for eco-friendly appli-
ances, this is not obviously the input to a linear system. Rather, it is an action taken in
hopes of having a causal effect on the behaviors of users and the dynamics of the underlying
physical system. We refer to these actions as causal imputations. We present the problem
of optimal causal imputations and solve it in a few special cases in Section 4.2.

This work can be thought of as the dual to the current work on causal inference and
estimation: rather than fixing the causal actions and identifying the causal structure, we fix
the causal structure as known and find causal actions that influence the system in desirable
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directions for minimal cost.

4.1 Statistical estimation with strategic data sources

in competitive settings

In this section, we introduce a preliminary model for interactions in the data market. Recent
research has shown ways in which a data aggregator can design mechanisms for users to
ensure the quality of data, even in situations where the users are effort-averse (i.e. prefer to
submit lower-quality estimates) and the data aggregator cannot observe the effort exerted
by the users (i.e. the contract suffers from the principal-agent problem). However, we have
shown that these mechanisms often break down in more realistic models, where multiple data
aggregators are in competition. Under minor assumptions on the properties of the statistical
estimators in use by data aggregators, we show that there is either no Nash equilibrium, or
there is an infinite number of Nash equilibrium. In the latter case, there is a fundamental
ambiguity in who bears the burden of incentivizing different data sources. We are also able
to calculate the price of anarchy, which measures how much social welfare is lost between
the Nash equilibrium and the social optimum, i.e. between non-cooperative strategic play
and cooperation.

4.1.1 Introduction

The proliferation of smart sensors in recent years has introduced the possibility of accurately
detecting and estimating a large new class of phenomena that affect society. These sensors,
ranging from smart personal devices to more traditional purpose-built sensors, may be owned
by a multitude of sources, and can produce qualitatively different readings which can be
combined to make inferences about an event of interest.

In turn, this has led to the advent of crowd sensing, wherein a central data collector
accrues the measurements made by a multitude sources, using these data points to generate
a single cohesive estimate for some phenomena of interest to the data collector. However, the
quality of this central estimate, and thus its value to the data collector, depends fundamen-
tally on the ability, and moreover the willingness, of the data sources to produce accurate
readings which are relevant to the phenomena the data collector wishes to study.

Unfortunately, there may be instances where data sources have some aversion to providing
the data collector with the quality of estimates she desires. Take as an example, the case
where the sensor must exert significant resources to produce an accurate reading (e.g. time or
network bandwidth), or a situation where the source views the information she is sharing as
private, and has incentive to obfuscate the data she shares [Bak+04; DR14]. Consequently,
in order to ensure she consistently receives high quality measurements from the data sources,
the central data collector must design an incentive mechanism which:

1. allows her to metricize the quality of the reading each data source provides, and
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2. provides incentive for the data sources to produce readings which are considered ”high
quality” under this metric.

Given the wide range of applications and industries this problem affects, many different
compensation mechanisms have been proposed to promote the production of high qual-
ity readings from a collection of data sources. An overview of such mechanisms is given
in [Gao+15].

The contribution of this section can be seen as an extension of [Cai+15], in which the
authors design a general payment mechanism, by which a central data collector may induce
each data source in the marketplace to exert precisely the level of effort in collecting data
that the central data buyer desires. The goal of the data buyer in this case is to obtain
a high quality estimator for some phenomena using the readings from the data sources,
while reducing the payments needed to incentivize the necessary exertion of effort from the
sensors. Several other papers [Dob+16; Far+15] further investigate mechanisms of this sort,
proposing several extensions.

However, it has yet to be studied how such mechanisms perform in situations where more
than one central data buyer wishes to purchase readings from data sources in the marketplace.
A number of important questions arise when such data markets are considered. If the central
data buyers are competing companies, will they permit data sources to also sell information
to their competitors? If the data buyers do purchase readings from the same set of data
sources, who will foot the bill to incentivize the effort the data sources exert? Will the data
buyers who provide larger payments to the data sources be compensated with higher quality
readings than their competitors?

Most significantly, this section demonstrates that if all the data buyers design compensa-
tion schemes as proposed in [Cai+15], each of the data buyers will receive the same quality
of reading from a particular data source, regardless of how much each data buyer personally
compensates the data source for her effort. This leads to conflicting objectives for each of
the data buyers on several fronts. If a data buyer wishes to induce a data source to exert a
high level of effort, she must reconcile the fact that her competitors will also receive a high
quality reading from this data source. Even in the case where the data buyers care little
about the success of the other buyers in the marketplace, each data buyer still wants to
incentivize the data sources to produce high quality readings, but wants to force the other
data buyers to offer the lion’s share of the necessary compensation.

In this section, we analyze the competitive outcomes that arise in such a marketplace by
formulating a game between the buyers wherein they

1. compete by designing pricing mechanisms to affect the behavior of the data sources,
and

2. design these mechanisms so as meet the personal objectives enumerated above.

We derive conditions for the existence of Nash Equilibria in this game when a particular
form is assumed, and analyze the efficiency and equity of these outcomes. We demonstrate
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through both analytical and numerical exercises that the outcomes of these games are often
highly inefficient from a social standpoint, which motivates future work to design incentive
mechanisms which more effectively handle competition between data buyers.

The rest of this section proceeds as follows. In Section 4.1.2, we lay out explicit math-
ematical structures for the data markets, strategic data sources, strategic data buyers, and
the class of contracts we will consider between the sources and buyers. In Section 4.1.3, we
analyze the game that forms between the buyers in the data market, and demonstrate that
the outcome of this game is in many cases socially inefficient, and often times. Section 4.1.4
provides a numerical example which highlights the issues presented in Section 4.1.3. And
finally, Section 4.1.5 prescribes an agenda for future work, with the aim of developing more
refined incentive mechanism which do not suffer from the same shortcomings in the compet-
itive setting.

4.1.2 Mathematical formulation

In this section we formulate our model for data markets. We first present our model for strate-
gic data sources, and then strategic buyers who issue incentives to strategic data sources.
Based on recent research [Cai+15], we use incentives with a particular payment structure.
Then, we define our overall game, as well as a generalized Nash equilibrium for this game.

Data market

At a high level, a data market consists of a set S = {1, ..., N} of strategic data sources, and
a set B = {1, ...,M} of strategic data buyers. Each data source i is equipped to generate an
estimate of the function f : D → R at some data point xi ∈ D, and each data buyer j ∈ B
wishes to use these readings to generate a personal estimator of f , which we will denote f̂ j.
Each buyer bj is willing to form a contract with each data source i ∈ S, which monetarily
compensates i for the readings she produces, and we assume it is under the purview of j to
define the structure of this contract.

One may think of D as a set of features or events the data buyers are capable of observing,
in order to make a prediction about some phenomena. The value returned by the mapping
f encapsulates the relationship between the observable features and the outcome of interest.
We further assume that each of the data sources and buyers acts strategically ; that is,
each of these agents acts to maximize some expected personal return from her transactions
in this marketplace. The following two subsections of the document provide an explicit
mathematical formulation describing the behavior of the data sources and data buyers. The
basis for these definitions comes directly from [Cai+15].

Strategic data sources

In this subsection, we define our model for strategic data sources. Intuitively, data sources
provide data samples (x, y) whose variance depends on their effort. Thus, the more effort
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exerted, the better the statistical estimation for any data buyer who receives the data.
Additionally, we assume the data sources are effort-averse, i.e. all else equal, they prefer to
exert minimal effort. Furthermore, the buyer has no direct way to verify the amount of effort
exerted by the data source. Thus, we have an issue commonly referred to as moral hazard.

More formally, all data sources share some function f : D → R, where f is the function
which data buyers wish to estimate. One may think of D as a set of features or events the
data buyers are capable of observing, in order to make a prediction about some phenomena.
The value returned by the mapping f encapsulates the relationship between the observable
features and the outcome of interest.

Each data source i has their own feature xi ∈ D and their own cost-of-effort function
σ2
i : R → R+. When data source i exerts effort ei ∈ R, they produce an estimate of the

form:
yi(ei) = f(xi) + εi(ei) εi(ei) ∼ N(0, σ2

i (ei))

Both xi and σ2
i are common knowledge, but the effort ei is private, as well as the the value

yi(ei) produced. We shall design contracts such that the data source i is incentivized to exert
the ‘correct’ amount of effort (to be defined), and report yi truthfully.

Data source i will receive a payment from each buyer for their data. For buyer j, let this
payment, potentially random, be denoted pji . We assume that the data source has a utility
function of the following form, should they opt-in:

E

(∑
j∈B

pji

)
− ei (4.1.1)

If they opt-out, they will receive utility 0.
Note that this assumes that the data sources are risk-neutral, effort-averse, and must

opt-in ex ante. Additionally, we assume the effort ei can be normalized to be comparable to
the payments.

Throughout the rest of this section, we shall often omit the argument ei when context
makes it evident.

Strategic data buyers

A strategic data buyer j ∈ B is an agent who wishes to construct the best estimator f̂ j for a
function f . She optimizes a loss function across a class of estimators, which the data buyer is
free to select. In general, different buyers need not fit models of the same type; for example,
one data buyer may choose to generate her estimator via linear regression, while another data
buyer constructs his estimator by fitting the data to a polynomial model of higher degree.
Differences in the type of estimator data buyers use may be used to encapsulate competitive
advantages one data buyer has over another. For a more thorough review of the technical
requirements of these estimators, see [Cai+15].

Additionally, each data buyer j has a distribution Fj across D, which denotes how much
they value an accurate estimate at various points in D.



CHAPTER 4. THE VALUE OF INFORMATION, DATA MARKETS, AND NEW
SERVICE MODELS IN SAMPLE IOT APPLICATIONS 105

In particular, let f̂ j
(~x, ~yj)

denote the estimator that buyer j constructs, based on the

location of the data sources, ~x, and the reports she receives from the data sources, ~yj. (Here,

~x = (x1, . . . , xN) and similarly ~yj is the vector of y values reported to buyer j.)
Beyond any intrinsic utility buyer j experiences from increasing the quality of her esti-

mator, j also wishes to construct an estimator that is better than the estimator constructed
by her competitors, the other members of B.

Each data buyer j commits to a payment function pji to each data source i ∈ S, where
pji : DN ×RN → R may depend not only on the reading reported by data source i, but also
the readings reported by the other members of S, with consideration given to the location
of the data sources. In particular, buyer j constructs her various contracts with the data
sources so as to minimize:

J j(~pj, ~p−j) = E

[(
f̂ j
~x, ~yj

(x∗)− f(x∗)
)2

−
∑
k∈−j

δjk

(
f̂k
~x, ~yk

(x∗)− f(x∗)
)2

+ ηj
∑
i∈S

pji (~x,
~yj)

]
(4.1.2)

The expectation in (4.1.2) is taken across x∗ ∼ Fj as well as the randomness in the reported

data ~yk for k ∈ B. (Recall that Fj weighs the importance data buyer j places on an
an accurate estimator about different points x∗ ∈ D.) Here, as per typical game theory
notation, we will let −i denote S \ {i} and −j denote B \ {j}, and when −i or −j is used

as a subscript, this denotes everyone else’s variables, e.g. ~p−j denotes the vector of payment
plans of all the data buyers that are not j.

Here, δjk ∈ [0, 1] parameterizes the level of competition between buyers j and k, and we
assume this competition is symmetric so δjk = δkj . When δjk = 0, j is indifferent to the success
of k, and competes with k only insofar as trying to determine who will pay to incentive the
data sources. Meanwhile, δjk = 1 denotes a situation akin to a zero-sum game between data
buyers j and k.

The parameter ηj > 0 denotes a conversion between dollar amounts allocated by the
payment functions and the utility generated by the quality of the various estimators that
are constructed.

In order for the objective expressed in (4.1.2) to be well defined, we assume that buyer
j chooses to construct an estimator for which there exists a function gj such that, for all

distributions F j over D, ~x, and ~σ2 ∈ RN :

gj(~x, Fj, ~σ2) = E
[(
f̂ j
~x, ~yj

(x∗)− f(x∗)
)2
]

(4.1.3)

Here the ~yj have variance ~σ2.
Finally, we assume that buyer j has knowledge of what class of estimator each of the

other data buyers plans to use.1

1This is a heavy-handed assumption, given that competing data buyers are unlikely to inform their



CHAPTER 4. THE VALUE OF INFORMATION, DATA MARKETS, AND NEW
SERVICE MODELS IN SAMPLE IOT APPLICATIONS 106

The data buyers are interested in offering payment contracts to data sources. These
contracts must be designed such that, for each data source i, when i selects her effort ei to
maximize to (4.1.1), given the payment contracts from all of the other data buyers:

E

[∑
j∈B

pji (
~yj(ei))

]
− ei ≥ 0 (4.1.4)

E
[
pji (

~yj(ei))
]
≥ 0 (4.1.5)

Note that (4.1.4) is an ex-ante constraint for data source i that i receives non-negative payoff
in expectation. This depends on the payments of the other data buyers. The second is an
ex-ante constraint that data source i never opts into any contract with negative payments.

We model the resulting competition between the data buyers, subject to these coupled
constraints, as a generalized Nash equilibrium problem (GNEP) [Dor+13].

Definition 15. Each player j from a finite set of players B aims to solve an optimization
problem given by:

BR(p−j) = arg min
pj
{J j(pj, p−j)|pj ∈Mj(p−j)} (4.1.6)

Mj(p−j) is called the feasible set for player j, which depends on the actions taken by the
other players −j. A vector p = (p1, p2, . . . pM) is called a (generalized) Nash equilibrium
(GNE) if pj = BR(p−j) for all j ∈ B, i.e. the pj are simultaneously solutions to each players
optimization (4.1.6).

Having laid out the general formulation for this problem, in the final portion of this
section we lay out the form of the payment contracts that we consider between the buyers
and sellers.

Structure of payment contracts

In [Cai+15] the particular case where |B| = 1 is analyzed, and no competition between
buyers of data must be considered. Their work considers payment plans from the single
buyer to each data source i of the form:

pi(~x, ~y) = ci − di
(
yi − f̂(~x, ~yj)−i

(xi)
)2

, (4.1.7)

where f̂(~x,~y)−i
(xi), is the optimal estimate for f(xi) that the data buyer can construct from

the readings reported by the data sources other than source i, and ci ≥ 0, di ≥ 0 are scalars
to be chosen strategically by the buyer. The authors of [Cai+15] demonstrate an algorithm
for selecting ci and di which allows the buyer to:

competitors how they intend to process the data supplied by the sources. However, this is keeping with
the goal of the section, as we shall demonstrate that even when there is complete information between the
buyers, inefficiencies still arise in the data market.
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1. precisely incentive data source i to exert any level of effort ēi that the buyer desires
(the authors can make ēi a dominant strategy for data source i), and

2. precisely compensate data source i for her effort (Epi(yi(ēi), ~y−i(~̄e−i)) = ei, making the
contract tightly satisfy individual rationality constraints).

Our goal is to study how pricing schemes of this form perform in the more general case
where |B| > 1, and competition between multiple data buyers becomes a critical consid-
eration. In particular, we assume the following form for each of the incentive mechanisms
offered in the data market.

Assumption 12. Consider a data buyer j and data source i. It is assumed that j offers i
a payment function of the form

pji (~x, ~y) = cji − d
j
i

(
yi − f̂ j(~x,~y)−i

(xi)
)2

, (4.1.8)

in exchange for knowledge of yi,where cji , d
j
i ≥ 0 are parameters that the buyer j is free to

choose.

Note that these payments do not directly depend on the level of effort that any of the
data sources exert, since the data buyers do not have a means to directly observe these
values. The payments only depend on the data reported to them, and can be calculated by
data buyers. Having defined the necessary structures for the data markets we wish to study,
we are now ready to study the competitive equilibria that arise in these marketplaces.

First, we note that for any data source i, due to the form of the payment contract, they
will report the same value to all data buyers.

Proposition 16. Fix any data source i. Pick any vector of variances ~σ2 (one variance for

each data buyer), and let e = max {ẽ : σ2
i (ẽ) = ( ~σ2)j}, i.e. e is the minimum amount of

effort for data source i to generate measurements of variance ~σ2. Then, data source i has
higher payoff, defined by (4.1.1), by choosing variances σ2

i (e) for all j, than the payoff earned

from providing each buyer j with data of variance ( ~σ2)j.

In other words, since the payment contract from each data buyer j is increasing (in
expectation) with respect to effort, data source i will never have incentive to ‘add noise’ to a
measurement once the effort has been exerted. Note this arises due to a fundamental quirk
of the nature of data: once the data has been harvested, it is infinitely reproducible with
negligible cost. Thus, for the rest of this section, we shall write ~y to denote the measurement
reported to all data sources j.

4.1.3 Results

In this section, we analyze the behavior we can expect from each of the agents in the market
place, by considering the game that forms between the members of B as they select the
parameters in the contracts they offer to the data sources.
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Adopting standard game-theoretic short-hand notion, we denote the set of pricing pa-
rameters buyer k selects by (ck, dk) , and we denote the choice of the pricing parameters
of the other members of B by (c−k, d−k). From now on, we use the index k to single out a
specific buyer, the index q to single out a data source, the index j to sum over a collection
of buyers, and the index i (and sometimes l) to sum over a collection of sources.

We begin our analysis by determining under what conditions the data sources will accept
the collection of contracts offered to them by the data buyers. Recall that data source q
will accept all of the contracts offered by the data sources if and only if the ex-ante total
payments are non-negative (4.1.4) and each data buyer’s payment is non-negative ex-ante
(4.1.5).

Let δx denote the probability measure that puts mass 1 at point x. Then, we may simplify
(4.1.4) for a fixed q by noting that:

E

[∑
j∈B

pjq(~x, ~y)

]
=
∑
j∈B

cjq − E
∑
j∈B

djq

(
yq − f̂ j~x−q ,~y−q

(xq)
)2

=

∑
j∈B

cjq −
∑
j∈B

djq

(
σ2
q (eq) + gj(x̄−q, δxq ,

~σ2−q)
)

Then, (4.1.4) holds if and only if:∑
j∈B

cjq −
∑
j∈B

djq

(
σ2
q (eq) + gj(x̄−q, δxq ,

~σ2−q)
)
≥ eq (4.1.9)

Similarly, (4.1.5) holds if and only if:

cjq ≥ djq

(
σ2
q (eq) + gj(x̄−q, δxq ,

~σ2−q)
)

(4.1.10)

As our goal is to find situations where the buyers receive data from each of the data
sources, we shall include equations (4.1.9) and (4.1.10) as constraints in the game between
data buyers. Indeed, given a choice of (c−k, d−k), the objective of buyer k is to optimize the
following problem:

min
ck,dk

Jk((ck, dk), (c−k, d−k)) (4.1.11)

subject to E
[∑

j∈B p
j
i (~x, ~y(~e∗))

]
− e∗i ≥ 0 for all i ∈ S (4.1.12)

e∗i = arg maxei E
[∑

j∈B p
j
i (~x, ~y(~e∗))

]
− ei for all i ∈ S (4.1.13)

E
[
pki (~x, ~y(~e))

]
≥ 0 for all i ∈ S (4.1.14)

cki ≥ 0, dki ≥ 0 for all i ∈ S (4.1.15)

Recall that Jk was defined in (4.1.2). Note that [Cai+15] showed that the payments induce
dominant strategies, so (4.1.13) is an optimization that does not depend on e−i.
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In general, this may be a computationally difficult problem for bk to solve. For illustrative
purposes, for the rest of this section, we will assume specific forms for the estimators the
buyers employ and the σ functions which define the data sources. We first assume:

Assumption 13. For each data source i, σi(ei) is characterized by the the constant αi > 0
and of the form:

σi(ei) = exp(−αiei) (4.1.16)

Note that this implies that σ is convex, strictly decreasing and always positive, which
are all desirable properties in our context. Furthermore, note that this is the form of the
standard deviation, not the variance.

We next determine the level of effort data sources will exert given the pricing parameters
set by the data buyers. Fix a data source q and taking the derivative of (4.1.1) with respect
to eq, we obtain:

−2

(∑
j∈B

djq

)
σi(eq)

d

deq
σq(eq)− 1 = 2

(∑
j∈B

djq

)
αq exp(−2αqeq)− 1

Setting this derivative equal to 0 yields:

e∗q =
ln
(

2
(∑

j∈B d
j
q

)
αq

)
2αq

(4.1.17)

This is the optimum effort selection for data source q. We can also compute how this optimal
point varies with dji :

∂

∂djq
e∗q =

1

2
(∑

j∈B d
j
q

)
αq

Also we can easily calculate the optimum variance:

σ2
q (e
∗
q) =

1

2
(∑

j∈B d
j
q

)
αq

(4.1.18)

Assumption 14. (Separable estimators) For each buyer k ∈ B, the estimator for f that
buyer k employs, f̂k, is separable. In other words, there exists a function hk such that:

gk(~x, F, ~σ2) =
∑
i∈S

hk(xi, ~x, F )σ2
i

Furthermore, we assume that h ≥ 0.
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Note that linear regression, polynomial regression and finite-kernel regression all produce
separable estimators. Applying Assumption 14 for the estimators, we may rewrite the loss
function for buyer k as:

Jk((ck, dk), (c−k, d−k)) =
∑
i∈S

hk(xi, ~x, Fk)σ
2
i (e
∗
i )−

∑
j∈−k

δkj
∑
i∈S

hj(xi, ~x, Fj)σ
2
i (e
∗
i )+

ηk
∑
i∈S

(
cki − dki

[
σ2
i (e
∗
i ) +

∑
l∈−i

hk(xl, ~x−i, δxi)σ
2
l (e
∗
l )

])
Recall that each xi is fixed and common knowledge; thus, we can replace each of the above
evaluations of the h functions with constants. Define βji = hj(xi, ~x, Fj), ξ

j
i,l = hj(xl, ~x−i, δxi)

for i 6= l and ξji,i = 1. Note that ξ ≥ 0. Then, this becomes:

Jk((ck, dk), (c−k, d−k)) =

∑
i∈S

βki σ
2
i (e
∗
i )−

∑
j∈−k

δkj
∑
i∈S

βji σ
2
i (e
∗
i ) + ηk

∑
i∈S

(
cki − dki

[
σ2
i (e
∗
i ) +

∑
l∈−i

ξki,lσ
2
l (e
∗
l )

])
=

∑
i∈S

(
βki −

∑
j∈−k

δkj β
j
i

)
σ2
i (e
∗
i ) + ηk

∑
i∈S

(
cki − dki

[
σ2
i (e
∗
i ) +

∑
l∈−i

ξki,lσ
2
l (e
∗
l )

])
In efforts towards succinctness, let γki = βki −

∑
j∈−k δ

k
j β

j
i . We will now plug in the expression

for σ2
i (e
∗
i ) in (4.1.18), yielding:

Jk((ck, dk), (c−k, d−k)) =
∑
i∈S

γki σ
2
i (e
∗
i ) + ηk

∑
i∈S

(
cki − dki

[
σ2
i (e
∗
i ) +

∑
l∈−i

ξki,lσ
2
l (e
∗
l )

])
=

∑
i∈S

γki

2
(∑

j∈B d
j
i

)
αi

+ ηk
∑
i∈S

cki − dki
 1

2
(∑

j∈B d
j
i

)
αi

+
∑
l∈−i

ξki,l

2
(∑

j∈B d
j
l

)
αl

 =

∑
i∈S

γki

2
(∑

j∈B d
j
i

)
αi

+ ηk
∑
i∈S

cki − dki
∑
l∈S

ξki,l

2
(∑

j∈B d
j
l

)
αl


(Note here we joyfully take advantage of our convention that ξki,i = 1.)

Finally, similar reasoning lets us write for any data source q and data buyer k:

E
[
pkq(~x, ~y)

]
= ckq − dkq

(
σ2
q (eq) + gk(x̄−q, δxq ,

~σ2−q)
)

=

ckq − dkq

(
σ2
q (eq) +

∑
i∈−q

hk(xi, ~x−q, δxi)σ
2
i (ei)

)
= ckq − dkq

(∑
i∈S

ξkq,iσ
2
i (ei)

)
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At optimum effort levels, this becomes:

E
[
pkq(~x, ~y)

]
= ckq − dkq

(∑
i∈S

ξkq,iσ
2
i (e
∗
i )

)
= ckq − dkq

∑
i∈S

ξkq,i

2
(∑

j∈B d
j
i

)
αi


Also using the expression for e∗i given in (4.1.17), buyer k has the following optimization

problem:

min
ck,dk

∑
i∈S

γki
2dtotali αi

+ ηk
∑

i∈S

(
cki − dki

[∑
l∈S

ξki,l
2dtotall αl

])
(4.1.19)

subject to
∑

j∈B

[
cji − d

j
i

(∑
l∈S

ξji,l
2dtotall αl

)]
− ln(2dtotali αi)

2αi
≥ 0 (4.1.20)

cki − dki
(∑

l∈S
ξki,l

2dtotall αl

)
≥ 0 (4.1.21)

dtotali =
∑

j∈B d
j
i (4.1.22)

cki ≥ 0, dki ≥ 0 (4.1.23)

Every constraint above holds for all i ∈ S. Here, (4.1.22) is a definitional, rather than
binding, constraint. Also, note that without loss of generality, we can take ηk = 1, by
normalizing the γki accordingly. Additionally, we can remove the constraint cki ≥ 0, as it is

redundant in light of the constraint cki − dki
(∑

l∈S
ξki,l

2dtotall αl

)
≥ 0, since ξ ≥ 0 and d ≥ 0.

This leads to the following result.

Theorem 6. Consider the game where each buyer’s objective is to solve the optimization in
(4.1.19), and assume γji ≥ 0 for all i ∈ S, j ∈ B. Then there are either an infinite number
of generalized Nash equilibria, or there is no generalized Nash equilibrium.

Furthermore, in the case where there are an infinite number of generalized Nash equilibria,
there is a unique collection of d parameters, in the sense that if (~c, ~d) and (~c′, ~d′) are both

generalized Nash equilibria, then ~d = ~d′. Additionally, the c parameters lie in the convex
polytope defined by the following constraints:

∑
j∈B

cji =
∑
j∈B

dji

(∑
l∈S

ξji,l
2dtotall αl

)
+

ln
(
2dtotali αi

)
2αi

cki ≥ dki

(∑
l∈S

ξki,l
2dtotall αl

)
The effort exerted by each data source is the same in each generalized Nash equilibrium.

Before proving this theorem, we discuss the assumption that γji ≥ 0. This implies that, for
each data buyer, the penalty for other data buyer’s successful estimation does not outweigh
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the benefit of having a good estimator. This assumption means that no data buyer will have
incentive to drive the variance of one data source up towards infinity.

We prove the following useful lemma, and then prove our theorem.

Lemma 4. Suppose (~c, ~d) is a GNE for the game defined by (4.1.19). The following equality
holds for all i and k:

cki =
∑
j∈B

dji

(∑
l∈S

ξji,l
2dtotall αl

)
+

ln
(
2dtotali αi

)
2αi

−
∑
j∈−k

cji

In other words, (4.1.20) is always tight in equilibrium.

Proof. To prove this, note that, by the cost function of buyer k, cki will always be chosen
such that at least one of (4.1.20) and (4.1.21) is tight. Suppose (4.1.21) is exclusively active,
i.e.

cki − dki

(∑
l∈S

ξki,l
2dtotall αl

)
= 0

cki >
∑
j∈B

dji

(∑
l∈S

ξji,l
2dtotall αl

)
+

ln
(
2dtotali αi

)
2αi

−
∑
j∈−k

cji (4.1.24)

Note that (4.1.24) is the same constraint for every data buyer. In other words, if it is loose
for k, it is loose for all other j. Thus, some other buyer j can reduce their cji and lower their

cost, and thus (~c, ~d) cannot be an equilibrium.
This argument does fall apart in one situation, however. No buyer can reduce their cost

just by modifying c if (4.1.21) is tight for all buyers k, i.e. for all k:

cki − dki

(∑
l∈S

ξki,l
2dtotall αl

)
= 0

In this case, (4.1.20), which we assumed held loosely, becomes 2dtotali αi < 1. Let buyer k
increase dki such that 2dtotali αi = 1, and then choose a new ck such that (4.1.21) holds tightly,

i.e. ck = dki

(∑
l∈S

ξki,l
2dtotall αl

)
. Note that this decreases their cost:

∑
i∈S

γki
2dtotali αi

>
∑
i∈S

γki

(This uses the fact that, since (4.1.21) holds for all buyers j, the second term disappears.)
Additionally, all the constraints of the original optimization are still satisfied, so (cki , d

k
i ) was

not an optimizer for buyer k.
This concludes our proof.
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Proof. (Theorem 6) We invoke Lemma 4 and substitute this into the objective function,
(4.1.19), for buyer k. This yields:

min
ck,dk

∑
i∈S

(
γki

2dtotali αi
+
∑

j∈−k

(
dji

(∑
l∈S

ξji,l
2dtotall αl

)
− cji

)
+

ln(2dtotali αi)
2αi

)
subject to cki − dki

(∑
l∈S

ξki,l
2dtotall αl

)
≥ 0

dtotali =
∑

j∈B d
j
i

dki ≥ 0

We quickly manipulate the cost function a little to a more desirable form:

∑
i∈S

(
γki

2dtotali αi
+
∑
j∈−k

(
dji

(∑
l∈S

ξji,l
2dtotall αl

)
− cji

)
+

ln
(
2dtotali αi

)
2αi

)
=

∑
i∈S

(
γki

2dtotali αi
+

ln
(
2dtotali αi

)
2αi

)
+
∑
i∈S

∑
j∈−k

∑
l∈S

djiξ
j
i,l

2dtotall αl
−
∑
i∈S

∑
j∈−k

cji =

∑
i∈S

(
γki

2dtotali αi
+

ln
(
2dtotali αi

)
2αi

)
+
∑
i∈S

∑
j∈−k

∑
l∈S

djl ξ
j
l,i

2dtotali αi
−
∑
i∈S

∑
j∈−k

cji =

∑
i∈S

(
γki

2dtotali αi
+
∑
j∈−k

(∑
l∈S

djl ξ
j
l,i

2dtotali αi
− cji

)
+

ln
(
2dtotali αi

)
2αi

)
Note the index swap on the ξ terms in the second equality. Then define:

Jki (dki , c
−k, d−k) =

γki
2dtotali αi

+
∑
j∈−k

(∑
l∈S

djl ξ
j
l,i

2dtotali αi
− cji

)
+

ln
(
2dtotali αi

)
2αi

=

γki +
∑

j∈−k
∑

l∈S d
j
l ξ
j
l,i

2dtotali αi
−
∑
j∈−k

cji +
ln
(
2dtotali αi

)
2αi

Thus, the overall optimization can again be re-written:

min
ck,dk

∑
i∈S J

k
i (dki , c

−k, d−k)

subject to cki − dki
(∑

l∈S
ξki,l

2dtotall αl

)
≥ 0

dtotali =
∑

j∈B d
j
i

dki ≥ 0
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We differentiate the cost with respect to dkq :

∂

∂dkq

∑
i∈S

Jki (dki , c
−k, d−k) =

∂

∂dkq
Jkq (dkq , c

−k, d−k) = −
γkq +

∑
j∈−k

∑
l∈S d

j
l ξ
j
l,q

2(dtotalq )2αq
+

1

2dtotalq αq
=

−γkq −
∑

j∈−k
∑

l∈S d
j
l ξ
j
l,q + dtotalq

2(dtotalq )2αq
=
−γkq −

∑
j∈−k

∑
l∈−q d

j
l ξ
j
l,q + dkq

2(dtotalq )2αq

Note that we use the fact that ξjq,q = 1 for all j. It is easy to see that:

∂

∂dkq
Jkq (dkq , c

−k, d−k)


< 0 if 0 ≤ dkq < γkq +

∑
j∈−k

∑
l∈−q d

j
l ξ
j
l,q

= 0 if dkq = γkq +
∑

j∈−k
∑

l∈−q d
j
l ξ
j
l,q

> 0 if dkq > γkq +
∑

j∈−k
∑

l∈−q d
j
l ξ
j
l,q

Thus, the maximizing dkq is given by:

dkq = γkq +
∑
j∈−k

∑
l∈−q

djl ξ
j
l,q (4.1.25)

Performing this analysis for all combinations of q ∈ S and k ∈ B yields a system of M ×N
equations with M ×N unknowns, of the form (4.1.25).

As we have before, let ~d denote a column vector with entries dji for each i ∈ S and j ∈ B.
Similarly, let ~γ denote a column vector containing all the terms of the form γji . Then, we
may represent this system of equations with the following matrix equation:

~d = A~d+ ~γ (4.1.26)

Here, A is a non-negative matrix whose entries are the values of the various ξ parameters at
the appropriate places, such that (4.1.26) expresses the set of equality constraints defined by
(4.1.25) for all q ∈ S and k ∈ B. To find an GNE of this game, it suffices to find a solution
to (4.1.26) such that dji ≥ 0 for all i and j.

Systems of equations of this form are well studied in the economics literature, as they are
of the form specified by the celebrated Leontief input-output model. It has been shown that
such systems of equations have a non-negative solution if and only if ρ(A) < 1, where ρ(A)
is the spectral radius of A [Sta+06]. Moreover, if such a solution exists, it must be unique.

Thus, if ρ(A) < 1, inversion of this A matrix yields the equilibrium ~d, and, by Lemma 4,
we can pick any ~c that satisfies:

∑
j∈−B

cji =
∑
j∈B

dji

(∑
l∈S

ξji,l
2dtotall αl

)
+

ln
(
2dtotali αi

)
2αi

cki ≥ dki

(∑
l∈S

ξki,l
2dtotall αl

)



CHAPTER 4. THE VALUE OF INFORMATION, DATA MARKETS, AND NEW
SERVICE MODELS IN SAMPLE IOT APPLICATIONS 115

If ρ(A) ≥ 1, there will not exist a non-negative solution and there is no point (~c, ~d) that

simultaneously optimizes (4.1.19) for all k. It follows that there is either a unique ~d that
will constitute a Nash solution for the game, which produces a convex polytope of potential
GNE, or there this no solution to the game, as desired.

It is interesting to note that the existence of GNE depends solely on the value of the ξ
parameters; it does not depend on the magnitude of the γ parameters. This implies that the
existence or non-existence of GNE in this game is simply an artifact of the incentive mecha-
nisms we have chosen to analyze, and does not depend on whether or not there are solutions
that are beneficial to all parties involved. Note that we chose this incentive mechanism based
on several desirable properties in the single-buyer case; whether or not there exist mecha-
nisms that extend to multi-buyer games in a fashion that provides good efficiency properties
is an open problem that we are currently investigating. In Section 4.1.4, we calculate the ξ
parameters for a specific example, and see how equilibrium solutions in these marketplaces
collapse as the characteristics are varied.

Additionally, note that, in the case where there is a continuum of GNE, the effort exerted
by data sources and ~d parameters are the same across all equilibria. The ambiguity arises in
the ~c parameters. In other words, the ambiguity arises in determining which data buyers will
pay to ensure that each data source’s total compensation covers the cost of their effort. In the
extreme case, it is possible for one firm to pay for the entirety of the expected compensation
offered to the data sources, while the the firms pay nothing on expectation. That is, for
some k ∈ B,

∑
i∈S p

k
i (~x, ~y) =

∑
i∈S e

∗
i , and for all j 6= k,

∑
i∈S p

j
i (~x, ~y) = 0. In Section 4.1.5

we discuss possible mechanisms to alleviate the disparity that may arise in these situations.
We next turn to analyzing the total utility experienced in the marketplace for a given

outcome of the game. We begin with the following definition.

Definition 16. (Ex-ante social loss of the data market) Suppose that ηj = 1 for all buyers
j. Let ~e be the vector denoting the level of effort the data sources exert. Then, we define
the ex-ante social loss the marketplace to be the sum of the utility functions of all the data
buyers and data sources:

L(~e) =
∑
j∈B

(
E

[(
f̂ j
~x, ~yj

(x∗)− f(x∗)
)2

−
∑
k∈−j

δjk

(
f̂k
~x, ~yk

(x∗)− f(x∗)
)2
])

+
∑
i∈S

ei

Note that this sum does not include any of the payments made in the marketplace, as
they are simply lossless transfers of wealth. We require the additional assumption that ηj = 1
for all buyers j to ensure that these transfers of wealth are lossless from a utility perspective,
i.e. the buyers and sources value the payment equally. This assumption allows us to isolate
the social loss due to the mechanism, and ignore any losses due to differential preferences in
payment currency.

Theorem 7. Suppose that Assumptions 13 and 14 hold. Further, assume that γji > 0, for
all i ∈ S and j ∈ B, and that ξji,l > 0 for some i, l ∈ S, j ∈ B. Finally, suppose GNE
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solutions exist for the game, and let ~e∗ denote the unique level of effort exerted by the data
sources across each of these GNE solutions, as stipulated by Theorem 6. Then, there exists
~̂e ∈ RN such that L

(
~̂e
)
< L

(
~e∗
)
. Furthermore, the socially optimal levels of effort, ~̂e, are

always less than the induced levels of effort at equilibrium ~e∗.

Proof. We begin by calculating solving for the value of ~̂e which minimizes the value of L
(
~̂e
)

.

Invoking Assumption 14 and our definition of γ, we may write:

L
(
~̂e
)

=
∑
i∈S

∑
j∈B

γji σ
2
i (êi) +

∑
i∈S

êi (4.1.27)

Taking the derivative with respect to êq and repeating our analysis with Assumption 13,
and setting the resulting equation to zero we obtain:

−2αq

(∑
j∈B

γjq

)
exp(−2αqêq) + 1 = 0

We can re-arrange this to yield:

êq =
ln(2αq

∑
j∈B γ

j
q)

2αq
(4.1.28)

Note, that L is strictly convex with respect to êq, so choosing the entries of ~̂e according

to equation (4.1.28) must produce the unique minimizer of L
(
~̂e
)

.

Next we compare this to the level of effort the sources produce in the GNE of the game
between the buyers. By (4.1.25), we obtain that in the GNE for all i ∈ S and k ∈ B:

dki = γki +
∑
j∈−k

∑
l∈−i

djl ξ
j
l,i ≥ γki > 0

Furthermore, since there exists at least one ξ > 0, we know that dkq > γkq for some data
source q and buyer k. It follows that, for this particular q:∑

j∈B
djq >

∑
j∈B

γjq

Thus, by (4.1.17), we see that

e∗q =
ln(2αq

∑
j∈B d

j
q)

2αq
>

ln(2αq
∑

j∈B γ
j
q)

2αq
= êq. (4.1.29)

Thus the theorem is proved, since it must be the case that L
(
~̂e
)
< L

(
~e∗
)

since we chose

~̂e to be the unique minimizer of L.
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Theorem 7 shows that there is always some social loss, ex-ante, from a Nash solution
compared to the social optimum. Furthermore, the proof provides a way to identify where
this loss is incurred, and how to calculate how much is lost. Note that the social welfare is
always lost because the effort induced in equilibrium is higher than is socially optimal. This
captures the intuition that each data buyer has a negative externality: they wish to improve
their estimates without considering how their improved estimates hurt other data buyers.

The proof itself also provides strong intuition on the ξ parameters between buyers.
Loosely speaking, these ξ parameters can be thought of as a measure of each buyer’s ‘mar-
ket power’, in the sense that it quantifies how much one buyer can influence the payment
contracts of other buyers in the data market to his advantage. As an extremal case, when
ξji,l = 0 for all i, l ∈ S and j ∈ B, there is no coupling between the payments the buyers
make, and the social optimum coincides with the Nash solution.

4.1.4 Example: Between two firms

In this section, we present an example which demonstrates how a data market may collapse
as the parameters of the system are varied. This example will also demonstrate how the
efficiency of the data market, in terms of the ex-ante social loss function L, changes as the
market approaches this collapse. In particular, we consider the case where there are two
data sources (s1 and s2) and two firms acting as data buyers (b1 and b2). Each of the data
sources is capable of estimating the function

f : [−1, 1]→ R. (4.1.30)

Let x1, x2 ∈ [−1, 1] denote the locations where s1 and s2 sample f , respectively. As-
sume that each of the data sources are as defined in Assumption 13, with the characteristic
parameters α1 = α2 = 1.

Next, we assume that each of the data buyers is performing linear regression on f , using
the samples reported by the data source. In this case [Cai+15]:

gj(~x, Fj, σ
2(~e)) = Ex∗∼Fj

[[
x∗

1

]T
(XTX)−1XT · diag(σ2

1(e1), σ2
2(e2)) ·X(XTX)−1

[
x∗

1

]]
=

γj1σ
2
1(e1) + γj2σ

2
2(e2)

In this example, we assume F1 = F2 as the uniform distribution on the domain of f , [−1, 1].
Thus, for i ∈ {1, 2}:

γ1
i = γ2

i =
(x1 − x2)2/3 + (x2

i − x1x2)2

(x2
1 + x2

2 − 2x1x2)2

Note that, by these assumptions, g1 = g2, and furthermore:

ξ1
1,2 = ξ2

1,2 = g(x2, δx1 , σ
2
2(e2)) =

(x1x2 + 1)2

(x2
2 + 1)2
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ξ1
2,1 = ξ2

2,1 = g(x1, δx2 , σ
2
1(e1)) =

(x1x2 + 1)2

(x2
1 + 1)2

For illustrative purposes, we fix x2 = 1, and see what happens to the data market as we vary
x1 along the interval [−1, 1].

Note that, when x1 = x2 = 1, it is no longer possible to construct a linear estimator of f
because there is insufficient data. Thus, the example shows how the game between buyers
behaves as it becomes increasingly difficult to construct good estimators. The ~d parameters
of any Nash solution can be found by solving:

γ1
1

γ2
1

γ1
2

γ2
2

 =


1 0 0 −ξ2

2,1

0 1 −ξ1
2,1 0

0 −ξ2
1,2 1 0

−ξ1
1,2 0 0 1


︸ ︷︷ ︸

B


d1

1

d2
1

d1
2

d2
2

 (4.1.31)

Note that this B matrix is equal to I − A as defined in the proof. We numerically solve
this system of equations for varying values of x1 ∈ [−1, 1], and the results are shown in
Figures 4.1 through 4.4.

Figures 4.1 and 4.2, demonstrate how the γ and ξ parameters of the game change as
a function of x1. Figure 4.3 demonstrates the d parameters that the buyers will offer the
data sources as x1 varies. And finally, Figure demonstrates the price of anarchy in the data
market, as a function of x1 which is given by:

L
(
~e∗
)

L
(
~̂e
)

Here, ~e∗ is the induced effort of the sensors in the Nash solution of the game between data
buyers, and ~̂e is the socially optimal effort for data sources to exert. Further comments in
the captions of Figures 4.3 and 4.4 demonstrate the inefficiencies that arise in this example.

4.1.5 Closing remarks

We’ve analyzed the game that forms between a set of data buyers when they wish to com-
munally incentivize a collection of strategic data sources, using a mechanism that has been
proposed in the literature. We derived, for a particular form of the game, conditions for the
existence of GNE, and demonstrated that these solutions are frequently socially inefficient.
This motivates future work to develop a richer class of incentive mechanisms which alleviate
these issues. Possible solutions include more complex pricing mechanisms, or perhaps the
addition of a trusted third party market-maker to mediate socially beneficial transactions in
these data markets.
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Figure 4.1: This figure depicts how the various γ parameters of the system vary as a function
of x1. Note that as x1 → 1, γ diverges to infinity, which reflects the fact that as x1 and
x2 become increasingly close it becomes more difficult to generate a linear estimator from
samples at these data points.
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Figure 4.2: This figure depicts how the various ξ parameters vary as a function of x1. As all
of the ξ parameters converge to a value of 1 as x1 → 1, the matrix B in equation (4.1.31)
becomes singular, causing the breakdown of solutions for the d parameters, as is depicted in
Figure 4.3.

4.2 Optimal causal imputation for control

The widespread applicability of analytics in cyber-physical systems has motivated research
into causal inference methods. Predictive estimators are not sufficient when analytics are
used for decision making; rather, the flow of causal effects must be determined. Generally
speaking, these methods focus on estimation of a causal structure from experimental data.
In this section, we consider the dual problem: we fix the causal structure and optimize over
causal imputations to achieve desirable system behaviors for a minimal imputation cost.
First, we present the optimal causal imputation problem, and then we analyze the problem
in two special cases: 1) when the causal imputations can only impute to a fixed value, 2)
when the causal structure has linear dynamics with additive Gaussian noise. This optimal
causal imputation framework serves to bridge the gap between causal structures and control.
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Figure 4.3: This figure depicts the Nash equilibrium ~d parameters for the game between the
buyers as a function of x1. Note that, as x1 → 1, the~d parameters go off to infinity, and the
Nash equilibria between the buyers breaks down. Comparing these results to Figure 4.1, we
see that the ~d parameters diverge much more quickly than the γ parameters, meaning that
in the Nash equilibria to the game between the two buyers becomes increasingly inefficient
as x1 → 1.
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Figure 4.4: This figure depicts the price of anarchy for the marketplace as a function of x1.
When x1 = −1, the payments in the marketplace are decoupled and the ξ parameters are all
zero; in this instance the price of anarchy is 1, and the market is perfectly efficient. However,
as x1 → 1, the price of anarchy diverges asymptotically to infinity, and the marketplace
becomes increasingly inefficient as it becomes more difficult for the buyers to construct the
estimators they desire.

4.2.1 Introduction

Recently, data analytics have achieved amazing levels of success. As analytics penetrate
more and more industrial applications, they are increasingly used for decision-making and
planning. In these applications, it is important to use estimators that are not only predictive,
but estimate the causal structure of the underlying processes.

Correlation is not the same as causation. However, in practice, it is not always easy to
apply this principle. In many real-life applications, machine learning is used to determine the
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relationship between two variables. This analysis is often used as the basis for determining
which actions to take. However, an algorithm with low test error does not necessarily mean
that the causal effect has been estimated.

For example, one may train a classifier to estimate the energy consumption of a household
given the presence and absence of eco-friendly devices, and this may provide guidelines for
which devices should be discounted through rebate programs. Unless the causal structures
are explicitly accounted for, there could easily be confounding variables or incorrect causal
relationships that change the behavior of the system under consideration.

This has motivated new interest in causal inference techniques. Generally speaking, these
techniques take experimental data and attempt to uncover the causal structure. (We defer a
literature review of these methods to Section 4.2.3, when a more formal model of causality has
been developed.) In this section, we consider the dual problem: we fix the causal structure
and attempt to determine what causal actions will lead to system behaviors we desire at a
minimal cost.

4.2.2 Background

There are three main paradigms for the mathematical modeling of causality:

1. Rubin causality

2. Granger causality

3. Pearl’s structural equation modeling (SEM)

Each of these paradigms has a vast literature in its own right; we will try to present a few
representative samples from each field here. Note that each paradigm uses its own notation,
so we will change notation as we switch from approach to approach.

It should be noted that these paradigms are not mutually exclusive: for example, a prob-
lem that is modeled using Granger causality can be put into Pearl’s SEM if the underlying
processes operate in discrete time. Rubin causality can often be phrased as an SEM problem,
but in applications this will require more structural assumptions to learn the causal struc-
ture. A full exposition of the intersections and non-intersections of these three paradigms
is outside the scope of this section, but we note that these paradigms can often model the
same phenomena and shed different insights on the causal behaviors observed.

Rubin causality was first introduced in [Rub74]. In the basic formulation of Rubin
causality, we are given some control variable X taking values in {0, 1}. There are also two
distinct random variables Y0 and Y1. If X = 0, then we observe Y0 and not Y1. If X = 1,
then we only observe Y1, and not Y0. Another way to write this notationally is that we
observe YX but do not observe Y1−X , which is often called the counterfactual. The fact that
we can only observe one or the other, but not both, is the fundamental misery of causality.

One of the key results that the Rubin causality paradigm provides is that if X is in-
dependent of Y0 and Y1, then randomly assigning X ∈ {0, 1} yields a dataset that can
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provide valid estimates of the counterfactuals; thus, Rubin causality provides the theoret-
ical foundation for randomized control trials. This paradigm has also been extended to
consider many covariates [IR15], handle confounding variables and incorporate instrumental
variables [IR15], and incorporate some machine learning approaches [AI15b]. Sample appli-
cations include estimating the causal effect of residential demand response in the Western
United States [Zho+16] or the causal effects of providing money, healthcare and education
to the very poor in Ethiopia, Ghana, Honduras, India, Pakistan, and Peru [Ban+15].

Granger causality was first introduced in [Gra69]. In this paradigm, we are given data
from two stationary random processes X and Y , both indexed by time. First, let Ut denote
all the information available in the universe at time t, and let (U − X)t denote all the
information available at time t except for X. Then, let σ2(Y |U) denote the error variance of
the unbiased, least-squares estimator of Yt using Ut, and similarly let σ2(Y |U −X) denote
the error variance of the unbiased, least-squares estimator of Yt using (U − X)t. Then, X
Granger-causes (or G-causes, for short) Y if σ2(Y |U) < σ2(Y |U−X), i.e. the estimator that
utilizes X has lower variance on its error than the one that cannot. In other words, X has
explanatory power for Y .

Granger causality essentially relies on the relationship between causal effects and the
arrow of time to distinguish it from general correlations. Although this framework does
not address many of the more pernicious philosophical aspects of causality, oftentimes prior
knowledge allows us to make the inductive leap from time-lagged correlations to causality.
This paradigm is particularly appealing because it is easy to calculate in practice. Sample
applications include determining which neuron assemblies Granger-cause other neuron as-
semblies to fire synapses [Bro+04] or finding that exchange rates Granger-cause stock market
prices in Asia [Gra+00].

Pearl’s SEM approach to causality models the statistical relationship between random
elements with a Bayesian network [Pea09]. Bayesian networks are directed acyclic graphs,
such that the distribution of a random element at node i only depends on the values taken at
the parent nodes. This is meant to model causal relationships between nodes in the graph.
Pearl defines the imputation operator as follows: if one imputes at a node i, one disconnects i
from all its parents and deterministically sets its value to some fixed, predetermined constant.
We will be building on this approach in this section, so we will defer the formal development
of Pearl’s SEM until Section 4.2.3.

At a high level, the imputation operator captures a lot of our intuitions about how the
subjunctive conditional should function. When one says If it had rained today, I would have
brought my umbrella, what does one mean? Intuitively, one often means: ‘If everything else
were the same, only it is the case that it is raining today instead of sunny, these are the
actions I would have taken.’ One does not mean that the world is structured in a way such
that the necessary processes to induce rain today were instead the case. In other words:
causal imputation does not travel upstream, e.g. backwards through time. This is captured
in Pearl’s SEM.

More practically, consider the question: What are the causal effects of this medication? If
we wish to estimate this, we should ‘set’ medication taken to TRUE, and see the consequences
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of this imputation. If we do not explicitly ‘set’ this value, then the decision to take medication
is a consequence of preceding factors. This makes it difficult to determine if the observed
effects are a result of the medication or some other confounding variables2. Again, this will
be more formally discussed in Section 4.2.3.

Thus, we can think of these paradigms in terms of the central phenomenon it is designed
to model. In summary:

1. Rubin causality is focused on the estimation of the counterfactual.

2. Granger causality is focused on the explanatory power one process provides over an-
other process.

3. Pearl’s SEM is focused on the causal effects of the imputation operator.

Throughout this section, we use Pearl’s SEM. However, we note again that oftentimes
problems framed in the Rubin causality or Granger causality paradigm often can be trans-
lated to an equivalent formulation in SEM.

Notation

For any set A, we denote the powerset of A as 2A, which can also be thought of as the set
of functions mapping A → {0, 1}. For a collection of sets {Ai}i∈I , we denote the Cartesian
product as

∏
i∈I Ai.

Also, I will denote the identity matrix, where context will often be sufficient to determine
its dimensions.

We let U [a, b] denote the uniform distribution on the interval [a, b] and N(µ,Σ) to denote
the multivariate Gaussian distribution with mean µ and covariance matrix Σ.

4.2.3 Causal framework

In this section, we introduce our framework for modeling causal effects, and then define the
problem of optimal causal imputation.

Causal structure

We build on the structural equation modeling framework presented in [Pea09]. First, we will
introduce Bayesian networks.

Definition 17. A directed graph G = (V,E) is a set of nodes V and a set of edges E ⊂
V × V . Throughout this section we will assume V is at most countably infinite.

A path from v0 ∈ V to vN ∈ V is a finite sequence of edges:

(v0, v1), (v1, v2), . . . , (vN−1, vN) ∈ E
2We note that similar reasoning can be done in the Rubin causality formulation as well.
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We define the parents of node i as pa(i) = {j : (j, i) ∈ E}.
We can iterate this relationship to define the ancestor relationship. Let:

pan(i) = {j : k ∈ pan−1(i), (j, k) ∈ E}

Here, pa1(i) = pa(i) is as defined above. Then, the ancestors of a node i are given by:

anc(i) = ∪∞n=1pan(i)

We say j is a descendant of i if i ∈ anc(j).
A directed graph is acyclic if i /∈ anc(i) for every i ∈ V . We will refer to such graphs as

directed acyclic graphs (DAGs).

Definition 18. A random process X indexed by a set V is a collection of random elements
(Xi)i∈V . We will let Xi denote the possible values of Xi, and X =

∏
i∈V Xi.

When there is an associated graph G = (V,E), we will use the notation pa(Xi) to denote
the tuple (Xj)j∈pa(i).

Definition 19. A random process X indexed by V is Markov relative to a DAG G = (V,E)
if its distribution factorizes:

P (X) =
∏
i∈V

P (Xi|pa(Xi))

We can also say that X and G are compatible, or G represents X.

This formalization will serve as our model for causality. The interpretation is that if
there is an edge going from i to j, then Xi causes Xj.

Throughout this section, we will treat the causal structure G = (V,E) as given. Esti-
mation of this causal structure is a non-trivial task, and an active topic of research. Some
approaches to the task of causal inference include: using metrics like directed information to
estimate the causal strength between random variables [Gou+87; AM12], graphical-model
based methods for estimating structure between random variables [Pea98; Lau01; Li+15;
AI15a], and regression based approaches [Daw00; Hec+06; Hoy+09]. Again, this list is far
from exhaustive as an extensive literature review of this general field is outside the scope of
this section. For a broader overview of various approaches to the problem of causal inference,
see [Pea98; Pea09].

Although the estimation of causal structures is never a simple task, the growing field
of research promises more and more applications in which accurate estimation of causal
structures is feasible.

Previous work has focused on the estimation of causal structures. In contrast, our con-
tribution is to consider the problem of control of causal structures. In other words, once we
are given a causal structure, how can we impute causal effects to drive the overall system
into a desirable state?

For example, once we can estimate the causal effects of issuing rebates for energy-
efficiency appliances, how do we best distribute these rebates to induce more energy-efficient
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consumption patterns? To the best of our knowledge, this is the first work to consider the
problem of when and where to impute on a causal structure.

There is an equivalent formulation of the condition in Definition 19 which utilizes disinte-
gration results in probability theory. This is referred to as the structural equation modeling
framework in [Pea09].

Proposition 17. [Kal02; Pea09] A random process X indexed by V is Markov relative
to G = (V,E) if and only if there exists a collection of functions (fi)i∈V and independent
random elements (ξi)i∈V such that:

Xi = fi(pa(Xi), ξi) (4.2.1)

Furthermore, if Xi are Borel spaces3, then ξi can be taken to be U [0, 1].

We note that Borel spaces are a very general category of measurable spaces: they include
Polish spaces equipped with the Borel σ-algebra4. This includes finite sets, R, Rn, Lp(Rn),
the set of p-integrable functions defined on Rn. Additionally, the space of probability distri-
butions on any Borel space is also a Borel space.

Assumption 15. Throughout the rest of this section, we will always use X to denote a
random process indexed by V that is Markov relative to a DAG G = (V,E), where Xi takes
values in Xi. Similarly, fi shall denote the functions as specified in Equation 4.2.1, and
similarly ξi.

Causal imputation

In this section, we will formally define the causal imputation operation. Intuitively, imputa-
tion of X produces a new random process Y . This random process Y is equal to X prior to
the causal imputation, is forced to some value at the node of imputation, and experiences
causal effects after the node of imputation. This is formally defined below.

Definition 20. [Pea09] A random process Y indexed by V is the imputation of X at i ∈ V
to a constant xi ∈ Xi if:

• Yi = xi.

• For any j that is not a descendant of i, Yj = Xj.

• For any j that is a descendant of i, Yj = fj(pa(Yj), ξj).

If this is the case, we will write Y = do(X; i, xi).

3A measurable space S is Borel if there exists a measurable function S → [0, 1] with a measurable inverse.
4A topological space T is Polish if it is separable and completely metrizable. The Borel σ-algebra of a

topological space is the smallest σ-algebra containing all the open sets.
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The imputation operator produces a copy of the original process that is exactly equal
at all nodes that do not causally depend on the node of imputation Xi. At the point of
imputation, the node is disconnected from its parents and forced a constant value xi. The
nodes Xj that causally depend on Xi are replaced with new values that depend on the causal
effects of Xi, keeping the innovation terms ξ constant throughout.

Referring back to the discussions in Section 4.2.2, this can be thought of as manually
setting the value of Xi to xi. This should be something that is done exogenously, as a control
variable, rather than as a consequence of endogenous factors: this is why Yi is disconnected
from pa(Yi).

From this definition, it immediately follows that the imputation operator commutes.

Proposition 18. Let i, j ∈ V such that i 6= j and xi ∈ Xi and xj ∈ Xj. Then:

do(do(X; i, xi); j, xj) = do(do(X; j, xj); i, xi) almost surely

This allows us to define imputation on any set of nodes, rather than just at a single node.

Definition 21. For any I ⊂ V and xI ∈
∏

i∈I Xi, we define the imputation Y = do(X; I, xI)
as the sequential application of element-wise do operations. This is almost surely unique by
Proposition 18.

Optimal causal imputation

In the previous section, we defined the causal imputation operator. We can think of our
system designer as having the capacity of issuing control commands that have causal effects
on the system downstream. When we can define the cost of imputation as well as a control
objective, we can formulate the optimal causal imputation problem.

We suppose we are given a collection of functions (cI)I⊂V where each cI :
∏

i∈I Xi → R.
These functions can be interpreted as the cost of imputation at a set of nodes I ⊂ V .
Drawing on our running example, c represents the cost of issuing rebates for eco-friendly
refrigerators at a set of households.

Furthermore, we suppose we are given an operational objective in the form of a cost
function g : X → R. For example, g can be a penalty on energy-wasting consumption
patterns.

Definition 22. The problem of optimal causal imputation is given by:

min
I⊂V

min
xI∈

∏
i∈I Xi

cI(xI) + EY [g(Y )] (4.2.2)

subject to Y = do(X; I, xI) (4.2.3)

4.2.4 Applications

In Section 4.2.3, we defined the optimal causal imputation problem in its full generality. In
this section, we shall provide methods to solve the optimal causal imputation problem in
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special cases. In particular, we consider two contexts: 1) situations where imputation is only
allowed to a single value, 2) situations where the dynamics are linear-Gaussian. In both
instances, we shall assume Xi = Rni for some ni.

Single-value case

In many applications where we can causally impute values, we can only impute to one
particular value. For example, when issuing incentives, we may be able to only offer one
form of rebate to consumers. Motivated by this context, we consider situations where the
optimal causal imputation problem can be reduced to one of submodular optimization.

Assumption 16. In this section, we assume V is a finite set and that for each I ⊂ V , there
exists an xI such that cI(xI) < ∞ and cI(x

′
I) = ∞ for any x′I 6= xI . We shall refer to this

as the single-value case.
In the single-value case, we use the shorthand F (I) = c(I) + E[g(do(X; I))], where we

drop dependencies on x as it can only take a single value.

Submodular minimization

Definition 23. The set mapping F : 2V → R is submodular if for any I1 ⊂ I2 ⊂ V and
i ∈ G \ I2, we have:

F (I1 ∪ {i})− F (I1) ≥ F (I2 ∪ {i})− F (I2) (4.2.4)

Intuitively, this definition is motivated by economies of scale. We often expect economies
of scale from these imputations, e.g. the per-customer cost of a rebate is non-increasing as
the number of customers increases, due to bulk-purchase discounts. In our running example,
the additional cost of issuing a rebate to customer i is higher when you have issued few
rebates than when you have issued a lot of rebates. (When I1 ⊂ I2, then I2 corresponds to
the situation where you have issued more rebates than I1.)

From a combinatorial optimization perspective, submodularity is a very well-behaved
property that makes optimization, or approximate optimization, very tractable. We shall
quickly outline the details now, but we refer the interested reader to [Sch03] for more details.

First, note that there is a very direct correspondence between a subset I ⊂ V and a tuple
in {0, 1}V . For example, if V = {0, 1, 2}, then (0, 1, 1) corresponds to the subset {1, 2}.
Thus, we can think of F : {0, 1}V → R. Now, we define the Lovász extension [Lov83].

Definition 24. Let λ ∼ U [0, 1]. Then, for any set mapping F : {0, 1}V → R, we define the
Lovász extension f : [0, 1]V → R as:

f(z) = Eλ[F ({i : zi > λ})]

For the rest of this section, an unindexed f will denote the Lovász extension of F .

We note two nice properties of the Lovász extension immediately.
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Proposition 19. [Lov83] For any z ∈ {0, 1}V , we have f(z) = F (z).

Proposition 20. [Lov83] F is submodular if and only if f is convex.

Note that the optimal causal imputation problem can be written as:

min
z∈{0,1}V

F (z)

The Lovász extension provides us with an easy solution to the problem.

Proposition 21. [Lov83] If F is submodular, then the following is a convex optimization
program.

min
z∈[0,1]V

f(z) (4.2.5)

Furthermore, there exist minimizers of (4.2.5) in {0, 1}V .

In other words, the combinatorial optimization problem can be solved tractably with
convex optimization if F is submodular. Thus, we are motivated in searching for conditions
under which F (I) = c(I) + E[g(do(X; I))] is submodular. We provide a common sufficient
condition for submodularity of F in the following theorem:

Theorem 8. If:

• g(Y ) = ‖Yi − EYi‖2
2 for some i ∈ V .

• There exists functions f ξj such that, if Xj has no parents, Xj = f ξj (ξj) and otherwise

Xj = pa(Xj) + f ξj (ξj).

• For each j ∈ anc(i), there exists one unique path from j to i.

• c(I) is submodular.

Then F (I) = c(I) + E[g(do(X; I))] is submodular.

Note here that we treat pa(Xi) as a vector in Rni , where ni is the appropriate dimension.
These assumptions encompass many graphical models where a node’s parents set a location
parameter, and the control objective is the second moment of some feature.

Proof. Note that the desired result will follow if we show that the set mapping G : I 7→
E[g(do(X; I))] is submodular, since the sum of submodular functions is submodular. Through-
out this proof, we use i to refer to the index i pulled out by the function g.

We can see that G(∅) = E[g(X)]. By the independence of the (ξi)i∈V and the form of the
(Xi)i∈V relationships, we can write this as E[g(X)] =

∑
j∈anc(i) ‖f

ξ
j (ξj) − Ef ξj (ξj)‖2

2. (Note
that the unique path assumption ensures that each variance is only counted once in this
sum.)
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Algorithm 4 The greedy approach for combinatorial maximization.

I ← ∅
while maxi:I∪{i}∈S F (I ∪ {i})− F (I) ≥ 0 do

Pick i∗ ∈ arg maxi:I∪{i}∈S F (I ∪ {i})
I ← I ∪ {i∗}

end while
return I

More generally, we can write an expression for G(I). Note that if we impute at a node j,
all the uncertainty due to node j, and the ancestors of j, is zeroed out. Thus, we can write
G(I) = E[g(X)]−

∑
j∈(I∪anc(I)) ‖f

ξ
j (ξj)− Ef ξj (ξj)‖2

2, where we define anc(I) = ∪j∈Ianc(j).

Now, we can verify the submodularity condition on G. Pick I1 ⊂ I2 and i′ ∈ V \ I2.
Then:

G(I1 ∪ {i′})−G(I1) =∑
j∈(I1∪anc(I1))

‖f ξj (ξj)− Ef ξj (ξj)‖2
2 −

∑
j∈(I1∪{i′}∪anc(I1∪{i′}))

‖f ξj (ξj)− Ef ξj (ξj)‖2
2 =

−
∑

j∈{i′}∪(anc(i′)\anc(I1))

‖f ξj (ξj)− Ef ξj (ξj)‖2
2

In words, the change in G due to adding i′ to I1 is the variances due to the terms related to
i′ and the ancestors of i′ that have not already been zeroed out due to imputation, i.e. the
ancestors of i′ that are not already ancestors of I1. A similar derivation can be done for I2.

Thus, we can verify that G(I1 ∪ {i′}) − G(I1) ≥ G(I2 ∪ {i′}) − G(I2) by noting that
anc(i′) \ anc(I2) ⊂ anc(i′) \ anc(I1), so the right-hand side of the inequality adds more
negative terms. This concludes our proof.

Submodular maximization

Alternatively, suppose we are attempting to maximize a submodular function subject to a
constraint, i.e. F (I) = c(I) + E[g(do(X; I))] subject to a constraint that I ∈ S ⊂ 2V and
our objective is to solve maxI∈S F (I).5

First, consider the greedy method for submodular maximization. This is presented as
Algorithm 4. At each iteration, it simply adds an element to I which maximizes F (I ∪ {i}),
if one exists. If one does not exist, it terminates and returns I. Under certain structural
conditions, this algorithm yields approximate optimizers.

Definition 25. A set mapping F : 2V → R is nondecreasing if F (S) ≤ F (T ) whenever
S ⊂ T .

5Strictly speaking, to remain consistent with the problem in Section 4.2.3, we should be solving
minI∈S −F (I), but we express it as a maximization for clarity of presentation.
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The monotonicity condition effectively prevents the algorithm from straying too far from
the optimum when taking the greedy approach, as shown in [Nem+78]. Note that if F is
non-decreasing, then the condition maxi:I∪{i}∈S F (I ∪ {i}) − F (I) ≥ 0 is equivalent to the
existence of i ∈ V such that I ∪ {i} ∈ S.

Proposition 22. [Nem+78] If F is nondecreasing and submodular, then the greedy method
presented in Algorithm 4 will return I∗ ∈ S such that F (I∗) ≥

(
e−1
e

)
maxI∈S F (I).

We now present a quick corollary of Theorem 8, which provides conditions under which
we can leverage the existing results for maximization of nondecreasing submodular functions.

Corollary 7. If:

• g′(Y ) = −‖Yi − EYi‖2
2 for some i ∈ V .

• There exists functions f ξj such that, if Xj has no parents, Xj = f ξj (ξj) and otherwise

Xj = pa(Xj) + f ξj (ξj).

• For each j ∈ anc(i), there exists one unique path from j to i.

• c(I) is nondecreasing and submodular.

Then F (I) = c(I) + E[g′(do(X; I))] is nondecreasing and submodular.

Proof. This follows from Theorem 8 if we can show that G′ : I 7→ E[g(do(X; I))] is non-
decreasing. Let Y = do(X; I), and note that adding elements to I can only decrease the
variance of Yi. This can be formalized by noting, similar to the arguments in the proof of
Theorem 8, G′(I) = E[g′(X)] +

∑
j∈(I∪anc(I)) ‖f

ξ
j (ξj) − Ef ξj (ξj)‖2

2. Thus, G′, the additive
inverse of the variance of Yi, is nondecreasing.

Note the minus sign in g′ in Corollary 7: in most instances where you are maximizing a
submodular cost, you would still wish to reduce uncertainty, i.e. have a lower variance.

Linear-Gaussian case

In this section, we consider causal imputation on a discrete-time linear dynamical system
with Gaussian noise. That is, we analyze the special case of a random process with the form:

Xt+1 = AXt + εt

Where Xt ∈ Rn, εt ∼ N(0, σ2I) independently for t = 0, ..., T , and A ∈ Rn×n is a matrix
representing the dependencies.

This process can be represented as a causal graph in the form of a trellis, where the
random variables are all Gaussian. More specifically, each node has its expected value equal
to a linear combination of their parents, as described by a matrix A, and additive noise of
the distribution N(0, σ2).
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To analyze our optimal casual imputation problem, we first redefine the indices for this
problem. Since our causal graph represents a process over time, we index into the process
by state k, for k = 1, ...n as well as a time t for t = 0, ..., T . Thus Xkt indicates the value
of state k at time t, and our graph has vertices V = {1, . . . , n} × {0, . . . , T}. As before, Xt

represents the value of the vector of all the states of X at time t, and we can think of X as
a vector in RnT . We assume that the cost of imputation cI(xI) has the following form for
some parameters δi, qi ≥ 0:

cI(xI) =
∑
i∈I

δi + qix
2
i

Further, we look at the case where the system cost of interest is minimizing the expected
distance of the the random process from some target trajectory ȳ. Thus g(Y ) = ‖Y − ȳ‖2

2.
Our optimal causal imputation problem in this case is thus:

min
S⊂V

min
xS∈RS

∑
i∈S

(
δi + qix

2
i

)
+ E

[
‖Y − ȳ‖2

2

]
subject to Y = do(X;S, xS)

(4.2.6)

The summation term can be thought of as a cost of issuing control commands and the
expectation term can be thought of as a trajectory tracking objective.

Given our structure on the random process, we can rewrite this optimization problem
more concretely.

We first define Q ∈ RnT×nT to be diagonal matrix with the qi’s on the diagonal. We
define δ ∈ RnT to be the vector of δi’s. Further, let 1nT denote the column vector of all ones
in RnT . Lastly, we define diag(S) to be the square matrix with the elements of S on the
diagonal, and zeros everywhere else.

The optimization in (4.2.6) now becomes:

min
S∈{0,1}nT

x̄∈RnT

x̄T (Q+D)x̄+ σ2Tr(DIS) + δTS − 2ȳT x̄

subject to (Si − 1)x̄i = 0 for all i = 1, . . . , nT

P = (1− Ã)−1

D = P TP

IS = I − diag(S)

Ã = IS



0 0 0 . . . 0 0
A 0 0 . . . 0 0
0 A 0 . . . 0 0

0 0 A
. . . 0 0

...
...

...
. . .

...
...

0 0 0 . . . A 0


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We note that for any matrix A and any S, the matrix I − Ã, with Ã as defined above, is
invertible, so P will always be well-defined.

Additionally, for a fixed S, the optimization across x̄ is easy to solve. That is, D is
entirely determined by S. If we let (Q + D)S denote the submatrix of (Q + D) indexed
by the non-zero elements of S, and similarly x̄S and ȳS, then the optimizer is given by
x̄∗S = (Q+D)−1

S ȳS, with the other entries of x̄∗ equal to 0.
Thus, we can easily calculate a set mapping F (S) such that optimal causal imputation

in the linear-Gaussian case is simply minS⊂V F (S). We can solve this when nT is relatively
small, and are currently investigating properties of F (S) which would allow us to apply
combinatorial optimization techniques [Sch03].

Closing remarks

The previous literature on mathematical formulations of causality has been focused on the
estimation of causal structures. In this section, we presented the problem of control of causal
structures. We formally defined the problem of optimal causal imputation, and formulate
solutions for it in two cases: where imputation is allowed to only a single value, and the case
where the dynamics are linear and the noise is Gaussian.

In future work, we hope to apply this framework to real situations which allow both the
estimation of causal structures, as well as verification of the consequences and costs of impu-
tation. Additionally, we hope to generalize our results to consider dynamical systems whose
behavior are influenced by different features. For example, we can consider the dynamics of
the power grid, but also account for frequently used machine learning features as well, such
as the zip code of different energy consumers and the age of deployed assets.

We believe that considering the control aspects of causality is increasingly more relevant.
In many smart infrastructure applications, we no longer have control commands that directly
affect the dynamics, but rather our control actions act more like causal imputations. The
optimal causal imputation framework is a promising direction to model these interactions
between machine learning and control, and provides a model for closing the loop on analytics
in cyber-physical systems.

4.3 Conclusion

In this chapter, we considered two problems: one of estimation in an IoT setting, and another
of new control mechanisms in IoT settings.

First, we considered a data market where data is collected by effort-averse agents who
need to be incentivized to provide high-quality data. Additionally, we introduce multiple
buyers in this data market and analyze the equilibrium properties that arise from this for-
mulation. Loosely speaking, the buyers strategically participate in a economic game against
each other. From the joint action of all the buyers, a mechanism arises which is given to
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the data sources, who then play a game against each other to maximize their own incentives
while minimizing effort exerted.

Second, we considered how many of the new means of actuation available to IoT system
operators are actually causal imputations. Rather than driving a dynamical system with an
input in the traditional sense, many actions taken (e.g. a demand response event where users
are told to curtail their energy usage, a semi-autonomous vehicle’s warning light) have the
causal effect of modifying distributions and propagating those modifications downstream in
ways difficult to model with traditional differential equations. Furthermore, many of these
‘actuation points’ are often endogenous, and it is not always clear how to mathematically
model the ‘change’ in an endogenous variable. Traditional control frameworks do not directly
handle these situations, and we present a new framework for understanding the problem of
optimal causal imputation.

The technological infrastructure of the Internet of Things is fundamentally changing
many engineered systems. These changes cannot easily be modeled in many of the current
paradigms for analysis, and require the development of new theoretical frameworks to capture
the essence of the new dynamics and uncertainties. In this chapter, we covered examples of
the new problems in estimation and control that arise as a result of the technologies of IoT.
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Chapter 5

The End of the Thesis

In this document, we outlined several problems motivated by the Internet of Things (IoT),
and their corresponding solutions. To develop these solutions, we have had to unify concepts
from control theory, discrete optimization, system identification, probability theory, statis-
tics, behavioral economics, information theory, model-predictive control, game theory, and
graphical models. Insofar as IoT is the interconnection of a heterogenous set of devices and
functionalities, the theoretical framework for the study and analysis of IoT will require the
capacity to accommodate a very diverse set of mathematical tools and models.

Our work in new theoretical models for IoT has been focused on the role of data and the
value of information. These new sensing capabilities are essential for painting a complete
picture of the behaviors and functions of a interconnected smart city or smart town. However,
there is currently a very thin line between a smart city and a surveillance city, and privacy
issues naturally arise as IoT technologies are becoming more ubiquitous. The legislation and
litigation on the privacy of new technologies is currently in a state of flux and it is very
difficult to predict where it will land.

Our work has attempted to address these concerns with two research directions:

1. Designing systems in a fashion that retains the operational objectives of a smart city
infrastructure while preserving the privacy of users.

2. Modeling data markets where privacy-conscious users selectively decide whether to
honestly share their data, or whether a strategic play of data sharing is more beneficial.

As we researched these emerging problems in IoT settings, we increasingly realized the
central role of the effect of human agents. Our vision of the impact of IoT is a new web
of information flows, which include personal data, measurements of physical processes, and
time-varying preferences. Whereas a lot of the literature takes it as given, our work focuses
on considering the recorded and transmitted data as the outcome of human interactions.

We have considered the case where the data is privacy-sensitive or the decision of a
economic utility maximizing agent, but there are broader classes of models for how this data
comes to be part of the IoT system. That is, we can no longer think of all of IoT data as
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independent and identically distributed samples from a fixed distribution. Rather, they are
the outcome of games, they are dynamic and time-varying, and they are contextual.

Additionally, one of the contributions of this document is a unifying taxonomy by which
to understand the work in privacy metrics and privacy-preserving mechanisms. However,
an overarching framework by which to understand the literature on IoT data flows requires
more generality and this is something that is a main focus of future work.

We view the Internet of Things as a phenomena in which new service models will emerge.
Central to these service models will be the provided data and the conversations surrounding
it. A technical analysis of the IoT systems and the statistical properties of their data, a
behavioral analysis of the human actors who respond to IoT systems and participate by the
revelation of their data (or lack thereof), and a game theoretic analysis of the data analytics
companies who drive competitive data markets with market power are all components in a
larger picture of the IoT as an emerging data market, and motivates much of the theoretical
frameworks we have developed and plan to develop in future work.
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[HV94] T. Han and S. Verdú. “Generalizing the Fano inequality”. In: IEEE Trans. Inf.
Theory 40.4 (1994), pp. 1247–1251. doi: 10.1109/18.335943 (cit. on pp. 37,
40).

http://dx.doi.org/10.1145/227683.227684
http://dx.doi.org/10.1145/227683.227684
http://dx.doi.org/10.1109/CDC.2014.7039596
http://www.jstor.org/stable/20075662
http://www.jstor.org/stable/20075662
http://dx.doi.org/http://dx.doi.org/10.1016/S1062-9769(00)00042-9
http://dx.doi.org/http://dx.doi.org/10.1016/S1062-9769(00)00042-9
http://www.jstor.org/stable/1912791
http://dx.doi.org/10.1080/01621459.1969.10500991
http://dx.doi.org/10.1109/18.335943


BIBLIOGRAPHY 143

[Han+14] S. Han, U. Topcu, and G. J. Pappas. “Differentially Private Distributed Con-
strained Optimization”. In: arXiv (2014) (cit. on pp. 31, 45).

[Hec+06] D. Heckerman, C. Meek, and G. Cooper. “A Bayesian Approach to Causal
Discovery”. In: Innovations in Machine Learning: Theory and Applications. Ed.
by D. E. Holmes and L. C. Jain. Berlin, Heidelberg: Springer Berlin Heidelberg,
2006, pp. 1–28. doi: 10.1007/3-540-33486-6_1 (cit. on p. 124).

[Hoy+09] P. O. Hoyer, D. Janzing, J. M. Mooij, J. Peters, and P. B. Schölkopf. “Nonlinear
causal discovery with additive noise models”. In: Advances in Neural Informa-
tion Processing Systems 21. Ed. by D. Koller, D. Schuurmans, Y. Bengio, and
L. Bottou. Curran Associates, Inc., 2009, pp. 689–696 (cit. on p. 124).

[Hsu+14] J. Hsu, Z. Huang, A. Roth, and Z. S. Wu. “Jointly Private Convex Program-
ming”. In: arXiv (2014) (cit. on pp. 31, 45).

[Hua+14a] Z. Huang, S. Mitra, and N. Vaidya. “Differentially Private Distributed Opti-
mization”. In: arXiv (2014) (cit. on p. 45).

[Hua+14b] Z. Huang, Y. Wang, S. Mitra, and G. E. Dullerud. “On the Cost of Differential
Privacy in Distributed Control Systems”. In: Proc. of the 3rd Int. Conf. on High
Confidence Networked Systems. HiCoNS ’14. Berlin, Germany: ACM, 2014,
pp. 105–114. doi: 10.1145/2566468.2566474 (cit. on p. 31).

[Hua02] Y. Hua. “Blind methods of system identification”. In: Circuits, Systems and
Signal Processing 21.1 (2002), pp. 91–108. doi: 10.1007/BF01211654 (cit. on
p. 19).

[IH91] I. Ibragimov and R. Has’minskii. Statistical Estimation – Asymptotic Theory.
Springer-Verlag New York, 1991 (cit. on p. 40).

[IR15] G. W. Imbens and D. B. Rubin. Causal Inference for Statistics, Social, and
Biomedical Sciences: An Introduction. Cambridge University Press, 2015 (cit.
on p. 122).

[JW12] M. J. Johnson and A. S. Willsky. “Bayesian Nonparametric Hidden Semi-
Markov Models”. In: arXiv:1203.1365 (Mar. 2012). eprint: 1203.1365 (cit.
on pp. 7, 11, 17).

[Jia+15] J. Jiao, T. A. Courtade, K. Venkat, and T. Weissman. “Justification of Log-
arithmic Loss via the Benefit of Side Information”. In: IEEE Transactions on
Information Theory 61.10 (2015), pp. 5357–5365. doi: 10.1109/TIT.2015.24
62848 (cit. on pp. 36, 83).

[Jia+16] R. Jia, R. Dong, S. S. Sastry, and C. Spanos. “Privacy-Enhanced Architec-
ture for Occupancy-based HVAC Control”. In: 8th ACM/IEEE International
Conference on Cyber-Physical Systems (ICCPS). 2016 (cit. on pp. 31, 82).

http://dx.doi.org/10.1007/3-540-33486-6_1
http://dx.doi.org/10.1145/2566468.2566474
http://dx.doi.org/10.1007/BF01211654
1203.1365
http://dx.doi.org/10.1109/TIT.2015.2462848
http://dx.doi.org/10.1109/TIT.2015.2462848


BIBLIOGRAPHY 144

[Jin+14] M. Jin, R. Jia, Z. Kang, I. C. Konstantakopoulos, and C. J. Spanos. “Presence-
sense: Zero-training algorithm for individual presence detection based on power
monitoring”. In: Proceedings of the 1st ACM Conference on Embedded Systems
for Energy-Efficient Buildings. ACM. 2014, pp. 1–10 (cit. on p. 80).

[Jin+15] M. Jin, N. Bekiaris-Liberis, K. Weekly, C. Spanos, and A. Bayen. “Sensing by
Proxy: Occupancy Detection Based on Indoor CO2 Concentration”. In: UBI-
COMM 2015 (2015), p. 14 (cit. on pp. 80, 96).

[Jud+11] A. Juditsky, A. Nemirovski, and C. Tauvel. “Solving variational inequalities
with stochastic mirror-prox algorithm”. In: Stoch. Syst. 1.1 (2011), pp. 17–58.
doi: 10.1214/10-SSY011 (cit. on p. 44).

[KB11] A. Kelman and F. Borrelli. “Bilinear model predictive control of a HVAC system
using sequential quadratic programming”. In: Ifac world congress. Vol. 18. 2011,
pp. 9869–9874 (cit. on pp. 86, 93).

[KJ11] J. Z. Kolter and M. J. Johnson. “REDD: A Public Data Set for Energy Dis-
aggregation Research”. In: Proc. of the SustKDD Workshop on Data Mining
Applications in Sustainability. 2011 (cit. on pp. 6, 9, 17).

[KJ12] J. Z. Kolter and T. Jaakkola. “Approximate Inference in Additive Factorial
HMMs with Application to Energy Disaggregation”. In: Proc. of the Int. Conf.
on Artificial Intelligence and Statistics. 2012 (cit. on pp. 7, 11, 17).

[KN10] J. Z. Kolter and A. Y. Ng. “Energy Disaggregation via Discriminative Sparse
Coding”. In: Neural Information Processing Systems. 2010 (cit. on pp. 7, 17).

[Kal02] O. Kallenberg. Foundations of Modern Probability. Springer, 2002 (cit. on pp. 89,
125).

[Kee10] R. W. Keener. Theoretical Statistics: Topics for a Core Course. Springer, 2010
(cit. on pp. 37, 72, 74, 76).

[Kha+15] M. A.A. H. Khan, H. Hossain, and N. Roy. “Infrastructure-less occupancy de-
tection and semantic localization in smart environments”. In: proceedings of the
12th EAI International Conference on Mobile and Ubiquitous Systems. ICST
(Institute for Computer Sciences, Social-Informatics and Telecommunications
Engineering). 2015, pp. 51–60 (cit. on p. 80).

[Kim+11] H. Kim, M. Marwah, M. F. Arlitt, G. Lyon, and J. Han. “Unsupervised Disag-
gregation of Low Frequency Power Measurements”. In: SDM’11. 2011, pp. 747–
758 (cit. on pp. 7, 11).

[Kle+14] W. Kleiminger, S. Santini, and F. Mattern. “Smart heating control with occu-
pancy prediction: how much can one save?” In: Proceedings of the 2014 ACM
International Joint Conference on Pervasive and Ubiquitous Computing: Ad-
junct Publication. ACM. 2014, pp. 947–954 (cit. on p. 80).

http://dx.doi.org/10.1214/10-SSY011


BIBLIOGRAPHY 145

[Kri+15a] S. Krichene, W. Krichene, R. Dong, and A. Bayen. “Convergence of Stochastic
Mirror Descent and applications to distributed optimization”. In: Internation
Conference on Machine Learning (ICML), in review. 2015 (cit. on pp. 44, 52).

[Kri+15b] W. Krichene, S. Krichene, and A. Bayen. “Convergence of Mirror Descent Dy-
namics in the Routing Game”. In: European Control Conference (ECC), ac-
cepted. 2015 (cit. on pp. 44, 51).

[Kri+15c] W. Krichene, B. Drighès, and A. Bayen. “Learning Nash equilibria in Con-
gestion Games”. In: SIAM Journal on Control and Optimization (SICON), to
appear (2015) (cit. on p. 44).

[Kur+11] K. Kursawe, G. Danezis, and M. Kohlweiss. “Privacy-friendly Aggregation for
the Smart-grid”. In: Proc. of the 11th Int. Conf. on Privacy Enhancing Tech-
nologies. PETS’11. Waterloo, ON, Canada: Springer-Verlag, 2011, pp. 175–191
(cit. on pp. 30, 65).

[LC73] L. Le Cam. “Convergence of Estimates Under Dimensionality Restrictions”.
English. In: The Ann. of Statistics 1.1 (1973), pp. 38–53. url: http://www.
jstor.org/stable/2958155 (cit. on pp. 37, 39).

[LNP14] J. Le Ny and G. Pappas. “Differentially Private Filtering”. In: IEEE Trans.
Autom. Control 59 (2014), pp. 341–354. doi: 10.1109/TAC.2013.2283096
(cit. on pp. 31, 45, 46).

[LS91] L. Lovsz and A. Schrijver. “Cones of Matrices and Set-Functions and 01 Op-
timization”. In: SIAM Journal on Optimization 1.2 (1991), pp. 166–190. doi:
10.1137/0801013 (cit. on p. 21).

[LZ13] N. Lu and Y. Zhang. “Design Considerations of a Centralized Load Controller
Using Thermostatically Controlled Appliances for Continuous Regulation Re-
serves”. In: IEEE Trans. on Smart Grid 4.2 (2013), pp. 914–921. doi: 10.110
9/TSG.2012.2222944 (cit. on p. 65).

[Lau01] S. L. Lauritzen. Causal Inference from Graphical Models. 2001 (cit. on p. 124).

[Li+10] F. Li, B. Luo, and P. Liu. “Secure Information Aggregation for Smart Grids
Using Homomorphic Encryption”. In: 2010 1st IEEE Int. Conf. on Smart
Grid Communications (SmartGridComm). 2010, pp. 327–332. doi: 10.1109
/SMARTGRID.2010.5622064 (cit. on pp. 30, 65).

[Li+15] J. Li, S. Ma, T. D. Le, L. Liu, and J. Liu. “Causal Decision Trees”. In: CoRR
abs/1508.03812 (2015). url: http://arxiv.org/abs/1508.03812 (cit. on
p. 124).

[Lis+10] M. Lisovich, D. Mulligan, and S. Wicker. “Inferring Personal Information from
Demand-Response Systems”. In: IEEE Security Privacy 8 (2010), pp. 11–20.
doi: 10.1109/MSP.2010.40 (cit. on pp. 29, 61, 64, 80).

http://www.jstor.org/stable/2958155
http://www.jstor.org/stable/2958155
http://dx.doi.org/10.1109/TAC.2013.2283096
http://dx.doi.org/10.1137/0801013
http://dx.doi.org/10.1109/TSG.2012.2222944
http://dx.doi.org/10.1109/TSG.2012.2222944
http://dx.doi.org/10.1109/SMARTGRID.2010.5622064
http://dx.doi.org/10.1109/SMARTGRID.2010.5622064
http://arxiv.org/abs/1508.03812
http://dx.doi.org/10.1109/MSP.2010.40


BIBLIOGRAPHY 146

[Lju99] L. Ljung. System Identification – Theory for the User. Prentice Hall, 1999 (cit.
on p. 18).

[Lof04] J. Lofberg. “YALMIP : a toolbox for modeling and optimization in MATLAB”.
In: Computer Aided Control Systems Design, 2004 IEEE International Sympo-
sium on. 2004, pp. 284–289. doi: 10.1109/CACSD.2004.1393890 (cit. on
p. 25).

[Lov83] L. Lovász. “Submodular functions and convexity”. In: Mathematical Program-
ming The State of the Art: Bonn 1982. Ed. by A. Bachem, B. Korte, and M.
Grötschel. Springer, 1983, pp. 235–257. doi: 10.1007/978-3-642-68874-4_10
(cit. on pp. 127, 128).

[Lu12] N. Lu. “An Evaluation of the HVAC Load Potential for Providing Load Balanc-
ing Service”. In: IEEE Trans. on Smart Grid 3.3 (2012), pp. 1263–1270. doi:
10.1109/TSG.2012.2183649 (cit. on p. 65).

[Mat+13] J. Mathieu, S. Koch, and D. Callaway. “State Estimation and Control of Elec-
tric Loads to Manage Real-Time Energy Imbalance”. In: IEEE Trans. Power
Syst. 28.1 (2013), pp. 430–440. doi: 10.1109/TPWRS.2012.2204074 (cit. on
pp. 66–68, 72).

[Mou+13] S. Moura, J. Bendtsen, and V. Ruiz. “Observer design for boundary coupled
PDEs: Application to thermostatically controlled loads in smart grids”. In:
IEEE 52nd Annu. Conf. on Decision and Control (CDC). 2013, pp. 6286–6291.
doi: 10.1109/CDC.2013.6760883 (cit. on p. 66).

[NP33] J. Neyman and E. S. Pearson. “On the Problem of the Most Efficient Tests
of Statistical Hypotheses”. English. In: Philosophical Transactions of the Royal
Society of London. Series A, Containing Papers of a Mathematical or Physical
Character 231 (1933), pp. 289–337. url: http://www.jstor.org/stable/91
247 (cit. on pp. 37, 38).

[NS06] A. Narayanan and V. Shmatikov. “How To Break Anonymity of the Netflix
Prize Dataset”. In: arXiv (2006) (cit. on p. 30).

[NY83] A. S. Nemirovsky and D. B. Yudin. Problem complexity and method efficiency
in optimization. Wiley-Interscience series in discrete mathematics. Wiley, 1983
(cit. on p. 51).

[Nag+15] S. Nagarathinam, A. Vasan, V. Ramakrishna P, S. R. Iyer, V. Sarangan, and A.
Sivasubramaniam. “Centralized Management of HVAC Energy in Large Multi-
AHU Zones”. In: Proceedings of the 2nd ACM International Conference on Em-
bedded Systems for Energy-Efficient Built Environments. ACM. 2015, pp. 157–
166 (cit. on p. 92).

[Nem+78] G. L. Nemhauser, L. A. Wolsey, and M. L. Fisher. “An analysis of approxima-
tions for maximizing submodular set functions”. In: Mathematical Programming
14.1 (1978), pp. 265–294. doi: 10.1007/BF01588971 (cit. on p. 130).

http://dx.doi.org/10.1109/CACSD.2004.1393890
http://dx.doi.org/10.1007/978-3-642-68874-4_10
http://dx.doi.org/10.1109/TSG.2012.2183649
http://dx.doi.org/10.1109/TPWRS.2012.2204074
http://dx.doi.org/10.1109/CDC.2013.6760883
http://www.jstor.org/stable/91247
http://www.jstor.org/stable/91247
http://dx.doi.org/10.1007/BF01588971


BIBLIOGRAPHY 147

[Nes98] Y. Nesterov. “Semidefinite relaxation and nonconvex quadratic optimization”.
In: Optimization Methods and Software 9.1-3 (1998), pp. 141–160. doi: 10.10
80/10556789808805690 (cit. on p. 21).

[Nis04] H. Nissenbaum. “Privacy as Contextual Integrity”. In: Washington Law Review
(2004) (cit. on p. 31).

[Ohl+13] H. Ohlsson, A. Y. Yang, R. Dong, and S. Sastry. “Nonlinear basis pursuit”. In:
Signals, Systems and Computers, 2013 Asilomar Conference on. 2013, pp. 115–
119. doi: 10.1109/ACSSC.2013.6810285 (cit. on p. 25).

[Ohl+14] H. Ohlsson, L. Ratliff, R. Dong, and S. S. Sastry. “Blind Identification via
Lifting”. In: {IFAC} Proceedings Volumes 47.3 (2014). 19th {IFAC} World
Congress, pp. 10367 –10372. doi: http://dx.doi.org/10.3182/20140824-6
-ZA-1003.02567 (cit. on p. 18).

[Old+12] F. Oldewurtel, A. Parisio, C. N. Jones, D. Gyalistras, M. Gwerder, V. Stauch,
B. Lehmann, and M. Morari. “Use of model predictive control and weather
forecasts for energy efficient building climate control”. In: Energy and Buildings
45 (2012), pp. 15–27 (cit. on p. 83).

[PCF12a] F. du Pin Calmon and N. Fawaz. “Privacy against statistical inference”. In: 2012
50th Annu. Allerton Conf. on Commun., Control, and Computing (Allerton).
2012, pp. 1401–1408. doi: 10.1109/Allerton.2012.6483382 (cit. on pp. 31,
35, 36, 82–84).

[PCF12b] F. du Pin Calmon and N. Fawaz. “Privacy against statistical inference”. In:
Communication, Control, and Computing (Allerton), 2012 50th Annual Aller-
ton Conference on. IEEE. 2012, pp. 1401–1408 (cit. on p. 36).

[Par+12] O. Parson, S. Ghosh, M. Weal, and A. Rogers. “Nonintrusive load monitoring
using prior models of general appliance types”. In: Proc. of the 26th AAAI
Conf. on Artificial Intelligence. 2012 (cit. on pp. 7, 11).

[Pat12] S. Pattem. “Unsupervised Disaggregation for Non-intrusive Load Monitoring”.
In: 11th International Conference on Machine Learning and Applications (ICMLA),
2012. Vol. 2. IEEE. 2012, pp. 515–520 (cit. on p. 7).

[Pea09] J. Pearl. Causality: Models, Reasoning and Inference. Cambridge University
Press, 2009 (cit. on pp. 122–125).

[Pea98] J. Pearl. “Graphical Models for Probabilistic and Causal Reasoning”. In: Quan-
tified Representation of Uncertainty and Imprecision. Ed. by P. Smets. Dor-
drecht: Springer Netherlands, 1998, pp. 367–389. doi: 10.1007/978-94-017-
1735-9_12 (cit. on p. 124).

[Per+12] C. Perfumo, E. Kofman, J. H. Braslavsky, and J. K. Ward. “Load management:
Model-based control of aggregate power for populations of thermostatically con-
trolled loads”. In: Energy Conversion and Management 55 (2012), pp. 36 –48.
doi: http://dx.doi.org/10.1016/j.enconman.2011.10.019 (cit. on p. 65).

http://dx.doi.org/10.1080/10556789808805690
http://dx.doi.org/10.1080/10556789808805690
http://dx.doi.org/10.1109/ACSSC.2013.6810285
http://dx.doi.org/http://dx.doi.org/10.3182/20140824-6-ZA-1003.02567
http://dx.doi.org/http://dx.doi.org/10.3182/20140824-6-ZA-1003.02567
http://dx.doi.org/10.1109/Allerton.2012.6483382
http://dx.doi.org/10.1007/978-94-017-1735-9_12
http://dx.doi.org/10.1007/978-94-017-1735-9_12
http://dx.doi.org/http://dx.doi.org/10.1016/j.enconman.2011.10.019


BIBLIOGRAPHY 148

[Pet04] J. Petzold. “Augsburg Indoor Location Tracking Benchmarks”. In: (2004) (cit.
on p. 91).

[RD11] A. Rial and G. Danezis. “Privacy-preserving Smart Metering”. In: Proc. of the
10th Annu. ACM Workshop on Privacy in the Electronic Society. WPES ’11.
Chicago, Illinois, USA: ACM, 2011, pp. 49–60. doi: 10.1145/2046556.2046564
(cit. on pp. 30, 65).

[Rah+12] D. Rahayu, B. Narayanaswamy, S. Krishnaswamy, C. Labbé, and D. P. Seetharam.
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