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Abstract

Ultrafast Magnetization Dynamics in the Presence of Strong Spin-Orbit Coupling

by

Colleen Leanna Stallard Kantner

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Joseph Orenstein, Co-Chair

Professor R. Ramesh, Co-Chair

The time-resolved magneto-optical Kerr effect is used to study magnetization dy-
namics in thin films of SrRuO3. This thesis focuses on two topics in particular: the influence
of epitaxial strain on magnetization dynamics and magnetic orientation, and the origin of
the dramatic slowing down of the demagnetization time near the Curie temperature.

Magnetization dynamics in SrRuO3 are initiated by a temperature dependent ro-
tation of the magnetocrystalline anisotropy field direction upon thermal excitation by the
laser. The resulting dynamics depend on the orientation of the anisotropy field in the sam-
ple. We observe a change in the orientation as a function of epitaxially strain by looking
at SrRuO3 grown on various substrates with (001) orientation and distinct in-plane lattice
parameters. We find that in SrRuO3 films under compressive strain, the anisotropy field
moves in a plane perpendicular to the film surface. Beyond a certain degree of tensile strain,
the anisotropy field moves in the plane parallel to the surface of the film. Support of this
result from theoretical calculations and XRD measurements is discussed and attempts to
strain tune films with a piezoelectric substrate are described.

Near the Curie temperature, the demagnetization time in SrRuO3/SrTiO3(111)
is found to increase by more than a factor of ten. Here, we study this effect in detail and
derive an equation for the demagnetization time in terms of the spin flip time, starting from
detailed balance and borrowing from a recent spin-based model for demagnetization[57, 58].
The demagnetization time is found to be proportional to the spin flip time and inversely
proportional to the reduced temperature near Tc, allowing us to measure the spin flip time.
We also relate the spin flip time and the damping parameter to the Curie temperature and
find that the previously speculated upon relationship between the damping parameter in
SrRuO3 and the anomalous Hall effect is strengthened.
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Chapter 1

Introduction

It is important to ask “why” before commencing any scientific inquiry - and useful
to remind yourself of this reason periodically, as it is easy to get sidetracked or discouraged.
In the case of this thesis, the motivation comes from the increased use of magnetism in
technology and the desire to better control that magnetism, as well as the wonder of more
fully understanding how magnetism works.

There can be no doubt of the increasing role magnetism plays in technology and
today’s society. The ubiquity of ipods, based on giant magneto-resistance (GMR)[5, 11,
86], is just one indicator. Magnetism is also either used or being explored for usage in
speakers, cell phones, data storage, sensors, and logic. And who knows what sector might
be revolutionized next by a scientific breakthrough?

Two areas of particular research interest with regard to magnetism are the speed
with which a magnetic state can be changed and the ability to control that magnetic state
with an electric field.

The speed at which magnetic data-storage elements can be manipulated is ul-
timately dependent on elementary spin-scattering processes and how they influence the
demagnetization of the material used in femtosecond laser-writing schemes. But despite its
technological relevance, demagnetization is still not well understood on a microscopic level.

It is not surprising that there is significant interest in applying electric fields to
change magnetization. Currently, in order to change the orientation of a magnetic field it
is necessary to apply another magnetic field, which is an energetically inefficient process.
Applying an electric field to change a magnetization is potentially more energy efficient
and easier to integrate into commonly used electronic devices. One way this could be done
is through a multiferroic material where electric and magnetic ordering may be directly
coupled[104]. Another potential method is to grow a material whose magnetic orientation
is dependent on strain on a piezoelectric material. A necessary first step in this latter case
is demonstrating that the magnetic orientation changes with strain.

In searching for a material to satisfy both components of our queries we come
across SrRuO3. SrRuO3 is remarkable for a number of reasons, including its non-Fermi
liquid behavior[52] and potential link to the anomalous Hall effect[66]. Most relevantly for
us, SrRuO3 is a material with very strong spin orbit coupling. The spin-orbit interaction
provides a mechanism for spin-flip scattering and is responsible for strong magneto-elastic
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coupling.
In this thesis, strain induced reorientation and demagnetization are studied in

SrRuO3 via the time resolved magneto-optical Kerr effect.
Previous work has demonstrated that magnetization dynamics associated with

ferromagnetic resonance can be measured in SrRuO3 by the time resolved magneto-optical
Kerr effect[66]. Here, we study the effect of strain on those dynamics and the underlying
magnetic orientation. This is particularly useful for films grown on paramagnetic substrates
which cannot be measured by traditional diagnostics such as SQUID.

A wide dynamic range in demagnetization time in SrRuO3 near the Curie temper-
ature has been shown previously[80]. Here, we examine this behavior closely and attempt
to derive an equation of the demagnetization time near Tc.

This thesis is organized as follows:

Chapter 2 outlines the basic structural, electronic, and magnetic properties of
SrRuO3. Of particular interest are the rotations of the RuO6 octahedra, the strong electron-
electron correlations, and the unusually large magnetocrystalline anisotropy field in SRO.
The growth of SRO films for both strain and demagnetization experiments is also described.
Toward the end of the chapter, strain effects on structure will be discussed and implications
for magnetic properties of SRO will be motivated.

In Chapter 3, theoretical models of magnetization dynamics and demagnetization
are outlined. These include the Landau-Lifshitz-Gilbert equation describing collective pre-
cessional motion, and the phenomonolgical three temperature model and Koopmans’ model
describing demagnetization. Sources of damping, particularly those related to spin-orbit
coupling, are also discussed.

Chapter 4 describes how magnetization dynamics can be studied by ultrafast op-
tical exeriments. An overview of the magneto-optical Kerr effect is given, and the experi-
mental setup is detailed.

In Chapter 5 the results of magnet-optic measurements on strained SrRuO3 films
are presented and analyzed. The magnetocrystalline anisotropy field direction is found to
depend on the epitaxial strain from a substrate. Efforts to strain SrRuO3 by applying an
electric field to a piezoelectric substrates encounter a number of experimental challenges,
however, which are described.

Chapter 6 presents the wide dynamic range of demagnetization near the Curie
temperature. A relationship between the demagnetization time and the spin-flip time is
derived, and the relationship between these parameters and the damping parameter is
discussed. The demagnetization time is found to be inversely proportional to the reduced
temperature.

1.0.1 The Spin-Orbit Interaction

Since spin-orbit coupling plays such a crucial role in the motivation for these
experiments, it makes sense to discuss it immediately. The spin-orbit interaction is the
result of the relativistic motion of electrons in the periodic electric potential field of atomic
nuclei in the lattice. The electrons see the stationary field of the lattice as a magnetic field.
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The Hamiltonian for spin orbit interaction can be written in terms of the electron spin, S,
and the angular momentum, L, of the perceived magnetic field of the lattice[36]:

HSO =
Ze2

2m2c2r3
L · S (1.1)

where Z is the atomic number of a nucleus, m and e the mass and charge of an electron,
respectively, and c is the speed of light.

There are a number of important consequences to this interaction.

The spin-orbit interaction:

1) causes a preferential alignment of spins in a ferromagnet. The interaction determines
the magnitude and direction of the magnetocrystalline anisotropy field, and as a result
sets the time scale for spin dynamics. (See sections 2.5.1 and 3.1.2)

2) is a necessary component of the Elliot-Yafet mechanism which is responsible for spin
flip while scattering, leading to demagnetization. (See section 3.3.1)

3) makes optical measurements of magnetization dynamics possible via the
magneto-optical Kerr effect. (See section 4.2.2)

SRO has exceptionally large spin orbit coupling, attributed to the relatively large
atomic number of ruthenium.
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Chapter 2

SrRuO3 Thin Films

First, a basic overview of strontium ruthenate: SrRuO3 (SRO) is an itinerant
ferromagnet, with a Curie temperature (Tc) of ∼160K in single crystal form [69], and a
strain reduced Tc in thin films, typically to ∼150K [35]. It is particularly notable for its
strong spin orbit coupling and large magnetocrystalline anisotropy as a result. SRO is also
a metallic oxide, though it is sometimes referred to as a “bad metal” due to its relatively
low conductivity and prevalence of electron-electron correlations. SRO has a perovskite
structure, and single crystals of SRO are orthorhombic (and pseudocubic) below 850K.
This chapter will discuss in greater detail the physics behind, and the specific details of,
the structural, electric, and magnetic properties of SRO.

2.1 Structural Properties of SrRuO3

SRO is a perovskite, which means that it has a structure analogous to the natural
compound CaTiO3. The chemical formula of a perovskite is ABO3, and a single unit cell,
in the idealized cubic-symmetry structure, can be depicted with the A-site atoms at the
corners of a cube, the B-site atom in the center, and the oxygen centered in the faces of the
cube in an fcc structure. The idealized cubic structure is shown for SRO in figure 2.1. In
perovskites, the oxygen form an octahedron around the B-site atom, and when the structure
is not cubic the oxygen octahedra can tilt or rotate.

In single crystals of SRO the structure is cubic above 950K, between about 950
and 850K it distorts slightly into a tetragonal phase and below 850K it is orthorhombic and
pseudocubic. In orthorhombic form, the lattice parameters are a = 5.53 Å, b = 5.57 Å, and c
= 7.84 Å[50]. When SRO is grown epitaxially on films its in-plane lattice parameters distort
to match the substrate. An additional change can come from the oxygen octahedra, which
are rotated about all three orthorhombic axes. This rotation can be described by Glazer
notation, which for SRO can be written: a−a−c+[108]. This tells us that the rotation is
similar around the a and b axes and distinct around the c axis. The - and + signs indicate
that adjacent octahedra are rotated in either the opposite or the same direction. These
rotations are depicted for SRO in figure 2.1. Additional changes in thin films include a
reduced Curie temperature and higher residual resistivities [17, 52].

SrRuO3 exhibits the Invar effect, which means that its lattice parameters are nearly
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Figure 2.1: Idealized cubic structure of SRO.

Figure 2.2: Orthorhombic structure of SRO, showing oxygen octahedra rotations. From
[108].
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constant as a function of temperature. The fractional change in lattice parameter is less than
Δa
a ≈ 10−4 between 0 and 300 K [50]. Although, in general, thermal expansion mismatch
can result in a temperature dependent strain between a thin film and the substrate it is
grown on, this was not observed in any of the SRO films in this thesis.

2.2 Film Growth

Previous optical studies of SRO have been primarily on SRO grown on SrTiO3

(001) substrates. In this thesis, SRO films were studied in different orientations and on
different substrates, as described in the following two sections. Orthorhombic orientations
are referred to unless otherwise specified.

2.2.1 Samples for demagnetization experiments

SRO films for the demagnetization experiments were grown via pulsed laser depo-
sition at 700◦C in 0.3 mbar of oxygen and argon (1:1) on TiO2 terminated STO in (111)
orientation [62]. A pressed pellet of SRO was used for the target material and the energy
on the target was kept constant at 2.1 J/cm2. High-pressure reflection high-energy electron
diffraction (RHEED) was used to monitor the growth speed and crystallinity of the SRO
film in situ. RHEED patterns and atomic force microscopy imaging confirmed the presence
of smooth surfaces consisting of atomically flat terraces separated by a single unit cell step
(2.2Å in the [111] direction). X-ray diffraction indicated fully epitaxial films and x-ray
reflectometry was used to verify film thickness. Bulk magnetization measurements using a
SQUID magnetometer indicated a Curie temperature, Tc, of ∼155K. The relatively high Tc

of the film is indicative of film quality. Electrical transport measurements were performed
in the Van der Pauw configuration and show the residual resistance ratio to be about 10
for these films.

2.2.2 Samples for strain experiments

For the strain experiments, thin 10nm films of SRO were grown on several different
substrates, including STO, DyScO3 (DSO), and GdScO3 (GSO), all in the (001) orientation.
Some of the DSO substrates were found to have unusually large in-plane lattice parame-
ters, thought to be due to dysprosium deficiencies. These substrates will be referred to as
D1−δSO.

Structurally, SRO films can grow with either (001) or (110) orientations on sub-
strates with (001) orientation. An illustration of these two geometries can be seen in figure
(2.2.2). Further discussion of the orientation of SRO on these substrates will continue in
chapter 5.

Pulsed-laser growth of these films was done at 680-700◦C in 100 mTorr oxygen, and
RHEED, X-ray diffraction, and x-ray reflectometry were again used to ensure film quality
and thickness. SQUID measurements showed Curie temperatures of ∼150K.
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Figure 2.3: Possible orthorhombic orientations of SRO on substrates with (001) orientation.
On the left is the (110) orientation, and on the right is the (001) orientation. From [46]

2.3 Electronic Properties

This section will give a brief overview of unusual electronic properties of SRO, as
the electronic properties were not the primary focus of this thesis work. Both conductivity
and carrier concentration are lower in SRO than in typical metals [52].

2.3.1 Non-Fermi Liquid Behavior in SRO

In the independent electron approximation, electrons are treated as non-interacting
particles. At first glance, this simple approximation would seem not applicable to most
real systems. The concept behind Fermi Liquid theory is that, even though there may
be electron-electron interactions in a system, groups of electrons can be renormalized and
treated as non-interacting quasiparticles [71, 4]. Fermi Liquid is surprisingly robust, only
failing in the instance of strong electron-electron interactions [73].

Evidence of non-Fermi liquid behavior in SRO comes the high temperature resis-
tivity. At high temperatures, the resistivity of a normal metal is flat, having saturated
once the mean free path of electrons becomes less than the interatomic spacing, or de
Broglie wavelength. In SRO, the resistivity continues to increase past this point, at ∼500K
[3, 51, 29, 18].

Further evidence of non-Fermi behavior comes from the IR conductivity, which has
non-Drude like frequency dependence at high frequency, and photoemission spectroscopy,
which shows a broader Ru 4d band than would be expected from non-interacting band
theory [63, 34].

The failure to conform to Fermi liquid behavior suggests strong electron-electron
correlations in SRO. These correlations are believed to be the result of the unusual hy-
bridization of Ru 4d electrons with oxygen 2p electrons [65].
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2.3.2 Anomalous Hall Effect

In a ferromagnet, the Hall resistivity includes an additional term arising from the
magnetization of the material. Called the anomalous Hall effect (AHE), this contribution
to the resistivity is analogous to the classic Hall effect, only the off-diagonal term in the
conductivity comes from the intrinsic magnetization of the material instead of an applied
magnetic field. The full Hall resistivity can be written as a function of temperature and
magnetic field, H:

ρxy = R0(T )H +Ra(T )M(T,H) (2.1)

where R0 is the normal Hall coefficient and Ra is the anomalous Hall coefficient. The AHE
arises from the spin-orbit interaction, which couples the magnetization of a ferromagnet to
an applied electric current [84, 94].

The origin of the AHE is still under debate [74, 55, 33]. There are two competing
theories: 1) The AHE is an extrinsic effect, resulting from asymmetric scattering from
impurities [96, 8], and 2) The AHE is an intrinsic band structure effect, which can be
described in terms of Berry’s phase and is related to magnetic monopoles in momentum
space [84, 82, 33, 78].

Calculations by Fang et al. suggest that the intrinsic AHE should be dominated
by avoided crossings (near degeneracies) in the band structure, and that the intrinsic AHE
should be dominant in SRO [33, 85]. The off-diagonal conductivity can be written [84]:

σxy(ω) = i
∑
m,n,k

Jx
mn(k)J

y
nm(k)fmn(k)

εnm(k)[εnm(k)− ω − iγ]
(2.2)

where J i
mn(k) is the current matrix element between quasiparticle states with band indices

n, m and wave vector k. The functions εnm(k) and fnm(k) are the energy and occupation
difference, respectively, between such states, and γ is a phenomenological quasiparticle
damping rate.

The AHE conductivity is the dc limit of σxy. Looking at equation (2.2) we see
that the size of the intrinsic AHE depends on the position of the Fermi energy with respect
to near degeneracies in the band structure. If the Fermi energy lies between two energy
bands the difference in the Fermi occupation, fnm(k), will be large. If the energy bands are
close together, as in the case of an avoided crossing, the energy difference, εnm(k), will be
small. The intrinsic AHE is most likely to dominate when the Fermi energy lies between,
or near, an avoided crossing.

Calculations of the intrinsic AHE have been done using linear response theory
[33, 84]. Given the wide spread applicability of this theory, it has been suggested that other
physical observables should be related to near degeneracies in the band structure as well, in
particular observables related to collective spin dynamics, such as ferromagnetic resonance
[83].
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2.4 Magnetic Properties

2.4.1 Itinerant Ferromagnetism

Metals, such as SRO, have conduction electrons that are free to move within
the material. This is in contrast to electrons which are localized, bound to a particular
atom. Magnetism that originates in the traveling conduction electrons is thus said to be
“itinerant”. A neat separation between conduction and valence electrons is inaccurate,
however. In SRO, itinerant electrons are actually hybridized states of s-p and d electrons.

The saturated magnetic moment of SRO is ∼ 1.6 μB/Ru atom, where μB is the
magnetic moment of a single spin [17]. The magnetization arises from electrons of 4d
character associated with the Ru atoms [51]. The non-integer number of Bohr magnetons
(μB) comprising the magnetic moment cannot be explained by a local picture of magnetism.
It is one of the hallmarks of an itinerant ferromagnet, and illustrates the need for a non-local,
band description of ferromagnetism [95].

Ferromagnetism arises as the result of a spontaneous splitting between spin up and
spin down energy bands. Whether or not spin bands split is determined by a competition
between reduced energy as a result of exchange interaction favoring spin alignment with
increased kinetic energy due to spin band splitting, as will be discussed in more detail in
the next section. As always, nature tries to minimize the energy of the system.

The reduction in energy due to exchange interaction is a result of Coulomb inter-
actions which favor a symmetric spin state. The Pauli exclusion principle favors an overall
electron state which is antisymmetric, but that asymmetry can come from either the spa-
tial or the spin portion of the wavefunction. Electrons in an anti-symmetric spatial state
are relatively delocalized compared to electrons in a symmetric spatial state. This delo-
calization means that electrostatic Coulomb energy due to electron-electron interactions is
reduced. If the anti-symmetric spatial state is favored, then symmetric spin state must be
as well, satisfying the Pauli exclusion principle[98]. Thus the Coulomb interaction gives rise
to magnetic ordering. In SRO, exchange is mediated through hybridization of the 4d Ru
electrons with 2p O orbitals [65].

2.4.2 The Stoner Model

The Stoner model is a simple band model for itinerant ferromagnetism. In the
Stoner model, the energy band of one spin type spontaneous shifts with respect to the
other. The result of this shift is that one spin band has more available states below the
Fermi energy, as depicted in figure 2.4. Therefore there is a preferential orientation of spin
in the system. The net magnetization is determined by the difference between the number
of majority and minority spins: Mnet = μB(Nmaj −Nmin).

Band splitting will occur if it leads to a reduction in the total energy, where:
ΔEtotal = ΔEkin+ΔEpot. When the bands shift, minority spin electrons with total energy
just below the original Fermi energy will perform a spin flip and be effectively promoted to
a higher kinetic energy. The new total energy will be just above the original Fermi energy
in the majority band. This kinetic energy cost depends on the number of spins that flip,
in other words, the density of states at the Fermi surface, g(EF ). The energy cost can only
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Figure 2.4: Left: Diagram of band shifting in the Stoner Model. E is total energy: magnetic
+ kinetic. Right: Calculated density of states for SRO. [3]

be overcome if the potential energy savings from exchange interactions between electrons
and the molecular field exceeds the kinetic cost. This condition for spontaneous splitting is
represented by the “Stoner criteria” for ferromagnetism:

U · g(EF ) ≥ 1 (2.3)

where U represents the Coulomb energy, and can be written [37]:

U = μ0μ
2
Bλ (2.4)

where λ relates the average molecular field felt by each spin, Bmol, to the magnetization,
M , through: Bmol = λM , as will be described in more detail in the next section.

If the Stoner criterion is fulfilled, the spin up and spin down bands will split by
an energy Δex, called the exchange energy. If the criterion is not met, there will be no
spontaneous magnetization.

The robustness of a ferromagnet is determined by the size of the exchange energy
and the position of the Fermi energy in the majority spin band. Metals which exhibit an
exchange splitting greater than the difference between the Fermi energy and the top of the
majority spin band are called strong. They have no holes in the majority in spin band.
Metals with an exchange splitting less the difference between the Fermi energy and the top
of the band are referred to as weak, and are prone to spin flip excitations, since they have
holes in both the minority and majority bands. The density of states for SRO, seen at right
in figure 2.4, demonstrates an example of a weak ferromagnet.

The Stoner model is flawed, particularly in its inability to explain the temperature
dependence of magnetism near the Curie temperature [98, 92]. But the utility of the Stoner
model comes from its ability to explain fractional spin magnetic moments and elucidate the
criteria by which a material will become ferromagnetic.
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2.4.3 Mean Field Theory

A relatively simple model of magnetization that does accurately describe the tem-
perature dependence of ferromagnets near the Curie Temperature (at least in the absence
of fluctuations of the order parameter) is Mean Field theory for magnetization, also known
as the theory of Weiss.

The magnetically relevant part of the Hamiltonian for a ferromagnet, in the ab-
sence of an external field, is given by:

H = −
∑
ij

Jij Si · Sj (2.5)

where all spins are summed over and Jij is the exchange integral between spin i and spin
j. The equation would be quite cumbersome to solve exactly, so instead the approximation
is made that the interaction of a spin with its neighbors can be described by a uniform,
average field, and this field should be proportional to the magnetization. This average field
is called the molecular field, Bmol:

Bmol = λM (2.6)

The Hamiltonian can then be rewritten in terms of the molecular field:

H = gμB

∑
i

Si ·Bmol (2.7)

Making use of the partition function, Z, a transcendental equation satisfying the
Hamiltonian can be found:

M(T ) = MsBJ(
gμBJλM(T )

kT
) (2.8)

where Ms is the saturation magnetization, and BJ is the Brillouin function.
Solutions to this equation can be found graphically, as seen in figure 2.5, by plotting

both sides of the equation, and looking for points of intersection. There is always the trivial
solution to this equation for M(T ) = 0, and above a certain temperature that is the only
solution. Tc is defined by the temperature at which slopes of the sides of the equation become
equal, and for temperatures below Tc, three possible solutions exist: M(T ) = 0,±M0.

Near Tc, and for J = 1/2, the magnetization is found to have the following behav-
ior:

M

Ms
∝ (Tc − T )1/2 (2.9)

Mean Field Theory has been shown to accurately describe the critical behavior of
magnetization in SRO near the Curie temperature down to very small reduced temperatures
((Tc − T )/Tc) of 10

−4 or less [47].
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Figure 2.5: Left: Graphical method to determine magnetization from mean field theory.
Above Tc there is only one solution, M = 0. Below Tc three solutions exist: M = 0,±M0

[37]

2.5 Magnetic Anisotropy

In an anisotropic material, the internal energy depends on the direction of the
magnetization. The magnetic anisotropy field represents the expression of this directional
dependence. The direction of the field indicates the lowest energy position of the magnetiza-
tion. For a material with uniaxial anisotropy, such as SRO, this is the “easy axis” direction.
For a higher symmetry system there could be, for instance, an easy plane. The strength
of the field indicates the degree of resistance to movement of magnetization away from the
preferred orientation. The most important contributions to the magnetic anisotropy for
thin films of SRO are magnetocrystalline anisotropy, shape anisotropy, and anisotropy due
to strain (or inverse magnetostriction).

2.5.1 Magnetocrystalline Anisotropy

Magnetocrystalline anisotropy is an intrinsic anisotropy arising from the spin orbit
interaction of electrons[44]. Spins prefer to align along particular crystallographic axes due
to the close relationship between the electron orbitals and the crystallographic structure [37].
Materials with strong spin orbit coupling, such as SRO, also exhibit large magnetocrystalline
anisotropy fields.

Anisotropy arising from intrinsic spin orbit coupling may be uniaxail, but it can’t
be unidirectional, in the sense that it should be just as easy for the magnetization to align
anti-parallel to the anisotropy field as parallel to it. Another way of expressing this idea
is to say that the anisotropy energy can be written in terms of even powers of the angle θ
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where θ is the angle the magnetization makes with the direction of the anisotropy field [20]:

E = K2 sin
2 θ +K4 sin

4 θ + . . . (2.10)

Here, the values of the magnetocrystalline anisotropy constants, Ki, determine
the behavior of the system. For example, if all Ki > 0, the material will exhibit uniaxial
anisotropy, and easy plane anisotropy if all Ki < 0.

Further discussion of the relationship between the crystallographic symmetry, the
magnetocrystalline anisotropy field, and the magnetization direction will be presented in
section 3.1.2.

2.5.2 Shape Anisotropy

If a sample of magnetic material is not spherical, preferred orientations of the
magnetic field can present themselves based on the shape of the sample, a phenomenon
known as shape anisotropy. This phenomenon is caused by the dipole interaction between
spins. Each spin feels the dipole field of every other spin in the sample [20]. In the middle
of the sample these dipole fields cancel one another, but near the boundaries of the sample
these fields are uncompensated. These uncompensated dipoles give rise to a stray field
outside the sample which tries to counteract the magnetic field within the sample. This
stray field is called the demagnetization field.

Since this field depends on where the boundaries are, the demagnetization energy
is shape dependent. For a thin film where the out-of-plane dimension is much smaller than
the in-plane dimensions, the stray field energy is given by [44]:

Estr =
1

2
μ0M

2cos2θ, (2.11)

where θ is the angle between the magnetization and the direction normal to a film’s surface.
The shape anisotropy energy is highest when the spins point out of the plane because the
distance between uncompensated dipoles in the greatest in that orientation. In order to
minimize the shape anisotropy energy, the shape anisotropy field prefers spins to align in
the plane of a film.

2.5.3 Inverse Magnetostriction

Magnetic anisotropy can also arise from strain applied to a material through
magneto-elastic interaction. Textbooks typically focus on the opposite of this effect: mag-
netostriction, an induced strain resulting from changing bond lengths. The bond lengths
change to minimize the spin interaction energy, which depends on both the distance be-
tween individual magnetic moments and the direction of magnetization [20]. This effect is
responsible for the distortion of a cubic lattice into a tetragonal lattice below the Curie tem-
perature of a magnetic material, for example [37]. But an inverse magnetostriction effect,
called the Villari effect, is also possible.

Strain arises in films due to the distortion of in-plane lattice parameters to match
the substrate [25]. If the layer is grown epitaxially this strain is homogeneous across the
sample, and a corresponding distortion occurs normal to the surface of the film. In thick
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films, any distortion to the material will relax to bulk values in layers sufficiently far away
from the substrate [27]. In the thin films of SRO looked at in the thesis, however, the strain
is approximately uniform throughout the sample, except where specifically noted in the
case of SRO grown on GdScO3. This is only an approximation, though, since the magnetic
transition is found to be broader in temperature for films, which indicates non-uniform
strain.

Calculations of SrRuO structure suggest strong magneto-structural coupling [108],
and the strength of this coupling is evidenced by the reduction in the saturated magnetic
moment and lowered transition temperature[35] for SRO films compared to SRO crystals.
Notably, this happens even though the strain from lattice mismatch in between SRO and the
various substrates it was grown on is relatively small. The reduction in saturated moment
means that the magnitude of the anisotropy field has been reduced due to strain.

Magneto-structural changes in SRO correlate to changes in the oxygen octahedra[108].
The oxygen octahedra can rotate or deform in response to strain and in turn induce changes
in the position and orientation of associated orbitals. Since magnetocrystalline anisotropy
depends on spin-orbit interactions this can change the strength or direction of the anisotropy
field. An example of the strong magneto-structural coupling comes the possible quashing of
magnetism in SRO with applied strain. The high-spin state of SrRuO3 is the result of four
4d Ru electrons occupying three degenerate t2g orbitals, which leaves two spins uncompen-
sated. A distortion of the bond lengths in an oxygen octahedron can lift the degeneracy
of the t2g orbitals, and a strong distortion can create a low-energy state where the 4 Ru
electrons occupy only two orbitals. The result is this case is that there is no net magnetic
moment.

Further discussion of the effect of strain on the anisotropy field direction in SRO
can be found in section 2.6 and chapter 5.

2.5.4 Anisotropy in SRO

Having discussed possible contribution to magnetic anisotropy, let’s direct our
attention to the specifics of the anisotropy field in SRO. The anisotropy field is dominated
by magnetocrystalline anisotropy, thanks to strong spin orbit coupling. The magnitude of
the anisotropy field in SRO is unusually large on account of this, ∼6-7T [72]. The strength
of the anisotropy field makes ferromagnetic resonance in SRO appropriate for study with
ultrafast techniques, as we shall see. The direction of the anisotropy field is known to rotate
in the a-b plane in films [51]. This rotation is shown in figure 2.5.4 for a film of SRO grown
on STO. Near the Curie temperature the anisotropy field points along the b-axis of the
lattice. Upon cooling, the anisotropy field rotates away from the b axis and toward the a-
axis, rotating a total of approximately 15◦ as temperature approaches zero. For SRO (110),
the orientation it grows on STO, this means that near 150K the anisotropy field makes an
angle of 45◦ with the normal to the film surface, and at 5K an angle of 30◦.

There is no consensus in the literature regarding whether the anisotropy field
rotates in crystals of SRO. But since the anisotropy field rotates toward normal as it is
cooled, we know that this rotation cannot be the result of shape anisotropy. If such a
rotation were due to shape anisotropy, then as the magnitude of the magnetization increased
at low temperature the field would want to align more in-plane to reduce the energy of the
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Figure 2.6: In-plane (red), out-of-plane (blue), and total magnetization (black) as a function
of temperature. The angle of the easy axis relative to the sample normal is shown in the
inset. Figure from [51].

stray field. Instead the rotation is in the opposite direction, and must be caused by the
intrinsic magnetocrystalline anisotropy.

The rotation of the magnetocrystalline anisotropy field as a function of temper-
ature can explained by the relatively simple of free energy introduced in equation (2.10).
If equation (2.10) can be truncated after sin4 θ, and K2 and K4 have opposite sign, the

direction of the easy axis is determined by sin θ =
√

− K2
2K4

. If K2 and K4 vary as a function

of temperature, the direction of the anisotropy will rotate as a function of temperature.
Equation (2.10) is equally good for magnetization parallel or anti-parallel to the

anisotropy field direction, but experimental results can be washed out or difficult to interpret
if both magnetic domains are actually present. Consequently, we used a small permanent
magnet with a field of ∼0.5 T in the cryostat to seed spins along one magnetic domain as
we cooled through the transition temperature. Since the magnetic susceptibility diverges
near the Curie temperature, only a relatively small field was necessary. We also found that
even when the magnetization was saturated at low temperature, a coercive field of less than
one tesla was needed to switch from one orientation to another.

2.6 Strain Effects

Having covered the basic properties of SRO, we can now explore structural and
magnetic changes to those properties as a function of strain. In this section the focus will be
on structural changes, along with motivation for the magnetic changes that will be discussed
in chapter 5.

When SRO is grown epitaxially, its in plane lattice parameters are compressed or
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Figure 2.7: Epitaxial growth of SRO on STO. The in-plane lattice parameter is compressed.

stretched to fit the substrate. A corresponding stretch or compression of the out-of-plane
lattice parameter is observed such that the unit cell maintains (roughly) its volume. For
example, when SRO is grown on STO, its in-plane lattice parameters are compressed and
its out-of-plane lattice parameter is stretched, as seen in figure 2.6.

The degree of rotation of the oxygen octahedra also reflects the impact of epitaxial
strain. As the lattice parameters distort as a function of strain, the oxygen octahedra will
rotate to preserve their shape [108]. Using ab initio calculations, the rotation of the oxygen
octahedra can be predicted as a function of strain. We see in figure 2.6, for the two possible
orientations of SRO growth, a calculation of the expected rotation angle of the octahedra as
a function of strain. The data labeled as tilting refers to the rotation corresponding to the
a and b directions, and the data labeled rotation refers to the rotation about the c axis. We
see that there are significant changes in the rotation as a function of strain and that these
changes in the rotation are different for films with different orientations of SRO growth.

The anisotropy field in SRO is fundamentally linked to the oxygen octahedra
through the role oxygen 2p electrons (hybridized with ruthenium 4d electrons) play in spin-
orbit coupling. The predicted rotation of the oxygen octahedra with strain suggests that
we should see correlated changes in the magnetization as a result of this strong magneto-
structural coupling.
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Figure 2.8: Rotation of the RuO6 octahedra as a function of strain in SRO. The top plot
shows the rotation for (001) SRO and the bottom plot shows the rotation for (110) SRO.
The relevant calculations in the top plot are labeled ‘FM’ for ferromagnetic. From [51].
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Chapter 3

Ultrafast Magnetization Dynamics

3.1 Theory of Magnetization Dynamics

3.1.1 The Landau-Lifshitz-Gilbert Equation

Understanding magnetization dynamics begins with understanding the dynamic
behavior of a single spin. The motion of a spin is determined by the equation of motion,
which can be derived from quantum theory [36]. According to quantum mechanics, the time
evolution of the expectation value of a operator is determined by the expectation value of
its commutation with the Hamiltonian operator H. Hence for a spin S:

−ih̄
d 〈S〉
dt

= 〈[S,H]〉 (3.1)

We would like to understand the motion of a spin in the presence of an external
magnetic field. The relevant Hamiltonian, which describes the interaction of the spin with
the external field, B, can be expressed as:

H = −gμB

h̄
S ·B (3.2)

where μB is the Bohr magneton and g is the g-factor for a free electron.
With the aid of the commutation rules for spin operators [83]:

[Si, Sj ] = ih̄εijkSk (3.3)

where εijk is positive one for right-handed permutations of x,y, and z, and negative for
left-handed permutations, the spin equation of motion can be found:

d 〈S〉
dt

=
gμB

h̄
(〈S〉 ×B) (3.4)

The derived equation of motion for one spin can be extended to the macroscopic
level for the case of homogeneous magnetization, considering the relationship between the
magnetization M and 〈S〉:

M =
gμB

h̄
〈S〉 (3.5)
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The analogous equation of motion for magnetization in an external field H is:

dM

dt
= −γμ0 (M ×H) = γ0 (M ×H) (3.6)

where γ = gμB/h̄ is called the gyromagnetic ratio, and γ0 = −γμ0. Consider an array of
homogeneous magnetic moments comprising the magnetization in a sample. Equation (3.6)
describes the torque that the magnetic moments collectively feel in response to an external
field. The torque changes the angular momentum of all of those magnetic moments, resulting
in the coherent precessional motion of the spins.

Inspection of equation (3.6) reveals that, by virtue of the cross product between
M and H , the precessional motion has certain properties in the case of a constant external
field H :

d

dt
(M)2 = 0

d

dt
(M ·H) = 0 (3.7)

This implies two things: First, that the amplitude of the magnetization is un-
changed during precession around a constant field, and, second, that the magnetization,
once taken out of the equilibrium position, will precess with the Larmor frequency ωL = γ0H
aroundH at a fixed angle, for an infinitely long time. This second result it unphysical, since
the experimental observation is that the magnetization eventually aligns with the external
field. Solving this problem requires the introduction of a phenomenological dissipative term
into equation (3.6). Since the dissipative term must serve to align the magnetization with
the external field, it is sensible that it be proportional to the cross product of the mag-
netization and the precessional term. Landau and Lifshitz introduced such a term in the
Landau-Lifshitz equation [13, 98]:

dM

dt
= γ0 [M ×H] +

αγ0
|M | [M × (M ×H)] (3.8)

where α denotes the dimensionless damping parameter.
The Landau-Lifshitz equation works well for small values of the damping param-

eter, but is inaccurate when α is of order one or more. A better description is given by
adding a higher order term in α, yielding the Landau-Lifshitz-Gilbert equation:

(1 + α2)
dM

dt
= γ0 [M ×H ] +

αγ0
|M | [M × (M ×H)] (3.9)

where α is now referred to as the Gilbert damping parameter.
This is frequently re-written as:

dM

dt
= γ0 [M ×H ] +

α

|m|
[
M × dM

dt

]
(3.10)

The Landau-Lifshitz-Gilbert (LLG) equation describes the damped precessional
motion of magnetization in the presence of an external magnetic field. If the external field
applying the torque is constant, the dissipation time is τLLG = 1/ωL α.
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Figure 3.1: Schematic of spherical coordinates.

Applying an external magnetic field is a straightforward way to induce a dynamic
response in a magnetic material but, as will be explained in section 4.1, laser excitation can
also be used to excite spin dynamics.

3.1.2 Determining Magnetization Dynamics from the Free Energy Po-
tential

In a ferromagnet, the magnetization dynamics are determined by the effective
anisotropy field Heff in the sample [97]. Ignoring the damping term, the magnetiza-
tion dynamics are determined by the cross product of the magnetization with the effective
anisotropy field:

dM

dt
= −γμ0 (M ×Heff ) (3.11)

The anisotropy field is determined by the derivative of the free magnetic energy,
F , with respect to the direction of the magnetization.

Heff = − 1

μ0Ms

∂F

∂m
(3.12)

where Ms is the saturation magnetization and m is the magnetization unit vector.
It is convenient to express equation (3.11) in spherical coordinates, which are

schematically shown in figure 3.1.2. Rewriting both sides of (3.11), we find equations that
govern the magnetization motion:

dθ

dt
= − γ

Mssin(θ)

∂F

∂φ
(3.13)

dφ

dt
=

γ

Mssin(θ)

∂F

∂θ
(3.14)
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Note in particular that motion in the θ direction is determined by the derivative
of the free energy potential with respect to φ and vice versa.

The effective anisotropy field is oriented in such a way that all contributions to the
free magnetic energy are minimized. Mathematically, this means that Heff is determined
by the minimum of the free energy potential.

The free energy potential can generally be described by a power series expansion
of the components of the magnetization, keeping only the even terms, since there is no
difference in energy for an oppositely oriented system [37].

F = F0 +
∑
ij

bijαiαj +
∑
ijkl

bijklαiαjαkαl +O(α6) (3.15)

F (M ) = F (−M ) (3.16)

where the α are the direction cosines, i.e. m = (α1, α2, α3).
The free energy potential is closely related to the symmetry of the crystal lattice.

In the cubic case, the anisotropy axis must always be along a high symmetry axis, such as
a lattice vector or a body diagonal, where the particular orientation depends on the sign
and value of K4 and K6, magnetocrystalline anisotropy constants which depend on the
coefficients b.

F = κ0 + κ4(α
2
1α

2
2 + α2

1α
2
3 + α2

2α
2
3) + κ6(α

2
1α

2
2α

2
3) + ... (3.17)

Since we know that SRO films can rotate as a function of temperature, the cubic
case is clearly not enough to describe the symmetry of our system. In the tetragonal case the
symmetry restrictions are relaxed a bit and we see that the anisotropy direction is allowed
to rotate if κ2 and κ4 vary as a function of temperature.

F (θ, φ) = κ0 + κ2 sin
2(θ) + κ4 sin

4(θ) + L4 sin
4(θ) cos(4θ) (3.18)

where the angle of Heff is determined by sin2(θ) = −κ2/2κ4. We can also see that the φ
term reflects the four fold symmetry of the basal plane in a tetragonal lattice.

In general the free energy can be quite complicated, given a sufficient lack of
symmetry. But for a very small perturbations, such is the case in the experiments discussed
in this thesis, the free energy can be expanded in a Taylor series, keeping only terms to
second order.

F (θ, φ) = κ2θ
2 + L2φ

2 +M2θφ (3.19)

Given a judicious rotation of coordinates, the cross term can be eliminated.
Now let’s focus on magnetization dynamics that result from these free energy

potentials. For the cubic case:

dθ

dt
= 0

dφ

dt
= ωφ(θ) (3.20)

the resulting motion with be circular. This is true whenever the free energy potential
depends only on either θ or φ.
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But even in the relatively high symmetry of a tetragonal lattice, this is no longer
the case:

dθ

dt
= f(θ, φ)

dφ

dt
= f(θ, φ) (3.21)

and the resulting motion is non-circular. In general, if the free energy potential depends on
both θ and φ the resulting motion will be elliptical. This is easy to see in our case where
the perturbation from equilibrium is small:

dθ

dt
∼ L2φ

dφ

dt
∼ κ2θ (3.22)

The solution to these equations of motion are generalized equations for elliptical
motion. Including damping:

θ = θAe
−iωte−t/τ + θ0 φ = φAe

−iωte−t/τ + φ0 (3.23)

where τ is the damping time, θA and φA denote the amplitude of those precessions, and θ0
and φ0 are the equilibrium values of θ and φ.

For the time-resolved measurements of magnetization dynamics to be discussed in
chapter 5, motion is initiated through a sudden change in the equilibrium position resulting
from a change in anisotropy coefficients in response to the laser pulse.

3.2 Damping

Damping of magnetization dynamics can originate from a number of different
physical sources. The common thread which unites these effects is that they remove energy
and angular momentum from the system, or transfer it to different modes.

A convenient way of breaking down damping is between intrinsic and extrinsic
effects.

3.2.1 Intrinsic Damping

Intrinsic sources of damping include eddy currents, phonon drag, and spin-orbit
effects such as the one described by the breathing Fermi surface model.

Eddy currents: The changing magnetic field of precessing magnetization creates current in
surrounding itinerant electrons due to Faraday’s law. This current creates an induced
magnetic field that opposes the precessing magnetization due to Lenz’s law. Resistive
current losses plus the opposing magnetic field result in a damping of the magnetization
dynamics. This type of damping is typically distinguished by its temperature dependence
which is the same as that of the electrical conductivity. The damping is also proportional
to the film thickness squared, and is negligible in thin films ≤10 mn.

Phonon Drag: Magnetization dynamics can be damped by direct magnon-phonon
scattering, resulting in shear waves. But the damping due to magnetoelasticity is only
appreciable if the excited elastic wave can establish a resonant mode based on the
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thickness of the film at a corresponding frequency close to that of the precessional motion.
The long wavelengths of would-be resonant modes makes them difficult to establish in thin
films[40].

Spin-Orbit Effects: In metallic ferromagnets the largest contribution to the damping is
thought to be from intrinsic spin-orbit coupling. Two mechanisms which have been
proposed are s-d exchange interaction, and a more general approach based on spin-orbit
Hamiltonian.

In the s-d exchange interaction, the interaction between itinerant s-p electrons and
localized d-spins is considered[41] (though the concept that there are separate conduction
and valence electrons is essentially a false premise). Magnons and itinerant electrons are
scattered by the s-d exchange interaction, resulting in the creation and annihilation of
electron-hole pairs. Only the total angular momentum in the s-d exchange interaction is
conserved, and as a result an itinerant electron can spin-flip during scattering with magnons.
This scattering by itself does not lead to magnetic damping for the uniform mode of magnons
in traditional ferromagnetic resonance experiments (with q = 0). The coherent scattering of
magnons with itinerant electrons has to be in tandem with incoherent scattering with other
excitations, such as thermally excited phonons and magnons. In that case the result is a
fast fluctuating torque and magnetic relaxation. The s-d exchange interaction is thought
to contribute significantly to Gilbert damping only if the spin flip time is ≤50 fs[40].

Damping due to spin-orbit coupling can also be treated more generally using the
spin-orbit interaction Hamiltonian[45]. Here, the damping is calculated using the Kubo
Green function formalism in the Random Phase Approximation, and can be written[40]:

α ∝
∫

dk3
∑
α,β,σ

〈
β
∣∣L+

∣∣α〉 〈α ∣∣L−∣∣ β〉 δ (εα,β,σ − εF ) h̄ω

× h̄/τm

(h̄ω + εα,k,σ − εβ,k+q,σ)
2 + (h̄/τm)2

(3.24)

where τm, is the phenomenological momentum relaxation time, the time it takes for electron-
hole pairs to recombine. q is the spin-wave momentum, σ is the electron spin, and the
electron bands are represented by α and β.

The damping parameter is either proportional or inversely proportional to the
relaxation time depending on the ratio of h̄/τm to the difference in energy bands. for a
metallic ferromagnet such as SRO, this difference in energy bands is small and this ratio
should be high. This means that the damping parameter should be proportional to the
relaxation time, and that the temperature dependence of the damping should scale with
conductivity. Also, as with the anomalous Hall effect, the damping parameter should be
dominated by near degeneracies in the band structure[61].

The physical picture, when h̄/τm is much larger than energy gap is called the
Fermi Breathing Surface Model. The Fermi surface changes with the direction of the
magnetization[45]. During precession of the magnetization the Fermi surface distorts peri-
odically in time and space. This periodic distortion is why the Fermi surface is said to be
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“breathing”. Electrons repopulate the changing Fermi surface after a time delay caused by
their finite relaxation time. This results in a phase lag between the Fermi surface distor-
tions and the precessing magnetization. The damping is proportional to τm, because with
a greater phase difference, the Fermi surface has time to change more.

When the the energy gap is much larger than h̄/τm, as it can be in interband
scattering, the damping parameter is proportional to the inverse of the relaxation time.
This means that the temperature dependence of interband scattering should scale with the
resistivity, at least at low temperature. At higher temperatures the energy gap is often
of the same order as h̄/τm. The physical picture behind interband transitions comes from
changes to the electron wave functions not related to changes in energy, such as dynamic
orbital polarization[40].

3.2.2 Extrinsic damping

Extrinsic sources such as impurities and structural irregularities can also lead to
damping.

Impurities: Defects in the lattice can allow modes to couple which would otherwise not.
For instance, spin-waves modes can be coupled by inhomogeneities in the system allowing
energy transfer between the uniform mode and higher order modes through scattering.
Though the transfered energy is still in the system, the uniform precession is damped[68].

‘Dry friction’: Damping can also occur due to irregularities in the direction of the
anisotropy[6]. If individual spins spiral into anisotropies not parallel to the anisotropy felt
by the uniform precession, they must be pulled back into the precession by the exchange
interaction. Again this represents a transfer of energy away from the uniform precession.
This is called ‘dry magnetic friction’, since this type of damping occurs even if the
precession is arbitrarily slow. Dry magnetic friction contributes to the damping when the
anisotropy is relatively strong in comparison to the exchange coupling.

3.3 Theory of Ultrafast Demagnetization

Demagnetization refers to the loss of magnetization as a result of laser excitation.
Early measurements of demagnetization were on the time scale of nanoseconds [103, 2],
leading to the popular belief that demagnetization due to laser heating was caused by spin-
lattice relaxation. In 1996 Beaurepaire et al. first utilized the time-resolve magneto-optical
Kerr effect technique to measure magnetization dynamics in nickel thin films [7]. They
observed a reduction in the magnetization on a sub-picosecond time-scale in response to
the pump pulse. Since then most elementary ferromagnets have been shown to demag-
netize in ∼100 fs [60]. According to the three temperature model (which will be outlined
later) spin-lattice relaxation cannot be responsible for demagnetization on this timescale [7].
Since then demagnetization has been typically attributed to electron-phonon scattering by
the Elliot-Yafet mechanism, but is still not well understood from a microscopic perspective.
Recently, it has been proposed that electron-electron scattering could result in demagnetiza-
tion through the Elliot-Yafet mechanism as well, at least in the case of interband scattering
at high energies [64].
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In the following sections, a few models of demagnetization will be discussed after
a brief explanation of the Elliot-Yafet mechanism.

3.3.1 The Elliott-Yafet Mechanism

When an electron undergoes an angular momentum altering event, such as scatter-
ing from a phonon, impurity, or another electron, the spin state can change under certain
circumstances. One mechanism by which a spin flip can occur is called the Elliot-Yafet
mechanism, and is the result of spin up or spin down eigenstates no longer being mo-
mentum eigenstates of the system. The physical origin of this effect comes the spin-orbit
interaction which lifts the degeneracy of the spin states. The good quantum states are
then linear combinations of the spin up and spin down states, and scattering can lead to
spin-mixing [21, 109].

The Elliot-Yafet mechanism leads to a spin flip time linearly proportional to the
momentum scattering time [28]. In metals, this is expected to be the main spin scattering
mechanism.

3.3.2 Three Temperature Model

When Beaurepaire et al. first reported ultrafast laser-induced demagnetization,
they interpreted their result in terms of a phenomenological three temperature model
(3TM)[7]. This model describes heat flow between electron, lattice, and spin thermal reser-
voirs, which are assumed to be in internal equilibrium.

The coupled equations for heat flow can be written in terms of the electron tem-
perature, Te, the lattice temperature, TL, the spin temperature, Ts, the coupling constants,
G, between each bath, and the respective heat capacities and thermal conductivities, C and
κ [101, 110]:

Ce(Te)
∂Te

∂t
=

∂

∂z

[
κe(Te)

∂Te

∂z

]
−GeL(Te − TL)−Ges(Te − Ts) + S(z, t)

Cs(Ts)
∂Ts

∂t
=

∂

∂z

[
κs(Ts)

∂Ts

∂z

]
−GsL(Ts − TL)−Ges(Ts − Te) (3.25)

CL(TL)
∂TL

∂t
=

∂

∂z

[
κL(TL)

∂TL

∂z

]
−GsL(TL − Ts)−GeL(Te − TL)

where S(z, t) represents the source term from the laser which only couples directly to elec-
trons and ẑ is the direction into the sample, perpendicular to the film surface. For thin
films lateral heat flow can be neglected. Heat enters the system through the electrons and
eventually is passed around to the spins. As the spins heat up, demagnetization occurs.

Since electron-lattice coupling arises from Coulomb interactions, the coupling be-
tween the two is thought to be relatively strong in metallic systems. As a result, it is
generally expected that electron-lattice thermalization will occur faster than thermaliza-
tion between electrons and spins, which interact due to spin orbit coupling. Temperature
exchange between spins and the lattice is usually attributed to spin-wave interactions with
phonons and is thought to be weak, although there is some evidence of magnon-phonon
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Figure 3.2: On the left, a schematic representation of the three temperature model. On
the right, an increase in spin temperature leads to a reduction of the total magnetization.
Figure from [23]

coupling in SRO [48]. A domination of spin-electron coupling over spin-lattice coupling is
required to explain demagnetization times on the order of 100 fs.

Parameters can always be chosen such that the 3TM will describe demagnetization
in a given case, but the sheer number of parameters prevents them from being constrained
without a number of assumptions being made.

3.3.3 Koopmans’ Model

Recently, Koopmans et al. have built upon the three temperature model with
a model which is also phenomenological, but which has the important addition of track-
ing angular momentum in addition to heat flow [58, 57, 23]. The basis for their model is
the assumption that the electron spin is transferred to the lattice via electron-phonon or
electron-impurity scattering processes accompanied by spin flip events with a finite proba-
bility. They consider a two spin state system split by the exchange energy, Δex, and then
calculate the transition rate between spin at an initial and final temperature using Fermi’s
golden rule. They essentially derive equations for coupling constants in the three tempera-
ture model based on parameters such as the density of electrons, phonons, and spins, the
electron-phonon scattering rate, and the probability of spin flip at a scattering event. What
follows is a brief sketch of their theory.

In the mean field theory model of Weiss, for Sz = ±1/2, the average spin moment,
S, can be written:

2S =
1− e

− Δex
kBT

1 + e
− Δex

kBT

= − tanh

(
Δex

2kBT

)
(3.26)

The demagnetization time, τM , obeys:
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τM =
ΔS

Ṡ(0)
(3.27)

where ΔS is the total change in spin from initial to final temperature, and Ṡ(0) is the initial
change in the time derivative of the spin. Ṡ is calculated using Fermi’s golden rule.

The total change in spin from initial to final temperature is calculated by taking
the derivative with respect to T and multiplying by ΔTe:

ΔS =
dS

dT

∣∣∣
T=T0

ΔTe (3.28)

and the initial change in the time derivative of the spin can be found similarly:

Ṡ(0) =
dṠ

dT

∣∣∣
T=T0

ΔTe (3.29)

where the electron temperature increase ΔTe is calculated at t = ∞ if the demagnetization
time is much longer than the electron-phonon thermalization time and at t = 0 if the
opposite is true.

In either limit, the demagnetization time, well below Tc, is found to be:

τM =
1

4

h̄

kBTc

1

α
(3.30)

Preliminary analysis indicates that this equation is in rough agreement with ex-
perimental results for a wide range of demagnetization time scales.
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Chapter 4

Experimental Technique

4.1 Initiating Demagnetization and Magnetic Precession in
SrRuO3

The dynamics of spins in films of SRO have been studied after excitation by an
ultrafast (< 100 fs) laser pulse. The laser excites a small number of electrons through direct
(k = 0) dipole transitions. These electrons are excited with an energy of 1.5 eV, which is
determined by the wavelength of the laser light, 800 nm, through E = hc/λ. 1.5 eV is
orders of magnitude larger than the thermal energy, so at very short times equilibrium
concepts of temperature do not apply[60]. Since SRO is metallic, there are many available
states near the Fermi energy and electron-electron scattering occurs rapidly. Within a few
hundred femtoseconds the initially excited electrons create a bath of “hot” electrons. Once
a bath of heated electrons is created in the system, energy can transfer more efficiently
from electrons to phonons through electron-phonon scattering, and the lattice temperature
comes into equilibrium with the electron temperature in < 1 ps[99, 59].

A reduction in the magnetization is observed in response to the laser pump pulse,
with varying timescale. Demagnetization on the time scale of a hundred femtoseconds
to tens of picoseconds is thought to be the result of the spin-flip of an electron due to
a momentum altering event. Typically this Elliott-Yafet type scattering is attributed to
scattering with a phonon or impurity. Previous work has shown that demagnetization can
be on the time scale of the initial decay of electrons, suggesting electron-electron spin-flip
scattering can also play a role[7, 57].

In SRO, the mechanism for initiating magnetic precession is the thermal excitation
of the lattice. The absorption of the pump pulse creates a thermally excited region. Since
the angle of the anisotropy field is temperature dependent, this causes a sudden shift in the
easy axis direction. The magnetization subsequently spirals in toward the new position as
governed by the Landau-Lifshitz Gilbert equation, precessing at its ferromagnetic resonance
frequency. This is shown schematically in figure 4.1. As we shall see later, this behavior is
manifest as decaying oscillations by the time resolved magneto-optical Kerr effect.

The time resolved magneto-optical Kerr effect has been shown previously to be
a capable probe of both demagnetization and ferromagnetic resonance[80, 66] and was the
primary experimental technique used in this thesis. In the following section the physics of
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Figure 4.1: Schematic of thermally induced magnetic precession.

the Kerr effect will be discussed and later the experimental implementation will be detailed.

4.2 The Magneto-Optical Kerr Effect

When light is incident on a magnetized material, the interaction between the light
and the magnetization of the material results in a rotation of the plane of polarization
of the light, proportional to the strength of the magnetization. In reflection, this effect
is called the magneto-optical Kerr effect; in transmission, it is called the Faraday effect.
The change in polarization originates from time-reversal symmetry breaking due either to
an applied magnetic field or spontaneous magnetic ordering, as in a ferromagnet. Time-
reversal symmetry breaking can be described as the breaking of symmetry between left and
right handedness. This handedness creates a difference in the refractive index, and hence
optical absorption coefficients, for right and left circularly polarized light, resulting in a
rotation of the polarization.

4.2.1 Phenomenological Description

The phenomenological origin of MOKE is found by incorporating symmetry argu-
ments into the dielectric tensor, ε(ω), which determines the optical response of a material.
The dielectric tensor relates the response of a material, D, to an external electric field, E,
through:

D = ε0ε(ω)E (4.1)

where D is called the dielectric displacement vector.
Maxwell’s equations in matter are obtained from the equations in free space

through the replacement of ε0 with ε0ε(ω). The wave equation describing the propaga-
tion of an electric field through a material becomes:
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∇× (∇×E) = −μ0ε0ε(ω)
∂2E

∂t2
(4.2)

The dielectric tensor ε(ω) can be decomposed into a symmetric and anti-symmetric
parts[89]. The symmetric part of ε(ω) does not break time-reversal symmetry, and thus
does not contribute to magneto-optical effects. So without loss of generality, only odd,
time-reversal breaking contributions to the off-diagonal elements of the dielectric tensor are
considered[93]:

εij(M , ω) = εji(−M , ω) (4.3)

An expression for the Kerr effect is derived in reference [106] for light of arbitrary
angle of incidence, and an isotropic material (εxx = εyy = εzz), where the only symmetry
breaking comes from the magnetization of arbitrary orientation. Ignoring quadratic and
higher order terms, the dielectric tensor can be written:

ε(M , ω) = εxx

⎛
⎝ 1 −iQmz iQmy

iQmz 1 −iQmx

−iQmy iQmx 1

⎞
⎠ (4.4)

where Q = iεxy/εxx is the magneto-optical constant and the mi represent the direction
cosines of the magnetization M . Note that the diagonal elements are independent of the
magnetization, and the off-diagonal elements transform anti-symmetrically with time rever-
sal, i.e. they change sign when M is reversed, and they are related to the magnetization.

The expression for the Kerr effect is derived from the Fresnel reflection matrix,
�. Solving Maxwell’s equations for the dielectric tensor given by (4.4), the magneto-optical
Fresnel reflection matrix is as follows:

� =

(
rpp rps
rsp rss

)
(4.5)

where each Fresnel coefficient, rij , is the ratio of incident j polarized electric field to reflected
i polarized electric field, and expressed by:

rpp =
n1cos θ0 − n0cos θ1
n1cos θ0 + n0cos θ1

− i2n0n1cos θ0 sin θ1mxQ

n1cos θ0 + n0cos θ1
(4.6)

rsp =
in0n1(mysin θ1 +mzcos θ1)Q

(n1cos θ0 + n0cos θ1)(n0cos θ0 + n1cos θ1)cos θ1

rps = − in0n1(mysin θ1 −mzcos θ1)Q

(n1cos θ0 + n0cos θ1)(n0cos θ0 + n1cos θ1)cos θ1

rss =
n0cos θ0 − n1cos θ1
n0cos θ0 + n1cos θ1

where the refractive index of the initial and final mediums are n0 and n1, respectively, θ0
is the angle of the incidence, and θ1 is the refractive angle.

The complex Kerr angles, for light initially s or p polarized, are defined as:
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θPK =
rsp
rpp

θSK =
rps
rss

(4.7)

The equation for the Kerr angle can simplified considerably in certain circum-
stances. In order to understand how the off-diagonal components of the dielectric tensor
generate the magneto-optical effects, it useful to consider a simple geometry. In the straight-
forward polar Kerr configuration, the most frequently utilized experimental geometry, the
light propagates along the direction of magnetization, normal to the material surface. This
can be expressed in equation (4.4) as mz = 1, mx = my = 0. Due to the nature of
time-reversal breaking, the direction that the polarization rotates depends on whether the
magnetization is parallel or anti-parallel to the light propagation.

The dielectric tensor for polar Kerr simplifies to:

ε(M , ω) =

⎛
⎝ εxx εxy 0
−εxy εxx 0
0 0 εxx

⎞
⎠ (4.8)

Using this expression for the dielectric tensor, and recalling that for polar Kerr light prop-
agates along the magnetization direction (k||M ) and Ez = 0, the wave equation for the
electric field of the light (4.2) can be written in matrix form:

(
ε0μ0ω

2 − εxx −εxy
εxy ε0μ0ω

2 − εxx

)(
Ex

Ey

)
= 0 (4.9)

and diagonalized as:

(
εxx + iεxy 0

0 εxx − iεxy

)(
Ex + iEy

Ex − iEy

)
= 0 (4.10)

One can see clearly in (4.10) that the two eigenmodes are right-handed circularly
polarized waves and left-handed circularly polarized waves. The eigenvalues εxx + iεxy and
εxx − iεxy, correspond to the respective refractive indices.

Since linearly polarized light is simply composed of a linear superposition of left
and right circular polarizations:

(
1

0

)
=

1

2

(
1

i

)
+

1

2

(
1

−i

)
(4.11)

and the reflection coefficients for left- and right-circular light are different, linearly polarized
light should undergo a complex rotation. In the polar configuration, the Kerr rotation
(θK = θPK = θSK) of linearly polarized light is:

θK =
−2εxy

(εxx + iεxy)(εxx − iεxy)− 1
(4.12)
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4.2.2 Quantum Mechanical Origin

The quantum mechanical origin of Kerr rotation comes from the simultaneous
occurrence of exchange splitting and spin-orbit coupling in the band structure of a material.
On the microscopic level, the absorption of a photon is governed by electronic energy band
structure and Fermi’s Golden rule for optical transitions (or, by Kubo’s formulism). Kerr
rotation is determined by the difference in optical absorption for left- vs. right-circularly
polarized light. The relevant terms in this case are the off-diagonal elements of the imaginary
part of optical conductivity, which represent the transition between initial state |i〉 and final
state |f〉 of an electron. This dissipative part of the conductivity tensor can be written in
terms of right and left circular momentum operators (P± = Px ± iPy)[14]:

σ
′′
xy =

πe2

4h̄ωm2V

∑
i,f

fi [1− ff ]
[
|〈i |P−| f〉|2 − |〈i |P+| f〉|2

]
δ(Ef − Ei − h̄ω) (4.13)

where fi is Fermi-Dirac distribution function indicating the occupation probability of state
i, and V is the total volume. The optical conductivity is related to the dielectric constant
mentioned previously through:

ε(ω) = 1 +
4πiσ(ω)

ω
(4.14)

Only optical transitions which satisfy energy and momentum conservation are
allowed. Energy conservation is assured by the delta function in equation (4.13). Momentum
conservation is accounted for by restricting the allowed transition states with the following
selection rules:

Δ� = ±1 Δm	 = ±1 (4.15)

The difference in absorption arises from the splitting of majority and minority
spin energy levels by the exchange interaction, with energy Δex, and the further splitting
of degenerate orbitals due to spin-orbit coupling, with energy splitting ΔSO. This is seen
schematically in figure 4.2. Spin orbit coupling splits energy levels with different values of
m	, and as a consequence right and left circularly polarized have different absorption rates:
left circularly polarized light is absorbed in transitions with Δm	 = +1 and right circularly
polarized light is preferentially absorbed by transitions with Δm	 = −1. A sketch of an
electric dipole transition from d to p is given in figure 4.2. In this diagram, left and right
circular light cause transitions from states with different energy levels (m	 = ±1) to the
same final state with m	 = 0.

4.3 Time-Resolved MOKE Measurements

The goal of a MOKE measurement is to discern changes in the magnetization of a
sample by carefully measuring small changes in the polarization of an incident laser beam.
Time resolution is achieved by employing the classic pump probe technique, which entails
varying the path length of a pump beam used to excite the sample with respect to the path
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Figure 4.2: Schematic of the energy levels in a ferromagnet, showing the electric dipolar
optical transitions for left and right circular light. On the right are the corresponding
absorption spectra versus photon energy. Figure from [14]

length of a much weaker probe beam. The changed rotation of the probe beam polarization
can then be measured. Note that since it is only the relative arrival time of the two beams
that matters, time resolution can be achieved by varying either the path length of the
pump or the probe. In the predominant experimental set up used in this thesis, the pump
beam approached the sample at near normal incidence, which meant that any change in
polarization measured was proportional to change in the z-component of the magnetization.
This was not strictly a polar Kerr measurement, however, since the magnetization was not
also normal to the sample surface.

Ultrafast optical experiments are made possible by pulsed lasers, which rely on
a technique called mode-locking. In this technique a fixed phase relationship is induced
between the modes of the laser’s resonant cavity. Interference between these modes creates
pulsed laser light.

The lower limit of time resolution in an “ultrafast” experiment is set by the pulse
width of the laser. The commercial lasers currently available with the shortest pulse width
use titanium doped sapphire crystals as the lasing medium, and a pulsed Ti:Sapph oscillator
from KM Labs with a pulse width of ∼ 80 fs, a wavelength of 800 nm, and a repetition
rate of 90 MHz was used for the optical experiments in this thesis. The laser power as it
exists the cavity is typically ∼ 400 mW in continuous wavelength (cw) mode and ∼ 500
mW modelocked, though this can be altered somewhat with fine adjustments of the laser
cavity. The Ti:Sapph crystal is pumped with the frequency doubled output of a cw, 532
nm, Nd : Y V O4 from Spectra-Physics with an continuous output of 4.5 W.

As in any Kerr experiment, our measurements were done in a reflection geometry.
The penetration depth of SRO is 37 nm at a wavelength of 800 nm, and since the majority of
films studied in this thesis were < 20 nm thick, the excitation in the samples was essentially
uniform. Examination of bare substrates revealed no significant Kerr rotation.
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Figure 4.3: Diagram of time-resolved pump-probe setup

4.3.1 Optical Set-up

This section traces the beam path(s) through optical setup, discussing significant
components. A diagram of the experimental setup is given in figure 4.3.

When the laser beam emerges from the Ti:Sapph cavity it has a small divergence
to it. A pair of identical lenses are used immediately after the laser leaves the cavity
to collimate the beam. Identical lens are used to preserve and minimize the beam waist
throughout the experiment. The second lens mounted is on a translation stage, which allows
the relative position of the lenses to be optimized. To optimize the collimation, use an IR
card to view the spot size near the end of the optical setup and make fine adjustments to
the position of the second lens with the translation stage.

Once the beam has been collimated, it is sent through a pair of prisms to “chirp”
the beam. As the laser beam makes its way through the optics in the setup, various
components will increase its temporal width via group velocity dispersion (GVD). This
happens because the beam is composed of a small range of wavelengths and the refractive
indices of optics are often frequency dependent. To pre-compensate for this effect, a prism
pair is used. As light travels through a prism the refractive angle depends on the wavelength
of light, so different wavelengths will have path lengths through the prism pair. This allows
the frequencies of the beam to be separated and recombined in such a way that negative
group velocity dispersion (NGVD) is achieved. This can also be accomplished with a pair of
NGVD mirrors. To minimize total GVD in the system, use an auto-correlator near the end
of the optical path and adjust the separation between the prisms. To ensure a symmetric
path through the prisms, rotate the prisms in the horizontal plane and use an IR card to
find the minimum angular deviation of the beam.

After exiting the prism pair, the beam waist is reduced using a lens pair. The
front lens has a focal length of 500 mm, and the back lens has a focal length of 100 mm.
This is done in anticipation of the size constraint arising from the small head of the Clark
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retroreflector.
A 90/10 beam splitter is used to separate the beam into pump and probe beam

with 90% of the laser power going to the pump beam. Due to power loss through the optics,
by the time the pump beam gets to the sample, the typical pump power is approximately
150 mW. The power of either the pump beam or the probe beam can be changed by neutral-
density (ND) filters, which allow the intensity to be adjusted from full power down to <1%
of full power. First, let’s trace the pump beam.

After the beam splitter the pump beam goes through a pair automated ND filters
that allow for remote control of the pump beam intensity. Next it is retroreflected by a
Clark fast-scanning delay line. The Clark can be used to continuously vary the path length
of the pump beam at a low frequency. (We typically used a frequency of 21 Hz.) The
Clark allows for convenient data taking for relatively short time scales (≤60 ps) because the
frequency of the Clark can be used to trigger the oscilloscope. To align the beam through
the Clark, use a mounted razor blade to cut the beam after the retroreflector in half and
measure the intensity with a power meter connected to the scope. Then use the knobs on
the Clark to adjust the angle of the retroreflector until the signal is relatively flat on the
scope. Be sure to check both horizontal and vertical alignment. If you can see the spot
moving on an IR card the alignment must be significantly off.

Following the Clark, the pump beam goes through a Hinds photo-elastic modulator
(PEM). A PEM works by causing a variable retardation in the phase of light along one of
its principle axes. For TRMOKE measurements, the PEM was aligned such that one of
the principle axes was along the direction of the incoming polarization of light (horizontal).
Note that this is 45◦ from the physical axes of the PEM head. We used the PEM at λ/2
retardation in combination with a vertical polarizer (perpendicular to the horizontal laser
polarization) to create an intensity modulation of the beam at twice the 50kHz frequency
of the PEM. The PEM is also a useful tool for polarization modulation experiments and its
instruction manual is an excellent resource.

After the PEM/polarizer combo are a set of mirrors designed to direct the pump
beam through the middle of an achromatic doublet lens, such that it will approach a sample
in the cryostat at normal incidence. Normal incidence is desirable so that in reflection the
pump beam is kept separate from the probe beam. The purpose of the lens is to focus the
beam onto a sample to be measured and the 100 mm focal length results in a spot size of
less than 100 microns on sample (this was experimentally confirmed in measurements done
on patterned SRO into 100 micron strips). At full power, the pump fluence is roughly 0.1
J/cm2 per pulse.

Turning our attention now to the probe beam: after the beam splitter, the probe
beam encounters a large gold retroreflector mounted a Newport motorized translation stage.
The motorized stage sits on a long track that allows for up to 500 ps of delay time, useful
for measurements done over longer time intervals. Since the position of the Newport stage
changes the relative path lengths of the pump and probe beams it is also used to find
zero time when initially setting up the optics or after a significant realignment (such as
an optic being added or removed). Note that the Newport is frequently referred to as
“the Klinger”, a popular brand of automated translation stages, in conversation and in
data acquisition programs. This retroreflector cannot be adjusted in the same way that
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Figure 4.4: Time-Resolved magneto-optical Kerr effect

the Clark retroreflector can be. Instead the probe beam must be aligned by removing the
retroreflector from the stage and using a pair of irises to align it, one of which is at the
other end of the table. If taking data with the Clark, make sure the Klinger is positioned
such that zero time is conveniently located within the path length the Clark moves over.

Past the Klinger are a pair of manually operated ND-filters wheels, a polarizer
oriented perpendicular to the polarizer after the PEM in the other beam path, and mirrors
designed to send the probe beam off-center through the same achromatic lens mentioned
earlier. The pump and probe beam go through the same lens so they will focus at the same
spot on a sample, but the probe beam is off-centered so that it will approach the sample at
a small angle (around 10◦) and reflect from the sample to a pick-off mirror. Note that even
though the probe beam approaches at 10◦ off normal, the index of refraction of SRO (∼2)
means that the angle in the sample is only a few degrees off normal.

The overlap of the pump and probe beam at the focus of the lens is optimized
by using a 50 micron pinhole mounted on a 3D translation stage in combination with a
power meter. While blocking the probe beam, the position of the pinhole is adjusted until
it is at the focus of the pump beam. Then the pump beam is blocked and the probe beam
is aligned through the pinhole, using a steering mirror. Note that if the pump and probe
beams are at different heights as they approach the achromatic lens, further adjustments
to alignment are needed up the beam path. Beams should always be traveling horizontally
though the optical setup, except at periscopes.

4.3.2 Detection and Data Acquisition

The Kerr rotation is measured via a balanced detection scheme. After the pick-off
mirror the probe beam is sent through an iris, to help block any pump scattering, and a
focusing lens, to prevent excessive divergence of the beam after the sample. Next it travels
through a motorized half wave plate and a Wollaston crystal which separates the beam into
horizontal and vertical components. The purpose of the wave plate is to rotate the polar-
ization of the probe to an angle of 45◦ so that the intensity of the horizontal and vertical
components will be the same after the Wollaston. The two components are then focused
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onto the two channels of the Nirvana balanced photodetector. The Nirvana electronically
subtracts photocurrent from the two photodiodes, making the detector sensitive to small
rotations of the probe beam’s polarization, while at the same time reducing noise from laser
amplitude fluctuations. Before measurements, the signal output of the Nirvana is care-
fully minimized by rotating the half-wave plate using a Newport high-precision motorized
rotation stage. Note that time-resolved Kerr ellipticity can be measured using the same
geometry by balancing the Nirvana DC signal with a quarter wave-plate in place of the half
wave-plate.

To measure the Kerr rotation, the linear output of the Nirvana is sent to a Stanford
Research Systems SR850 lockin, and referenced at the intensity modulation of the pump
beam, i.e. twice the PEM frequency (100kHz). For measurements using the stepper motor,
the 100 kHz signal from the lockin is read directly to give the Kerr angle.

For measurements using the Clark, the output from the lockin channel is connected
to the input of a Lecroy oscilloscope and triggered with the position output of the Clark.
(The frequency and amplitude of the Clark are controlled by a wavefunction generator.)
The time trace of the Kerr signal results from averaging this trace on the scope through
many cycles of the Clark motion. The position of the Clark is measured as a sinusoidal
voltage on the scope, and this is averaged as well. The time-delay of the scan is calibrated
by comparing the voltage amplitude of the Clark motion with the physical distance moved
by the Clark retroreflector. The distance is measured by finding the difference in step-motor
position when the pump-probe t=0 time is translated to either end of the the Clark motion.
The V/ps ratio is then entered into the data acquisition program.

Note that the most current version of the data acquisition program is designed to
account for pump scattering, and will look for the ‘C’ trace on the scope. The idea is that
the probe beam can be blocked, and a pump scattering scan can be taken and then stored
in the scope’s memory. While the desired scan is taken on trace ‘A’, the scope can be set
up so that ‘C’ is the active subtraction of the stored scan from the recording data. If this
feature is undesirable ‘C’ can be set to ‘A’.

To normalize the size of the measured Kerr angle, the CVI data acquisition pro-
gram divides the 100 kHz signal from the PEM by the DC signal from the signal channel of
the Nirvana, which is measured using auxiliary input one on the SR850. The gain settings
on the lockin and differences in gain between the 100 kHz signal and DC signal on the
Nirvana are also corrected for by the data acquisition program.

4.3.3 Derivative Measurements

For additional sensitivity, the derivative of ΔΘK(t) with respect to time can also
be measured. This is accomplished by taking advantage of a dual lockin detection scheme.
The derivative is measured by setting the amplitude of the Clark motion to less than 500
fs and sending the Nirvana output to a Stanford Research Systems SR830 lockin referenced
to the frequency of the Clark. The output of the SR830 is then sent to the input of the
850 lockin, which is referenced to the intensity modulation of the pump beam at 100kHz.
Time resolution is achieved by using the Klinger to simultaneously step through the time
delay of the probe beam. This is essentially the same configuration as used when taking
data with the Clark, only with the second level of averaging coming from a lockin instead



38

of the scope.
There are a few details to consider when making a derivative measurement. First,

the Clark motion cannot be made arbitrarily small, as the motion is no longer sinusoidal
below a certain amplitude. The best way to check for this is by looking at the shape of the
Clark’s motion on the scope as you lower the amplitude. Second the Clark’s position output
cannot be used as a reference for the first lockin when the Clark amplitude is this small.
Instead, use the trigger output of the wavefunction generator used to control the Clark.
Also, though the second lockin gain is accounted for by the data acquisition program, the
first lockin gain is not and must be recorded manually.

4.3.4 Optical Bleaching Effects

A note of caution regarding ultrafast Kerr measurements: a component of the
measured signal is proportional to the change in reflectivity[59]. The dc signal is propor-
tional to the reflectivity as well as the Kerr rotation: R ΘK . The change in the signal
measured in balanced mode is then:

d(R ΘK) = ΘK dR +R dΘK (4.16)

The second term is the expected change in Kerr rotation, but the first term is
the change in reflectivity multiplied by the dc Kerr signal, which is proportional to the
equilibrium magnetization.

Changes in reflectivity typically occur within the first picosecond after excitation,
so at longer time scales this effect no longer interferes with the magnetic data. It can
obscure fast enough demagnetization times, though.

4.4 Cryostats

The SRO films were cooled in a RC110 Cryo Industries cold-finger cryostat as TR-
MOKE measurements were made. For measurements where electrical contact to samples
was necessary a Janis ST-300MS cold-finger micro-cryostat was used. In both cryostats,
indium foil was used to ensure thermal contact between the cold-finger and the copper
sample mount and N-type Apiezon grease was used to mount the samples. The Cryo
Industries cryostat was equipped with temperature sensors on the cold-finger and on the
sample mount, while the Janis system has only one sensor on the sample mount. Both
systems were cooled with liquid He through a transfer line connected to a dewar, which
allowed them to consistently reach a minimum temperature of 4.6 K.
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Chapter 5

Strain Effects on Anisotropy
Orientation and Magnetization
Dynamics in SRO

5.0.1 Previous Work: Ferromagnetic Resonance in SRO

Magnetization dynamics of SRO/STO(001) films have been studied previously in
our lab[66]. The first observation of ferromagnetic resonance (FMR) in SRO was made,
utilizing TRMOKE. FMR had not been seen by conventional methods due to the large
magnetocrystalline anisotropy field which predicts a resonance frequency of ∼200 GHz.
The excitation mechanism is as described in section 4.1: thermal excitation causes a sud-
den rotation of the anisotropy field direction, resulting in the damped precession of the
magnetization at the FMR frequency into the new anisotropy field direction. The motion
is governed by the LLG equation (see section 3.1.1) and is seen as decaying oscillations by
TRMOKE.

Figure 5.1 shows the results of a TRMOKE experiment on a 200nm SRO thin
film grown on STO(001). Films of SRO/STO(001) were chosen since they have been best
characterized in the literature. Plotted is the Kerr rotation as a function of time after
absorption of a pump pulse. Damped oscillations with period on the order of 4 ps become
visible below about 80 K, which is approximately one-half of the transition temperature.

The TRMOKE signal offers a wealth of information about the SRO film. The
frequency of the FMR oscillations indicates the strength of the anisotropy field. The degree
of dampedness of the oscillations reveals the Gilbert damping parameter and offers insight
into scattering processes in the sample. The Kerr rotation that persists once the oscillations
have damped out provides information about the local excited temperature and how heat
diffuses through the sample.

The FMR frequency and the Gilbert damping parameter are conveniently found
by taking a Fourier transform into the frequency domain. The center frequency of the
Fourier transform is the FMR frequency and the linewidth is proportional to the damping
parameter (Δω = αω/γμ0). Fourier transforms of Kerr measurements taken on a 200nm
SRO/STO(001) film in an applied B field can be seen in figure 5.2. The systematic shift
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Figure 5.1: Change in Kerr rotation on 200nm SRO/STO(001) as a function of time delay
following photoexcitation, in the temperature range 5<T<80K

Figure 5.2: Fourier transform of TRMOKE signal in an applied magnetic field of up to 6T
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Figure 5.3: Lattice parameters of strained SRO films. The in-plane substrate lattice pa-
rameter is plotted on the x-axis and the out-of-plane lattice parameter of the film is plotted
on the y-axis.

to higher frequency with increasing B field confirms that the oscillations in figure 5.1 are
FMR. The zero field measurement shows a frequency of ∼220 GHz, consistent with the
equilibrium measurement of the anisotropy field in SRO of ∼7T.

This previous work measured the TRMOKE signal as a function of temperature,
laser intensity, film thickness, and applied magnetic field for SRO/STO(001) films. Now
that SRO/STO(001) has been characterized so thoroughly, we are well prepared to detect
any changes that might occur due to strain.

5.1 Strained Samples

Thin 10nm films of SRO were grown on STO, GSO, DSO, and D1−δSO substrates,
all in the (001) orientation. When SRO is grown epitaxially it is forced to match the in-plane
lattice parameter of the substrate. In an attempt to preserve the volume of the unit cell,
the out plane lattice parameter of the film changes accordingly, (though the volume is not
precisely conserved). For instance, for SRO films grown on STO substrates, as the in-plane
lattice parameter is compressed, the out-of-plane lattice parameter grows. In figure 5.3,
the lattice parameters resulting from growth on STO, GSO, DSO, and D1−δSO substrates
are shown, as measured by x-ray diffraction. The substrate pseudocubic in-plane lattice
parameter is on the x-axis and the pseudocubic in-plane lattice parameter of the film must
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be the same. The pseudocubic out-of-plane lattice parameter of the film is plotted on the
y-axis. The in-plane and out-of-plane lattice parameters of a single crystal of SRO are
indicated by the dashed lines.

Each red dot in figure 5.3 represents a different sample measured. The samples
fall into four main categories:

Category one is SRO/STO where there is compressive strain in-plane and the out-of-plane
lattice parameter has grown compared to the bulk value for SRO.

Category two is SRO/DSO where the in-plane strain is now tensile and the out of plane
lattice parameter has shrunk compared to the bulk.

With category three samples, the trend continues: more tensile strain in-plane, smaller
out-of-plane lattice parameter. The substrates in category three are the DSO deficient
samples (D1−δSO) that were mentioned in section 2.2.2. Note the distinct lattice
parameters compared to SRO/DSO.

And the fourth category is SRO/GSO, where the in plane lattice parameter is larger still,
but apparently the film has become strained beyond what the SRO crystal structure will
bear, and the film has relaxed back toward the bulk out-of-plane parameter. This happens
within the first couple of unit cell layers. Had the film not relaxed, the expected
out-of-plane lattice parameter would be less than that of the (D1−δSO) films.

5.2 Strain Effects on Magnetization Dynamics

The resulting magnetization dynamics on these strained samples, as measured by
TRMOKE, can be seen in figure 5.4. Again, the change in Kerr rotation is plotted as a
function of time after excitation by a pump pulse at time t = 0. The Kerr signals for the
various substrates are plotted on the top. In order to more clearly resolve the dynamic
behavior, the normalized Kerr signals are plotted on the bottom. Each curve corresponds
to a sample with a different set of strain parameters. The corresponding sample is indicated
in figure 5.5 by the arrow with coordinating color.

The curve in black is the change in Kerr signal on SRO/STO. It closely resembles
the SRO/STO data from section 5.0.1 on a thicker SRO/STO sample. The main difference
is that the slope of the change in Kerr rotation is more negative at long times since heat
diffuses more quickly from a thinner SRO film.

The curve in dark blue is SRO/DSO, and it looks a bit different. The feature at
short times is faster than in SRO/STO, and the oscillation frequency looks like it might be
a bit different as well. Also the long lived Kerr rotation (the offset of the TRMOKE signal
at ∼20ps) is smaller.

The red curve corresponds to SRO/D1−δSO. There is a pronounced difference from
SRO/STO in the feature at short times, faster still than was the case on SRO/DSO. But
the most striking differences are the relatively large amplitude of the oscillations and the
fact that there is almost no change in Kerr rotation at longer times.

The green curve represents another SRO/D1−δSO sample with similar lattice pa-
rameters to the previous sample. It is interesting to note, that though the motion is generally
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Figure 5.4: TRMOKE signal at 5K after photoexcitation at time t = 0 for 10nm SRO films
on STO, DSO, DSO*, DSO**, and GSO substrates

Figure 5.5: Colored arrows indicate the relevant strained samples for the TRMOKE data
in the above figure. Compare to figure 5.3
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Figure 5.6: Possible orientations of SRO films on (001) oriented substrates. The blue arrows
indicate the corresponding motion of the anisotropy field in each case.

very similar, there now there is a distinct offset, even though the lattice parameters have
not changed that much. It appears that the magnetization dynamics can be quite sensitive
to the lattice parameters. Since the two SRO/D1−δSO films show different behaviors, the
films corresponding to the red and green curves are denoted SRO/DSO* and SRO/DSO**,
respectively.

Lastly, the light blue curve is SRO/GSO. This is the case where the film has
relaxed back toward the bulk lattice parameters of SRO and the overall amplitude of both
the signal and the oscillations is relatively small.

5.3 Analysis: Anisotropy Reorientation as a Function of Strain

Now we would like to try to understand the magnetic behavior that gives rise
to the dynamics just seen. It is useful to begin by first examining the two most extreme
examples of magnetization dynamics: the black curve corresponding to SRO/STO and the
red curve corresponding to SRO/DSO*, seen in figure 5.4.

One of the most noteworthy aspects of the red signal, in comparison to the black
signal, is the lack of a measured long lived Kerr rotation. In SRO/STO, the long lived
rotation is associated with the changed direction of the anisotropy field due to the localized
increase in temperature. But the SRO/DSO* films should be thermally excited to the same
degree as the SRO/STO films. This means that, in order to not see any long lived rotation
in SRO/DSO*, we must be experimentally insensitive to the change in the magnetocrys-
talline anisotropy direction. This suggests that the anisotropy field is moving in the plane
perpendicular to the ẑ direction, since the MOKE signal is only proportional to ΔMz.
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Recall that there are two possible orientations for SRO grown on (001) oriented
substrates (see figure 5.6). On STO substrates, SQUID measurements have confirmed that
SRO films have (110) orientation with the a- and b-axes both pointing out of the plane at
45◦. The anisotropy field is known to rotate as a function of temperature in the a-b plane,
so this means that the anisotropy direction moves in a vertical plane.

It should be theoretically possible to grow films of (001) oriented SRO on substrates
with (001) orientation. In the (001) orientation of SRO the a- and b-axes would be in the
plane and rotated 45 degrees to the substrate axes. In this case we expect the anisotropy
field to rotate in a horizontal plane. Unfortunately the paramagnetism of the DSO and GSO
substrates prevents accurate SQUID measurements of the SRO films grown on them. While
SQUID can’t be used to provide an independent confirmation of the easy axis rotation, our
data suggests that this is what is happening on the DSO* substrate.

Predictions about the magnetization dynamics can be made based on the orienta-
tion of the anisotropy field. Due to the cross product in the first term in the LLG equation
(3.10), the initial magnetization motion should be perpendicular to the direction that the
anisotropy field moves in. This predicts that for SRO/STO the initial magnetization motion
should be perpendicular to the ẑ direction, and for SRO/DSO* it should be parallel to the
ẑ direction. This means that by analyzing the TRMOKE measurements we should be able
to extract the film orientation.

In addition to the change in long lived Kerr rotation, there is also a significant
difference in the amplitude of oscillation between the two signals. Given a ẑ projection
of precessional motion at 30◦ from normal versus in the plane, we expect that the the
amplitude of oscillations would be twice as large in the plane, assuming that the motion is
circular. But the difference in amplitude exceeds this. We also know from section 3.1.2 that
the motion is in general elliptical for small pertubations in the direction of magnetization.
Elliptical motion, where the long axis of the ellipse is perpendicular to the a-b plane, could
account for the observed dynamics. It is also possible that films with the anisotropy field
in the plane are less damped, or that a combination of these two effects is occuring.

5.3.1 Fourier Analysis

To confirm if the predictions regarding magnetization dynamics in the previous
section do indeed shed light on SRO film orientation it is helpful to analyze the Fourier
transforms of the TRMOKE data.

The Fourier transform is actually taken of the numerical derivative of the TRMOKE
signal with respect to time. The reason a derivative is taken first is to help reduce any win-
dowing effects that might occur when calculating the discrete Fourier transform. This is
especially relevant when there is still a distinct offset to the TRMOKE signal at the maxi-
mum time delay, tmax. The computer sums the Fourier transform from t = 0 to tmax, and
interpolates the signal to zero everywhere outside of the measured time window:

f(ω) =
tmax∑
t=0

e−iωtf(t)Δt (5.1)

Since this is the Fourier transform of the derivative, the analyzed function in
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Figure 5.7: Real and imaginary parts of the Fourier transform for SRO/STO (top) and
SRO/DSO* (bottom). The signals appear to be out of phase with each other.

frequency space is iωf(ω). For a signal in phase as time t = 0, the resonant response is
associated with the real part of the Fourier transform, so the relevant quantity would be
the imaginary part of the transform after the derivative Im [iωf(ω)] = ωRe [f(ω)].

Figure 5.7 shows the real and imaginary parts of the Fourier transform for SRO/STO
and SRO/DSO*. The Fourier transforms appear to be close to 90◦ out of phase with respect
to each other. This is what would be expected if the initial motions are perpendicular. So
this supports the idea that SRO films grow in the (110) orientation on STO(001) substrates
and in the (001) orientation on DSO*(001) substrates.

5.3.2 Theoretical Support

Further support comes from theoretical calculations showing that a change in
orientation can be predicted as a function of strain[27]. Figure 5.8 shows a plot of such a
predicted switch in orientation for CaTiO3. CaTiO3 has a very similar structure to SRO
and the same space group representation, Pbnm. This calculation shows the energy of
the orientation with the c-axis out of plane (the (001) orientation) as a function of strain,
overlayed with the energy of the orientation where the a and b axes are out of plane (the
(110) orientation). For compressive strain the ab-axis out of plane structure is favored,
whereas at a certain degree of tensile strain, a crossover to the c axis out of plane structure
being energetically favored occurs. This is the same behavior as seen by the TRMOKE
experiments on SRO. Though figure 5.8 is of CaTiO3, as yet unpublished data by the same
group shows the same type of dependence on strain for SRO, through similar calculations.
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Figure 5.8: Energy of lattice orientation calculated as a function of epitaxial strain for
CaTiO3. From [27].

5.3.3 Support from X-ray Diffraction Experiments

In an effort to experimentally confirm the magnetic orientations, careful XRD mea-
surements were made at the Stanford Nanocharacterization Lab on the SRO/STO and the
SRO/DSO* films. The XRD results showed that under compressive stress the pseudocubic
perovskite unit cell is tilted and has out-of-plane lattice parameter larger than in-plane.
The unit cell of SRO/STO is measured to be monoclinic, with different a and b lattice
constants and the angle between them slightly less than 90◦. Only one Glazer tilt system
satisfies these condition. Referring to the pseudocubic unit cell, the octahedra must be
rotated around c-axis in out-of-phase fashion. The octahedra also have rotations about the
a- and b-axes.

Under tensile stress the pseudocubic unit cell is not tilted (a=b, roughly). Then
the pseudocubic unit cell can end up in two relatively similar configurations but in both
cases the unit cell is tetragonal. In both of these configurations the octahedra are not
rotated about c-axis, though they still do have rotations about the a- and b-axes.

To summarize these findings: the oxygen octahedra are rotated about the out-
of-plane axis under compressive stress and are not rotated around out-of-plane axis under
tensile stress. This distinct difference in octahedra symmetry supports the hypothesis that
the anisotropy field direction is different in these two samples.
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5.4 Intermediate Behavior

Now that we think we have a good understanding of what could be happening
in the two most extreme examples of magnetization dynamics, we still need to understand
the behavior of the intermediate samples. Since the phase of the Fourier transform proved
insightful before, it was examined for all the intermediate samples. The frequency dependent
phase is found from the real and imaginary parts of the Fourier transform:

f(ω) =

∫
eiωtf(t)dt

f(ω) = fr(ω) + ifi(ω) (5.2)

φ(ω) = tan−1 fi(ω)

fr(ω)

Figure 5.9 shows the difference in phase between SRO films grown on various
substrates with the SRO/STO sample. The black lines correspond to Δφ = π/2 and
Δφ = π/4.

At the frequency peak, the phase difference is close to 90◦ for the two SRO/D1−δSO
samples in category three. Again this is to be expected if the initial motion of the magneti-
zation for these samples is perpendicular to the initial motion of the magnetization for the
SRO/STO sample. For the SRO/DSO and SRO/GSO samples in categories two and three
the difference in phase is close to 45◦.

There appears to be a correspondence between the out-of-plane lattice parameters
for these films and the phase difference with SRO/STO. The change in phase vs. out-of-
plane lattice parameter is plotted in figure 5.10. The result looks almost linear, indicating
a strong correlation between the two.

The question is: “why?”. A first guess might be that there is a mix of c-axis out-
of-plane domains and c-axis in-plane domains in these films. If that were true, though, there
should be evidence of that in XRD measurements, which instead show that the samples are
structurally monodomain.

Another possibility one could imagine is that the anisotropy field deviates from
the a-b plane. But the symmetry of SRO is such that the a-b plane is a mirror plane. In
other words, there should be no reason for the anisotropy field to deviate away from the
a-b plane in one direction vs another.

5.5 Switching Between Orientations

The distinct anisotropy field orientations for SRO films with different degrees of
strain raises the question of whether the orientation of a film can be actively changed as
a function of applied strain. And if the orientation can be changed for a given film, will
the transition between orientations be sudden or continuous? If the symmetry of the initial
and final states is the same, the transition must be a sudden, first order transition. But if
the degree of symmetry is different in the initial and final states, such as would be the case
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Figure 5.9: Difference in the phase of the Fourier transform for SRO grown on various
substrates with SRO/STO. The black lines indicate phase shifts of 45 and 90◦

Figure 5.10: Phase difference with SRO/STO at the frequency peak for SRO films from
above plot. The near linear dependence suggests a correlation between these two properties.
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when transitioning from an orthorhombic structure to a tetragonal structure, it is possible
that the transition would be second order and continuous.

Two possible methods of applying strain to an already grown film are through
mechanical strain, or by applying an electric field to a piezoelectric substrate. We would
have liked to have been able to to use either of these methods to test if the anisotropy
orientation can be actively changed, particularly the latter, given the potential technological
relevance discussed in the introduction of this these. Unfortunately, experimental challenges
prevented this from being possible. The essential problem is that a very significant amount
of strain is required to change the anisotropy direction. In the interest of guiding future
experimentalists who might wish to apply strain to SRO, or use a piezoelectric to apply
significant strain to a magnetic sample, some of these experimental challenges are detailed
in the next section.

5.5.1 Experimental Challenges

Mechanical strain:

Mechanical strain can be applied to a film by bending it. As a sample is bent,
the strain, defined as ΔL/L, is proportional to the thickness of the substrate, and inversely
proportional to the radius of curvature, as shown in figure 5.11. (The thickness of the film
is negligible compared to the thickness of the substrate.) Depending on whether the sample
is bent into a concave or convex shape, the film can be either strained or compressed. The
radius of curvature can be found by measuring the divergence of the spot size of a HeNe
laser reflected from the surface of the film. The problem with applying mechanical strain is
that the sample was found to fracture for strain ≥∼0.07%. GaAs has been found to crack
under a similar degree of mechanical strain. Since the strain difference between SRO/STO
and SRO/DSO* is greater than 1%, this level of strain is insufficient to test if the anisotropy
orientation will change as a function of strain.

Strain via piezoelectric:

Attempts to strain SRO by growing it on a piezoelectric focused on using PMN-PT
as the piezoelectric substrate. PMN-PT was chosen in part for its relatively close match
in lattice parameter to SRO, though its in-plane lattice parameter at ∼3.99Åis even larger
than GSO. STO, which has an even smaller in-plane lattice parameter than SRO, has been
demonstrated to grow on it[10]. PMN-PT was also chosen for its unusually pronounced
piezo-electric behavior. Strain vs. electric field measurements have shown that strains on
the order of 1% can be achieved with electric fields of 100V/10μm[91].

Single crystal PMN-PT substrates are commercially available, though not with the
level of surface quality necessary for high quality film growth. Mirror-like polishing at the
Stanford crystal lab was needed in order to grow SRO with clear XRD peaks. Even with
the pre-growth polishing, SRO grown on PMN-PT was of lower quality than SRO grown
on the other substrates discussed in this thesis, as measured by XRD and TRMOKE. Clear
FMR oscillations were not seen, but there was an observable long-lived Kerr rotation.

Several considerations went into the design of SRO/PMN-PT samples to be stud-
ied. The voltage per material thickness required to achieve strains on the order of 1% in
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Figure 5.11: Strain induced in a film by bending the substrate.

PMN-PT constrains the electrical contacts to be separated by tens of microns at most.
In order to achieve uniform strain in the in-plane lattice parameter, out-of-plane contacts
were desirable. In order to satisfy both of these requirements, a scheme was devized where
the SRO film would serve as the top contact and the substrate would be thinned from
the backside and a metallic contact deposited on it. The plan was to rough polish the
entire substrate down to 80-100 microns and then thin portions of the substrate down to
20 microns by ion milling.

Unfortunately PMN-PT substrates are not as robust as STO substrates and it
was not possible to rough polish the substrate as thin as we’d hoped. The substrates would
frequently fracture in trial runs before 100 micron thickness was reached. This forced us
to aim for a rough down to 150 microns, and still the samples were extremely delicate and
subject to cracking.

Given the increased thickness of material that needed to be etched post rough
polish, and rate at which the ion-milling was expected to remove PMN-PT, we predicted
that 50+ hours of ion-milling would be necessary. Unfortunately the ion mill in the Ramesh
lab has had problems for quite some time and will only operate for 10 minutes or less,
rendering protracted use impossible.

Alternatives to ion-milling were also attempted. An effort was made to chemical
etching with HCl, which removed the SRO, and HF, which had no apparent effect on PMN-
PT. A Dremmel-like tool was utilized to try to mechanically drill down a small area in the
substrate, but shattered the sample above the desired thickness.

An additional problem comes from the heat associated with the large voltages
necessary for this project. A change in Kerr rotation is observed when a sinusoidal voltage
is applied to SRO and the frequency locked into. Perhaps predictably for a material which
is thermally excited, this signal depends on V2 and is the result of thermal excitation from
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the applied voltage. This heating effect is observable for relatively low voltages (<10V).
Though the V2 dependence will eventually saturate at higher voltages, heating should be
expected to be a significant noise contribution in such an experiment.
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Chapter 6

Magnetization Dynamics Near the
Curie Temperature

6.1 Critical Slowing Down

Time resolved MOKE measurements near the Curie temperature have been made
previously for films of SRO grown on STO(001) [80, 66]. Increased demagnetization times as
the transition temperature is approached from below are observed. The slowing dynamics
have been attributed to critical slowing down [80, 49].

The concept of critical slowing down is based on dynamic scaling theory [49, 19].
In the vicinity of a second order phase transition, such as the one that occurs at the Curie
temperature of a ferromagnetic, a number of physical properties exhibit scaling behavior.
The existence of scaling behavior is dependent on the ability of some physical parameter to
be renormalized, e.g., the statistics that govern an individual spin can be applied to a renor-
malized group of spins, given appropriate adjustments to coupling between spins. When
scaling behavior becomes applicable, there are fewer independent variables in a system. In
the case of only one independent variable, power law behavior is expected. An example of
a parameter that exhibits power law behavior near the Curie temperature is the correlation
length.

The correlation length describes the length scale over which a system is ordered.
This length scale diverges as a second order transition temperature is approached. The
power law that describes this behavior is:

ξ = (Tc − T )−ν . (6.1)

where ξ is the correlation length and ν is the critical exponent.
As the correlation length diverges, the time it takes to go from an ordered state to

a disordered state diverges as well. This time is called the relaxation time, τ , and is formally
related to the correlation length through τ = ξz, where z is another critical exponent. Since
the demagnetization time was found to scale as a function of the reduced temperature in
approximately the same way as the relaxation time, the spin dynamic behavior has been
interpreted as critical, though no physical explanation has been offered been offered thus
far.
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Figure 6.1: Derivative of the change in Kerr rotation as a function of time delay following
pulsed photoexcitation, for 5<T<85 K

6.2 Results from Time-Resolved MOKE measurements on
SRO/STO(111)

Time-resolved MOKE measurements have been made on thin films of SRO grown
on STO(111). For this orientation of STO, SRO grows such that either the orthorhombic
[102] or [012] direction is out of the plane. This means that the a-b plane is not vertical,
as in the case of (110) SRO previously studied near Tc. Instead, it makes an angle of ∼35◦

with vertical. As a result, the Kerr signal is sensitive to a somewhat smaller component of
the magnetization.

At low temperature, magnetic oscillations are observed and the sensitivity that
derivative measurements of MOKE allow is useful. Figure 6.1 shows the time derivative of
ΔΘK for an 18.5nm SRO/STO(111) sample for the 16ps following excitation by a pump
beam, for temperatures between 5 and 85K. Clear ferromagnetic resonance (FMR) oscilla-
tions are present, generated by a sudden shift in easy axis direction upon thermal excitation
by a pump beam [66]. This motion is described by the Landau-Lifshitz-Gilbert equation
with the frequency of oscillation proportional to the strength of the magnetocrystalline
anisotropy field, and the damping described by dimensionless phenomenological parameter,
α. The motion appears as a decaying oscillation to TRMOKE.

Attempting to model the time derivative of ΔΘK with a damped cosine reveals
that it cannot be fit by such a function for t < 2ps. The feature at short times in figure 6.1
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Figure 6.2: Change in Kerr rotation as a function of time delay following pulsed photoex-
citation, for 120<T<165K
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Figure 6.3: Comparing amplitudes of the short time feature and the ferromagnetic resonance
oscillations in figure 6.1 as function of temperature.

contains higher frequency components, whereas the oscillations which become clear after 2 ps
are at a single frequency. A comparison of the amplitude of the first peak (at t ∼.5 ps) with
the amplitude of the subsequent oscillations (defined as the difference between dΔΘK/dt at
the peak at ∼3.5 ps and the dip at ∼5.5 ps), is shown as a function of temperature in figure
6.3. The constant offset between the two amplitudes indicates that dΔΘK/dt is comprised
of a superposition of a temperature independent, short-lived component with the longer
lived damped oscillations.

Fitting the oscillatory portion of the signal to a damped cosine, the temperature
dependencies of the amplitude, frequency, and damping parameter are found, as shown in
figure 6.4. Comparing these parameters for SRO/STO(111) to previously published work
on SRO/STO(001), seen in figure 6.5, the frequency is found to be somewhat smaller and to
change more with temperature. Of particular interest is α, which is also smaller in this ori-
entation of SRO, consistent with the more pronounced FMR oscillations. Strikingly, in both
orientations there is a dip in α around 45K, which is relatively stronger in SRO/STO(111).

By taking the time derivative of ΔΘK , the FMR oscillations can be followed until
they disappear at elevated temperatures, at which point it becomes simpler to look at ΔΘK

than its time derivative. Figure 6.2 shows ΔΘK as a function of time for the first 38 ps
after excitation by the pump laser, for temperatures between 120K and 165K. The peak
in magnitude is the result of the derivative of magnetization with respect to temperature
becoming steeper near the transition temperature. A strong temperature dependence of the
demagnetization time, τM , is seen, with τM significantly enhanced near 150K, consistent
with previous reports on SRO [80, 66].

ΔΘK(t) from figure 6.2, normalized by the largest value of ΔΘK(t) in the first 38
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Figure 6.4: Temperature dependence of the (a) amplitude of oscillations, (b) FMR fre-
quency, and, (c) damping parameter for SRO/STO(111)

Figure 6.5: Temperature dependence of FMR frequency and damping parameter for
SRO/STO(001). Adapted from [66]
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Figure 6.6: The demagnetization time as a function of temperature near Tc

ps, can be fit with the following function:

C −Ae−t/τM (6.2)

where A is the amplitude of the decay, C is an offset close to one, and the decay
time is τM . The resulting τM , plotted linearly as a function of temperature, is found in
figure 6.6. Notably, τM increases by more than a factor of 10 over 15K.

6.3 Deriving the Demagnetization time from the Spin-flip
time near Tc

As has been alluded to in the introduction and in section 3.3, the related questions
of how quickly and by what mechanism a magnetic material can be demagnetized are of
great practical and theoretical interest. The notion that spins should take nanoseconds to
rotate, with demagnetization resulting from the weak interaction of spins with the lattice,
has given way in light of time scales significantly less than 1 ps, and demagnetization is
now most frequently attributed to electron-phonon scattering, which can theoretically be
responsible for a wide range of demagnetization time scales. It has also been proposed that
interband electron-electron scattering at high energies could result in demagnetization, and
it should be noted that implicit in this idea is the idea that demagnetization could also
result from intraband scattering or interband scattering at low energies.
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Efforts to explain demagnetization have been largely phenomenological thus far,
understandably, given the daunting challenge of a full microscopic model. In 3TM, the first
attempt at modeling ultrafast demagnetization, the dynamics are determined by coupling
constants between thermal baths (see 3.3.2). Koopmans’ model offers a useful perspective,
by following spin in addition to heat (see 3.3.3).

In the following we attempt to understand the behavior of the demagnetization
time near Tc with an approach based on Koopmans’ model. A general relationship between
the laser-induced τM and the spin flip time, τsf , can be derived near the transition tem-
perature based on the concept of detailed balance. Consider a two spin state system. In
equilibrium, according to detailed balance, the ratio of the probability of a spin flipping
from majority to minority to the probability of flipping from minority to majority should
be the Boltzmann factor, e−Δex/kT , where Δex is the exchange energy gap [75]. The time
derivative of the number of majority and minority electrons can then be written:

Ṅmaj = −Ṅmin =
Nmin

τsf
− Nmaj

τsf
e−Δex/kBT (6.3)

When the sample is thermally excited by a pump beam, the electron temperature
is increased by δTe. The rate of change of spins is then altered in the following way:

Ṅmaj = −Ṅmin =
Nmin

τsf
− Nmaj

τsf
e−Δex/kB(T+δTe) (6.4)

The demagnetization time should related to the total change in spin, ΔS, from
initial to final temperature, where S = 1/2(Nmaj −Nmin)/Ntotal. Assume ΔS, as a function
of time, can be written:

ΔS(t) = [S(Tf )− S(Ti)](1 − e−t/τM ) (6.5)

The demagnetization time, in terms of ΔS and Ṡ(0), the initial change in the time
derivative of the spin, is then:

τM =
ΔS

Ṡ(0)
(6.6)

The total change in spin can be calculated by taking the derivative of S with respect
to T , and multiplying by ΔTeq, the increase in temperature once electrons, phonons, and
spins have come into thermal equilibrium with each other:

ΔS =
dS

dT

∣∣∣
T=T0

ΔTeq = − 1

4kB

[
Δ′

ex

T0
− Δex

T 2
0

]
ΔTeq (6.7)

where we have made the approximation that δTe � T , and that near the transition tem-
perature, Δex � kBT . In the last equation the term proportional to Δex is small compared
to the term proportional to Δ′

ex near Tc.
The initial change in the time derivative of the spin, when the electron temperature

has increased, but the spin temperature has not, can be found by taking the derivative with
respect to Te, since the spin temperature, T , has not changed yet.
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Figure 6.7: Log-log plot of the demagnetization time as a function of reduced temperature
near Tc

Ṡ(0) =
dṠ

dTe

∣∣∣
T=T0

ΔTeq =
Nmaj

N0τsf

Δex

kBT
ΔTeq (6.8)

Near the Curie temperature T ∼ Tc, and Nmaj ∼ Nmin ∼ 1
2Ntotal. Using these

approximations and equation (6.6), we find:

τM = −Tc

2
τsf

(−Δ′
ex

Δex

)
(6.9)

where Δ′
ex is the derivative of Δex with respect to temperature and Δex ∼ (Tc − T )β ,

where β is the critical exponent of the order parameter. Taking the derivative, we find
Δ′

ex ∼ −β(Tc − T )β−1, and thus can write

τM =
β

2
τsf

(
Tc

Tc − T

)
(6.10)

Therefore τM scales as 1/(Tc−T ) near the transition temperature. A fit of 148.8K
is found for Tc from the data in figure 6.6. τM is plotted log-log as function of reduced
temperature, TR = (Tc − T )/Tc for this fit value of Tc in figure 6.7. The reasonable value
of Tc found and the reasonably close fit in figure 6.7 support the validity of equation 6.10.

Note that detailed balance suggests that the demagnetization time scales as 1/TR

near the transition temperature regardless of the underlying mechanism of the demagne-
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Figure 6.8: Spin flip time at high temperature

tization. Additionally, the critical exponent found is independent of β. It should also be
noted that the current situation, where the sample has been excited by a laser, is distinct
from critical behavior as typically considered. In general, divergent time scales are linked to
divergent length scales, but here excitations of various length scales are not being excited.
Instead the length scale is always effectively infinite, having been determined by the laser
spot size. τsf is plotted as a function of temperature for the mean field value of β = 1/2,
which has been shown to be suitable for SRO [47], in figure 6.8. τsf is revealed to be
approximately 200 fs and nearly constant as a function of temperature.

Previous reports of conductivity in SRO give a scattering time of ∼20 fs near
the transition temperature [24]. A comparison of the spin flip time with the scattering
time implies a probability of 0.1 that a scattering events results in a spin flip. Though
electron-phonon interactions are the most commonly considered source of demagnetization,
as mentioned previously, Eliot Yafet-like electron-electron coulomb scattering can also result
in demagnetization [64]. This is especially true for materials with strong spin orbit coupling,
such as SRO. Additionally in SRO the interaction with the crystal field means that total
spin is not conserved[38], so every electron interaction can perturb the spin state.

6.4 Relating the spin-flip time to the damping parameter

Having found a relationship between the demagnetization time and the spin flip
time we would like to explore the relationship between these parameters and the damp-
ing parameter, α. Intuitively, the damping parameter should be proportional to the spin
flip scattering rate, or inversely proportional to the spin flip scattering time: α ∼ 1/τsf .
Elliott-Yafet type scattering dissipates energy from motion described by the LLG equa-
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tion by disrupting the coherent, collective precession of spins. Spins that have had their
angular momentum changed through electron collisions must be pulled back into the pre-
cession through the exchange interaction, representing a transfer of energy away from the
precessional motion. These collision-mediated spin-orbit coupling effects are thought to be
the primary source of Gilbert-type damping in ferromagnets[40]. Again, this should be
particularly true in a ferromagnet with strong spin orbit coupling.

Combining the spin flip time and the damping parameter with Planck’s constant
reveals an energy scale given by:

E ∼ h̄

ατsf
(6.11)

Noting that the values for α and τsf found in figures 3 and 7, respectively, are
approximately constant as a function of temperature, this energy scale for SRO is ∼7 meV.
There are only a few fundamental energy scales applicable to the magnetic system in SRO:
the Fermi energy, the orbital splitting energy due to spin orbit coupling, the exchange energy,
and the critical temperature, the last two of which are interdependent. The Fermi energy
is orders of magnitude larger than 7 meV, and the orbital splitting energy is significantly
smaller. The energy associated with the critical temperature, kBTc, is also of the order of
13 meV. The order of magnitude indicates the relevant energy scale must be the critical
temperature. This suggests an underlying connection between the critical temperature (and
thus the exchange energy), and damping and spin flip scattering.

Further insight into the relationship between τsf and α comes from their mutual
dependence on avoided crossings in the band structure. In materials with avoided crossings,
Elliott-Yafet scattering is enhanced at points in the band structure where the conduction
and valence bands are nearly degenerate, and spin-scattering occurs significantly faster[30,
77]. The damping parameter has been shown to depend on avoided crossings theoretically,
through its relationship with the zero frequency limit of the dynamic susceptibility[105, 76],
and experimentally, through, for example, broadening of the spin-relaxation line width in
Al[87].

There is structure in α near 45K, as seen in figure 6.4, potentially linked to avoided
crossings. This structure duplicates, and is even more prominent, than structure seen
previously in α for a different orientation of SRO[66]. This further strengthens the link
between α and the anomalous hall conductivity, speculated in that paper, through near
degeneracies in the band structure.

It is also interesting to note that the damping parameter does not depend on the
conductivity, which one would expect for an itinerant ferromagnet such as SRO based on the
Fermi breathing surface model (see section 3.2.1). Perhaps the relatively high probability
of spin flip at a collision overrides the advantage of an increased phase delay between the
precessional motion and the distortion of the Fermi surface.

6.5 Demangetization and damping

Given the relationship found between τM and τsf , and the link between τsf and α,
it should be expected that τM is also related to α. And in fact, the initial demagnetization
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has been shown to be dominated by avoided crossings in the band structure in Co thin
films[87]. Previous work has been done by Koopmans et al to derive a relationship between
the demagnetization time and the damping parameter, following the procedure involving
Fermi’s Golden rule applied to electron-phonon or electron-impurity scattering mentioned
previously [57, 23]. At low temperature a simple relationship between τM and α was derived:

τM =
1

4

h̄

kBTc

1

α
(6.12)

Applying this equation to SRO at 5K yields τm ∼30fs, which is unphysical since
it is below the total scattering rate of ∼100fs at low temperature [24]. Though the specifics
of that equation may not apply, a theoretical link between the two is worth pursuing.
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Chapter 7

Summary

In this thesis, time resolved optical measurements of magnetization dynamics in
SRO thin films have been utilized to explore the effects of epitaxial strain on anisotropy field
orientation, and examine the slowing dynamics near the critical temperature. In closing,
we highlight a few observations:

The relationship between the electron-orbital hybridization and strain suggests
strong dependence of easy-axis rotation on the expitaxial strain on the film. A systematic
study of the dynamics in strained SRO films shows a large effect as the strain is tuned from
compression to tensile, indicating that at large tensile strains the easy axis is re-oriented in-
plane. This result suggests the possibility of switching between magnetic states by applying
an electric field to a piezoelectric substrate.

The initial change in magnetization in response to a pump pulse is known to
slow significantly as the sample temperature approaches the Curie temperature. Previous
explanations have centered on critical behavior as the source of this slowing. This thesis has
expanded these results by deriving an equation for the demagnetization time from detailed
balanced and finding that the demagnetization time is proportional to the spin flip time
and inversely proportional to the reduced temperature. The spin flip time is found to be
on the order of a few hundred fs.

We have also found that electron-electron collisions likely play a significant role
in demagnetization in SRO, as to be expected for a material with such strong spin orbit
coupling.

By relating the momentum-transfer processes in the damping of the ferromagnetic
resonance with the spin-flip processes in demagnization, we find a relationship between the
two and the energy associated with the Curie temperature.

Additionally, the study of the damping in SRO/STO(111) shows a feature near
40K, even stronger than that seen in SRO/STO(001), adding additional evidence to the
argument that the anomalous Hall effect and magnetization dynamics are related in these
films.
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