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Compensation Schemes and Performance Analysis of
IQ Imbalances in OFDM Receivers

Alireza Tarighat, Student Member, IEEE, Rahim Bagheri, and Ali H. Sayed, Fellow, IEEE

Abstract—The implementation of orthogonal frequency division
multiplexing (OFDM)-based physical layers suffers from the
effect of In-phase and Quadrature-phase (IQ) imbalances in the
front-end analog processing. The IQ imbalances can severely
limit the achievable operating signal-to-noise ratio (SNR) at the
receiver and, consequently, the supported constellation sizes and
data rates. In this paper, the effect of IQ imbalances on OFDM
receivers is studied, and system-level algorithms to compensate
for the distortions are proposed. The algorithms include post-fast
Fourier transform (FFT) least-squares and least mean squares
(LMS) equalization, as well as pre-FFT correction using adaptive
channel/distortion estimation and special pilot tones to enable
accurate and fast training. Bounds on the achievable performance
of the compensation algorithms are derived and evaluated as a
function of the physical distortion parameters. A motivation is
included for the physical causes of IQ imbalances and for the
implications of the approach presented in this paper on designing
and implementing wireless transceivers.

Index Terms—Compensation algorithms for analog impair-
ments, equalization, in-phase and quadrature-phase (IQ) imbal-
ances, orthogonal frequency division multiplexing (OFDM).

1. INTRODUCTION

RTHOGONAL  frquency  division  multiplexing

(OFDM)-based physical layers have been selected
for several wireless standards such as IEEE 802.11a, IEEE
802.11g, IEEE P802.15.3, IEEE 802.20, and IEEE 802.16
[1]1-[5]. A low-cost implementation of such physical layers is
challenging in view of impairments associated with the analog
components. One such impairment is the imbalance between
the I and Q branches when the received radio-frequency (RF)
signal is down-converted to baseband. There are mainly two
different receiver architectures to perform this down-conver-
sion; one is the direct conversion RF receiver with its potential
for low-cost and low-power implementation on silicon, and the
other is the heterodyne receiver [6], [7]. A problem with direct
conversion receivers when compared to heterodyne receivers
is that the baseband signals are more severely distorted by
imbalances within the I and Q branches [6], [7]. Moreover,
such distortions are likely to increase in future systems when
higher silicon integration is desired as well as higher carrier
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frequencies. This paper proposes baseband and digital signal
processing techniques to compensate for such distortions in
single-input single-output (SISO) OFDM receivers. The phys-
ical sources of IQ imbalances, the advantages of the approach
taken in this paper for IQ compensation, and the implications
of this approach on the implementation of wireless transceivers
are motivated in Section II. The compensation of IQ imbalances
in multi-input multi-output (MIMO) OFDM receivers is studied
in the companion article [8].

The effect of IQ imbalances on SISO OFDM systems and
the resulting performance degradation have been investigated in
[9] and [10], and some useful compensation schemes have been
reported in [11]-[13]. The contribution of the current paper is
first to introduce a formulation that systematically describes the
input—output relation in an OFDM system with IQ imbalances
as a function of the channel taps and distortion parameters. The
input—output relation is then used to motivate and derive new
compensation algorithms (both pre-FFT and post-FFT-based),
as well as an adaptive compensation algorithm with improved
convergence rate. The proposed compensation schemes require
training to estimate the distortion parameters that model the IQ
imbalances. A special pilot tone pattern is proposed to simplify
the training procedure. For systems such as IEEE 802.11a and
IEEE 802.11g that feature a dedicated pilot sequence, the same
training data used for channel estimation in standard OFDM
systems could be used for joint channel and distortion estima-
tion. For systems that do not provide dedicated training symbols,
a decision-directed scheme can be used. Bounds on the perfor-
mance of the compensation schemes are derived and evaluated
for different IQ imbalance parameters using the input—output re-
lations.

The paper is organized as follows. The next section explains
the origin of the IQ problem and its impact on silicon implemen-
tation of wireless transceivers. It also motivates the approach of
this paper. Section III describes the model used for IQ imbal-
ances and formulates the effect of IQ imbalances on the received
OFDM symbols. In Section IV, different algorithms for OFDM
symbol estimation are proposed, which include post-FFT least-
squares channel estimation and equalization, post-FFT adap-
tive equalization, distortion estimation, and pre-FFT correction
using standard OFDM pilot symbols, as well as a special pilot
pattern. Simulation results and performance comparison of dif-
ferent algorithms are given in Section V.

II. MOTIVATION AND IMPLICATIONS ON
SYSTEM IMPLEMENTATION

The IQ imbalance compensation algorithms presented in this
paper are valuable in eliminating one of the main barriers in de-

1053-587X/$20.00 © 2005 IEEE
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Fig. 1. Generic receiver architectures. (a) Heterodyne receiver with intermediate frequency (IF). (b) Zero intermediate frequency (ZIF) direct-conversion receiver.

signing the down-conversion stage in radio frequency receivers.
This section explains the physical sources of 1Q imbalances
and the limitation of analog domain approaches to improve 1Q
matching and highlights the advantages of the digital signal pro-
cessing solution proposed here.

Down-conversion is a fundamental stage in all radio fre-
quency front-end architectures in which the high carrier
frequency (fc) signal is multiplied by local oscillating (LO)
signals to be transferred to intermediate frequencies (fir)
appropriate for further amplification and processing and, even-
tually, to the zero frequency (baseband). There are different
architectures to convert the RF signal to the baseband, either
through an intermediate frequency (IF) or by direct down-con-
version to a baseband signal (zero intermediate frequency)
[6]; see Fig. 1. There are advantages and disadvantages asso-
ciated with each one [7]. Due to certain advantages in direct
conversion (cost, area, power consumption, and less off-chip
components), more of the future RF designs tend to be adopting
this scheme, for instance, the OFDM-based IEEE802.11a
system reported in [16]. Fig. 1 depicts these two architectures
for the front-end implementation. Although IQ imbalances
are an issue to be addressed for both of these architectures,
addressing the imbalances in the analog domain is more se-
vere and challenging in the zero intermediate frequency (ZIF)
direct-conversion architecture. Therefore, the approach and
techniques presented in this paper are of greater interest to ZIF
direct-conversion architecture, although they can be adopted to
the heterodyne architecture as well (the focus in this paper is
on the direct-conversion architecture).

The down-conversion to the baseband in both architectures
is implemented by what is known as complex down-conver-
sion [7]; see Fig. 2. A complex down-converter basically multi-
plies the RF signal by the complex waveform e 72710 where

fro is the local oscillator frequency at the receiver. To perform
the complex down-conversion, both the sine and cosine wave-
forms are required (known as in-phase and quadrature-phase
LO). As seen in Fig. 2, in-phase LO, quadrature-phase LO, and
two mixers (multipliers) are required to perform the complex
down-conversion. Furthermore, the receiver is divided to I and
Q branches (representing the real and imaginary parts of the
equivalent baseband signal). Each branch is then followed by
amplification, channel select filtering, and digitization. The key
is that the effective sine and cosine waveforms at the receiver
performing the down-conversion need to be orthogonal, i.e., ex-
actly with 90° phase difference and with the same amplitude.
Any mismatch between the processing performed on the I and
Q branches after down-conversion will contribute to the overall
IQ imbalance in the system and can significantly affect the per-
formance of the system, as is shown in the simulation results.

Achieving such orthogonal waveforms at radio frequencies
as high as 5.2 GHz (the band of operation for IEEE802.11a) is
a challenging task for silicon implementation. Integrated circuit
technologies such as low-cost complementary metal-oxide
semiconductor (CMOS) technology have considerable mis-
match between components due to fabrication process varia-
tions including doping concentration, oxide thickness, mobility,
and geometrical sizes over the chip [17]. Since analog circuits
are sensitive to the component variations, there will be unavoid-
able errors in the phases of LO and gains of IQ branches due to
process mismatches and temperature variations.

In general, there are techniques developed in the analog do-
main to reduce such mismatches. Component mismatches are
lowered by layout techniques and by increasing the physical
size of the devices to benefit from the averaging over the area
[17]. In addition, different circuit topologies have been used
in analog circuit designs that are more robust to component
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Fig. 2. Real signal mixed with a complex exponential for frequency
down-conversion. (a) Arithmetic model. (b) Implementation.

mismatches. However, such techniques will increase the device
sizes and raise the power consumption in the analog domain.
Even accepting the power consumption penalty does not remove
the mismatches completely. Any process variation in resistor
or capacitor values causes them to introduce mismatches in the
analog domain. Layout parasitic, dynamic fabrication, and tem-
perature variations can limit the achievable match between the
I and Q branches at high carrier frequencies [18].

The required specifications for systems such as IEEE 802.11a
cannot be met purely based on analog domain techniques and
without some type of adaptive compensation [16], [18]. Initially,
compensation techniques were proposed in the analog domain
to calibrate the IQ branches, but they suffer from different off-
sets, errors in the measurement feedback loop, and a long cal-
ibration process [18], and they do not meet the target perfor-
mance requirements. The alternative approach is to estimate and
compensate for such distortions in the digital domain by dig-
ital signal processing, as is done in this paper. There are major
advantages associated with this technique. There is always a
tradeoff in the analog domain between power, speed, and area
for precision [6]. Such a tradeoff does not necessarily exist in the
digital domain with the same intensity. The area and power con-
sumption for digital processing scales down as the technology
scales down, but the same trend does not hold for analog pro-
cessing.

There are key issues to be considered regarding the imbal-
ances. Perfect IQ matching is not possible in the analog domain,
especially when low-cost fabrication technologies are used.
Moreover, as the carrier frequencies increase, the imbalances
become more severe and more challenging to eliminate. The
increase in carrier frequencies will be the trend in the future
communications systems to utilize more bandwidth. As higher
data rates are targeted, higher constellation sizes are needed,
and higher operating SNR are to be achieved to support such
high density constellations. Higher SNR requirements translate
to tougher IQ matching. On the other hand, adaptive techniques
can be developed in the digital domain to track and eliminate
imbalances. As will be shown in this paper, IQ distortion can be
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Fig. 3. Simplified model for analog IQ imbalances. In this model, the
distortion parameters ¢ and v are considered to be frequency independent.

estimated and compensated along with the channel estimation
and equalization procedure in the digital domain.

III. PROBLEM FORMULATION

Let b(¢) represent the received complex signal before being
distorted by the IQ imbalance caused by analog processing. The
distorted signal in the time domain can be modeled as [9], [10]
(see Fig. 3)

V' (t) = pb(t) + vb*(t). (1)

The distortion parameters ;. and v are related to the ampli-
tude and phase imbalances between the I and Q branches in the
RF/Analog demodulation process through a simplified model as
follows [10]:

w=cos(0/2)+ jasin(d/2)
v =acos(0/2) — jsin(6/2) )

where 6 and « are, respectively, the phase and amplitude im-
balance between the I and Q branches. The phase imbalance
is any phase deviation from the ideal 90° between the I and Q
branches. The amplitude imbalance is defined as

ay — aqQ
ar+aqQ

where a; and ag are the gain amplitudes on the I and Q
branches. When stated in dB, the amplitude imbalance is com-
puted as 10log(1 + «). For instance, an amplitude imbalance
of 0 dB corresponds to the ideal case of & = 0. The values of
6 and « are not known at the receiver since they are caused by
manufacturing inaccuracies in the analog components.

The effect of IQ imbalances on an OFDM system and the re-
sulting distortion on the received OFDM signal have been dis-
cussed in [11]-[13]. A derivation of the OFDM signals in the
presence of 1Q imbalances using the formulation of [14] is pre-
sented below. This formulation will be used to motivate and
evaluate several baseband compensation techniques.

In OFDM systems, a block of data is transmitted as an OFDM
symbol. Assuming a symbol size equal to N (where N is a
power of 2), the transmitted block of data is denoted by

(NI 3)
where [-]T is the transposition operation. Each block is passed
through the IDFT operation:

s=F*s )
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Fig. 4. Block diagram representation of an OFDM system with IQ imbalances.

where F is the unitary discrete Fourier transform (DFT) matrix
of size N defined by

i,k=1{0,1,...,N — 1}.
A cyclic prefix of length P is added to each transformed block of
data and then transmitted through the channel. A finite impulse
response (FIR) model with L+ 1 taps is assumed for the channel,
ie.,

h=[hy M hp]* (5)
with L. < P in order to preserve the orthogonality between
tones. At the receiver, the received samples corresponding to the
transmitted block s are collected into a vector, after discarding
the received cyclic prefix samples. The received block of data
before being distorted by IQ imbalances can be written as [15]

y=Hs+v (6)
where
M ho hq - hp q
ho hi --- hg
H° = ho }Ll s }LL (7)
hy ---hr ho hy
Lh1 -+ hr ho |

isan N x N circulant matrix, and v is additive white noise at
the receiver. It is known that H® can be diagonalized by the DFT
matrix as H® = F*AF, where

A = diag{)\} 8)

and the vector A is related to h via

A = VNF* [ h } ©)

O(N—(L+1))x1
Then, (6) gives

y = F*AFs + v = F*diag(\)Fs + v. (10)

The received block of data y after being distorted by IQ imbal-
ances is given by

7 = uy + veonj(y) (11)

where the notation conj(¥) denotes a column vector whose en-
tries are the complex conjugates of the entries of y; see Fig. 4.
Now, remember that the DFT of the complex conjugate of a se-
quence is related to the DFT of the original sequence through a
mirrored relation (assuming 1 <n < Nand1 < k < N):

) 255 X (k)

X*(N - k+2).

z(n

z*(n) L)

12)

For notational simplicity, we denote this operation by the super-
script #, i.e., for a vector X of size N, we write

roX(1) ] rXH(1) 7
X(2) X*(N)
_ | xavy 4 _ | Xr(V/2+2)
X=\xwve+y| =% = |xwpe+y | P
X(N/2+2) X*(N/2)
L x(v) | x*2)
Thus, if
X =Fz then X* = Fconj(z). (14)
Now, from (6), we have
conj(¥) = conj(H,)conj(s) + conj(¥) (15)

where conj(H,) is a circulant matrix defined in terms of
conj(h), as in (7). Moreover

VNF* [ conj(h) } —\* (16)
O(N—(L+1))x1
and
conj(H,) = F*diag(\*)F. (17)
Substituting the above into (15) results in
conj(y) = F*diag()\#)s# + conj(Vv). (18)

Let us now consider a receiver that applies the DFT operation
to the received block of data, as is done in a standard OFDM
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receiver. Applying the DFT matrix to (11), i.e., setting z = Fz,
and substituting (10) and (18) into (11) lead to

z = pdiag(\)s + vdiag \F)s® + v (19)

where v is a transformed version of the original noise vector
v. As seen from (19), the vector z is no longer related to the
transmitted block s through a diagonal matrix, as is the case in
an OFDM system with ideal I and Q branches. For simplicity
of presentation, we discard the samples corresponding to tones
land N/2+1,1i.e.,2(1) and z2(N/2 + 1),! and define two new
vectors

col{s(2),...,s(N/2),s*(N/2+2),...,s"(N)}

7= col{z(2),...,2(N/2),2z*(N/2 +2),...,2"(N)}. (20)

The second-half elements in s and z are conjugated due to
the structure of (19). The reason for discarding the two samples
is that the transformation (13) returns the same indices only for
k =1and k = N/2 + 1 and mirrors and conjugates all other
tones. In other words, in (13), X (1) and X (N/2 + 1) become
X*(1) and X*(N/2 + 1), respectively, without any change in
their indices. For all other tones, their indices become mirrored
around the tone N/2 + 1. In order to have a unified formulation
for all the tones, these two tones are discarded. However, if de-
sired, a set of equations can be derived specifically for the tones
1 and N/2 4 1 in a similar manner to (22)—(24) below. Using
(20), (19) leads to (21), shown at the bottom of the page, where
Vv is related to v in a manner similar to (20). Note that the ma-
trix A in the above equation is not a diagonal matrix, as is the
case for A in (10), although it collapses to a diagonal matrix by
setting v equal to zero. Equation (21) can be reduced to 2 x 2
decoupled subequations, for & = {2,..., N/2}, where each is
written as

zi, = sk + Vi (22)
where
_ z(k)
2T 2 (N -k +2)
_ s(k)
Sk = _s*(N—k—i—Z)} 23)
[ pAk)  vA(N -k +2)
Ty = L vA(k) NN — ko 2)] (24)

INote that in standardized OFDM systems such as IEEE 802.11a [1], these
two tones do not carry any information due to implementation issues. Sending
zeros on these two tones relaxes the implementation requirements on the re-
ceiver analog filters and DC offset.
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and vy, is the corresponding noise on tone &k defined from the
noise vector v in a manner similar to (23). The objective is to
recover sy from zy in (22) for k = {2,..., N/2}, or, equiva-
lently, s from z in (21).

IV. PROPOSED COMPENSATION ALGORITHMS

The estimation problem posed by (22)—(24) can be solved by
different approaches.

A. Least-Squares Equalization

The least-squares estimate of s, k = {2,..., N/2}, which
is denoted by S, is given by [19]:

S = (612 + I‘ZI‘k)_lI‘ZZk- (25)

where a regularization parameter 6 > 0 could be used when it is
desired to combat ill-conditioning in the data I'j.. In order to im-
plement the solution (25), the channel information (\) and the
distortion parameters (u, v) are required. Training symbols are
required to enable the receiver to estimate those values. Thus,
note that we may use (22) for channel estimation by rewriting it
as

sy 0 sY(N-k+2) 0
Ze=000 sk 0 s*(N — k +2
(k)
)

+vi. (26)

vA(N —k+2)
WA (N =k +2)
Assuming np, OFDM symbols are transmitted for training,
then n1, realizations of the above equation can be collected to
perform the least-squares estimation of the elements forming
T, i.e., the channel taps {A(k),\*(N — &k + 2)} and the
distortion parameters {x,v}. The estimated T’y can then be
substituted into (25) for data estimation. The same training data
used for channel estimation in standard OFDM systems such as
IEEE802.11a and IEEE802.11g can be used in this scheme as
the training symbols for joint channel and distortion estimation.
For systems that do not provide dedicated training symbols, the
following can be done. A decision-directed scheme can be used
where the recovered data at the receiver are reused for training.
In this case, a low density constellation [e.g., quadrature phase
shift keying (QPSK)] can be used during the initial transmission
phase since errors due to IQ imbalances are less severe for low
density constellations.
The estimator (25) is optimal in the least-squares sense and
will be referred to as post-FFT least-squares equalization. A

[ 1A(2)

HA(N/2)
V*A(N/2)

N:
I

Lv*A(2)

VA (N/2 + 2)
N (N2 +2)

vA*(N) 7

e
+
<

2

PN (N)

>4
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Fig. 5. Parameters inside the gray boxes (z;, 'y, sy, and v ) are defined by (23) and (24). The estimation and equalization schemes are given in Section IV-A
and B. The (2 X 2) set of equations in (b) reduce to decoupled scalar equations in (a) for a standard OFDM receiver with ideal IQ branches. (a) Standard OFDM
receiver assuming ideal 1Q branches. (b) OFDM receiver with post-FFT compensation of 1Q imbalances.

receiver block diagram taking into account the IQ imbalances
along with the compensation schemes described in this subsec-
tion and the following subsection is shown in Fig. 5(b). For com-
parison purposes, a standard OFDM receiver is also depicted
in Fig. 5(a). Note that in a standard OFDM receiver, assuming
ideal 1Q imbalances, each gray box in Fig. 5(b) is substituted
by two decoupled scalar equations, consequently requiring only
scalar channel estimation and single-tap equalization. The stan-
dard receiver with ideal IQ branches is immediately obtained
from (22)—(24) by substituting 4 = 1 and v = 0.

A performance analysis on the achievable SNR using this
compensation scheme is now given and compared with that of
a receiver with ideal 1Q branches. Using (22) and the corre-
sponding least-squares estimate given by (25), the error in the
estimation of s, is given by (assuming § ~ 0)

§t 28, —s, =T vy 27)

and consequently, the covariance matrix of the error vector is

A = =% * —
Rs, = E(8k8;) = o(T;Tw) ™! (28)
where Ry, was substituted by 0'12):[2><2. Now, let us consider
the (1,1) element of Rg,, which denotes the error variance in

estimating s(k). It can be verified that

oy l? + v

X .
AR)Z ] + vt = 2u2v?]

Rék(Ll) = (29

Note that the above expression collapses to

2
Oy

|A(K)[?

for a receiver with ideal IQ branches (x = 1 and v = 0), as

is expected. The difference between the error variance given by

(29) for a receiver with least-squares equalization and the error

variance given by (30) for a receiver with ideal 1Q branches is
defined as the loss in SNR (in decibels):

) (€29

|ul? + [v?
] + 2] = 2p2r?|
where p and v are related to the physical imbalances « and 6 via
(2). A similar expression can be derived for the error variance in
estimating the other element of si, namely, s(N — k + 2). The
above expression is plotted versus « and 6 in the simulations
section; see Fig. 12. For instance, the SNR degradation for rea-
sonably large imbalances of phase (5°) and amplitude (1 dB) is
lower bounded by 0.2 dB, which is an acceptable loss in SNR.
An adaptive implementation of the solution (25) is discussed
next.

(30)

Loss in SNR = 101log <

B. Adaptive Equalization
The adaptive estimation of s(k) and s*(N — k + 2) in (23)
can be attained as follows:
é(k) = WrZ

é*(N —k+ 2) = WN_k42Zk (32)
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where wj, and w_j42 are 1 X 2 equalization vectors updated
according to an adaptive algorithm (for instance LMS or some
other adaptive form) for k = {2,..., N/2} [19]. To better illus-
trate the update equations, we introduce the time (or iteration)
index 7. As a result, let w,(f) and W%)f k+2 Tepresent the equal-
ization vectors at time instant ¢. Furthermore, let zg) represent
the vector z;, defined in (23) at time instant . Now, the equaliza-
tion coefficients for k¥ = {2,..., N/2} are updated according
to the LMS rules:

w,(;’H) = w,(;') + prms (Zg)> eg) (33)
it+1 i H\* G
Wi e = W + piLis (Zi )) hps 34

where el = d{") — w("2{") is the error signal generated at
iteration ¢ for the tone index k using a training symbol d(z),
where the training symbol d,(f) can be different for different tone
indices k. A similar relation holds for esf,)f k42- Moreover, ipvs
is the LMS step-size parameter.

Although LMS is the simplest adaptive implementation in
terms of complexity, it suffers from a slow convergence rate
[19]. This problem is severe for the application at hand since cur-
rent OFDM systems usually deploy a short length for training
symbols in order to reduce training overhead in packet-based
data transmission. A short training length is acceptable due to
the fact that an OFDM system with ideal I and Q branches can
achieve a good channel estimation with only a few training sym-
bols. This is achievable because in the case of ideal I and Q
branches, the system of equations reduces to N decoupled equa-
tions, which result in an accurate estimate for the channel. How-
ever, in the presence of IQ imbalances, there is cross-coupling
between every tone and its mirrored tone, which makes the con-
vergence rate slower. In LMS, the coefficients in (33) and (34)
are usually initiated with zero as their initial value. We propose
a different initialization that enhances the convergence rate of
the algorithm significantly. The equalizer coefficients are ini-
tialized to values calculated as if the receiver assumes ideal I
and Q branches. This is how these initial values are calculated.
Referring to (26) and setting 4 = 1 and v = 0, the system of
equations for channel estimation becomes

s(k) 0 A(k)

=10 s*(N—k+2)] [A*(N—/H?)

:| + vi.
(35)

Due to the diagonal structure of the above system, it can be seen

that the least-squares solutions for A(k) and A*(N — k 4+ 2) in

(35) are given by [see also the notation defined in (23)]:

o it si(k)*zi(k)
ME) = S (R si(h)

(36)

where ny is the number of training symbols. A new index i
has been added to represent the symbol time instant. In other
words, s;(k) and z;(k) are, respectively, the transmitted and re-
ceived kth tones at time instant . A similar expression holds
for A\(N — k + 2). Using the above estimation, which is derived
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assuming ideal 1Q branches, the equalization vectors wj, and
WN_k+2 in (32) are initialized to

wi = [A(k) 0] 37)
Wiy = [0 NN —k+2)). (38)

Using these initial values, (33) and (34) are then used to calcu-
late the LMS solution. These calculated initial values are closer
to the final value when compared with an all-zero initialization
since the parameter v in (24) is typically much smaller than the 1
parameter. This algorithm is referred to as post-FFT LMS equal-
ization.

C. Pre-FFT Distortion Correction With Channel Estimation

In the previous two subsections, the distortion due to IQ im-
balance is estimated and compensated for after the FFT opera-
tion at the receiver, i.e., in the frequency domain. The correction
and compensation can be performed before the FFT operation,
i.e., in the time domain as well. In fact, a correction in time with
the exact values of 1 and v can completely remove the distortion
caused by IQ imbalance, as will be shown in this subsection.

Recalling (1) as the model for the distorted signal, it can be
verified that

c(t) 2V (t) - <i> b (1)

-

Therefore, the IQ distortion can be removed by using the above
transformation given that the value of (v/u*) is provided. Note
that only the ratio between v and p* is needed to calculate (39)
and not the individual values. It is also seen from (39) that the
SNR is preserved from b(#) to ¢(t). In other words, the IQ dis-
tortion can be removed, without degradation in SNR. This is
only true for the noise added to the received signal before going
through the 1Q distortion. The noise added after the 1Q distor-
tion and before the correction given by (39) will be slightly en-
hanced, as is quantified below.

Let us assume perfect distortion parameters are available at
the receiver. Now, we rewrite (1) and (39) as

(39)

V() = ub(t) + i ()] + (0 + m (O] @0)
ot) = (1) + na ()] — (u—) () +ma] @D

where 71 () is the noise added to the signal before being dis-
torted by IQ imbalance, and no(t) is the noise (assumed cir-
cular) added to the signal after the 1Q distortion and before the
correction given by (39). Then

ety = (=" o)+ (- LY oo

P P

+na(t) — (ui) ni(t). (42)
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Now, we calculate the SNR for the signal ¢(¢),

Power of desired signal = |p|?0? (43)
Noise contribution of ny = |p|?02, (44
2
Noise contribution of ny = (1 + i* ) on,  (45)
1
— ——
lef?

which results in the following expression for the SNR in the
corrected signal c(t):

oo}

SNRcorr. 1Q = W
ny ng

(46)

which should be compared to the SNR if there were no IQ im-
balance, given by

2
Ty

2 2
Unl + anz

SNRidealrq = 47)

Therefore, the same SNR is preserved through the 1Q correc-
tion process as if there was no 1Q imbalance, only if the noise
added to the signal after IQ distortion n is assumed to be zero.
Otherwise, there is a small loss in the final SNR, due to the IQ
correction defined by (39). The loss in SNR is defined as

SNRcorr. IQ )

Loss in SNR = 10log (SNR
ideal 1Q

2

1+ 232
(48)

which depends on the relative contribution of n; and n9 in the
overall receiver noise. This loss in dB is plotted in Fig. 13 for
the case o2 /o2 = 1.

Now, let us consider the problem of estimating the param-
eter (v/p*) required for the operation defined by (39). Training
sequences can be used to estimate this parameter. The channel
estimates using the sets of equations defined by (26) can be used
for (v/p*) estimation: either the direct least-squares estimate or
an adaptive implementation. Further, note that due to the struc-
ture of (26), it can be reduced to two decoupled sets of equations
[using the definitions given by (23)]:

z(k) = [s(k) s*(N—k+2)][pAk)vA (N — k+ 2)]+v(k)
49)
and
z"(N—k+2)=[s(k) s*(N-k+2)
v* Ak
X M*A*(N£1)€+2) +v(N—-k+2).
(50)

The above sets of equations can be used for estimating
pA(k),vA*(N — k + 2),v*A(k), and p*A*(N — k + 2)
in the least-squares sense; let us denote these quantities by
p1(k), p2(k), ps3(k), and p4(k), respectively. Now, two separate
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estimates for (v/p*) for k = {2,...,N/2} can be obtained

(520) - (26):

Assuming that the ;s and v parameters are constant over different
tones k = {2,...,N/2}, we can average the above estimates
over all tones and select the result as an estimate for the param-

eter (v/p*).
N/2

() -2 + Gl
w* N =2 =\ p1(k) pa(k)
Once the received signal is corrected before the FFT operation
based on (39) and using the above estimate, a standard OFDM
channel estimation and data decoding is conducted thereafter.
The technique described here is referred to as pre-FFT correc-
tion with channel estimation.

The least-squares problem presented in this subsection needs
to recover (51) from (49) and (50) by relying on two (nT, X 2)
data matrices. The computational complexity and estimation
performance can be improved by designing a specially patterned
pilot sequence. Using this sequence, as described in the fol-
lowing subsection, the least-squares solution will rely on two
data matrices that are ((nr./2) x 1) each.

(51

(52)

D. Pre-FFT Distortion Correction With a Special Pilot Pattern

Recalling (49) and (50), the system of equations can be re-
duced from the vector-case to a scalar-case by transmitting zeros
on tone (N — k+2) during training, whereas known pilot values
are transmitted on tone k; see Fig. 6. Using this pattern, (49) and
(50) collapse to

(53)

p1(k)
and
z"(N — k+2) =s(k) [v*ANE)]+v(N — k+ 2)
——
p3(k)
Now, calculating the least-squares estimates of p; and ps
assuming (n7,/2) OFDM training symbols and substi-
tuting them into (51) results in the following estimate for

(v/pw*),k ={2,...,N/2}:

pa(k)\* S sik)m(k) )
(mw)) - <Z?=Ti/zsf-*(k)Z2‘(N —k+2>> -

3

(54)

A similar expression can be derived for the case that zeros are
transmitted on tone k, and known pilot values are transmitted
on tone (N — k + 2). Rewriting (53) and (54) for this case and
deriving the least-squares estimates for po (k) and p4 (k) results
in the following estimate for (v/u*), k = {2,...,N/2}

(ﬁz(k)) B i 2SI (N = k4 2)z(k)
pa(k)) — i (N—k+2)z(N—k+2)
(56)

i=1+nr /2 Si

The estimates from (55) and (56) are then averaged over dif-
ferent tones k& = {2,...,N/2} in a similar manner to (52),

’
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Fig. 6. Training scheme for both distortion and channel estimation. “P” stands for pilot sequence being transmitted, and “O” stands for no data being transmitted.

and the result chosen as an estimate for (v/u*). As implic-
itly considered in (55) and (56), from a total of nr, training
OFDM symbols, the first (nT, /2) training symbols only include
pilot on tones {1,..., N/2} and zeros on the remaining tones,
and the second (n1,/2) training symbols include pilot on tones
{N/2+1,..., N} and zeros on the other tones. This switching
is necessary since the training pilot tones have to include all the
tones {1,..., N} in order to enable channel estimation on all
the tones {\(1),..., A(N)}. This training scheme is shown in
Fig. 6. The compensation scheme proposed here is referred to
as pre-FFT correction with a special pilot pattern.

E. Frequency-Flat versus Frequency-Selective Distortions

The distortion parameters 1+ and v have been considered con-
stant throughout the derivations, i.e., the parameters p and v
defined by (2) were assumed to be frequency independent since
the physical imbalances # and « in (2) are considered to be
so. An important consequence of this assumption is that the
2 x 2 channel matrices defined by (24) use the same p and v
parameters for all the tones k = {2,...,N/2}, i.e., u and v
are independent of the tone index k. This is a valid assump-
tion for OFDM systems such as IEEE802.11a that occupy a
total bandwidth of less than 20 MHz. Experimental implemen-
tation of the analog processing over such bandwidths yields a
frequency-flat IQ imbalance. However, for systems with higher
bandwidths, this assumption is no longer realistic, and the im-
balances may vary with frequency. Under such conditions, a
frequency-selective 1Q imbalance model should be used. For
frequency-selective imbalances, the system of equations given
by (22)—(24) can be modified by using frequency-dependent 1
and v parameters, i.e., by writing instead p(k) and v(k). This
modification will not affect the post-FFT compensation schemes
in Section IV-A and B since they did not use the k-indepen-
dency of 1 and v. However, the pre-FFT compensation schemes
in Section IV-C and D will be affected since a more sophisti-
cated (higher order) time-domain distortion model (2), and con-
sequently, a higher order pre-FFT compensation operation (39)
is required. The frequency-selectivity of IQ imbalances highly
depends on the ratio between the bandwidth and carrier fre-
quency [6]. The higher this ratio, the more frequency-selec-
tive the imbalances will be. Therefore, for systems with rela-
tively narrow bandwidth, the pre-FFT compensation schemes
can be used. By using the pre-FFT compensation schemes, the
operations performed after FFT will be the same as a standard

QAM=16, Phase Im=2deg, Gain Im=1dB, n. =40 (OFDM Symbols)

Training

10 T T T T "

e [ o= 1dealia
—— 1Q Mismatch/No Comp.
—8- 1Q Mismatch/post-FFT Eqz. LS
—+— 1Q Mismatch/post-FFT Eqz. LMS
—A— 1Q Mismatch/pre-FFT Corr. SPP
-7 1Q Mismatch/pre-FFT Corr. LMS

107 g R : FEEEEEES B e b

Uncoded BER
3
T

10 15 20 25 30 35 40
SNR (dB)

Fig.7. BER versus SNR simulated for 16QAM constellation, phase imbalance
of 2°, amplitude imbalance of 1 dB, and training length of 40 OFDM symbols.

OFDM receiver. Still, some processing is required to estimate
the correction factor (v/p*). Note that the post-FFT compen-
sation schemes can be used as well. For systems with relatively
wider bandwidth (compared to the carrier frequency), only the
post-FFT compensation schemes presented in Section IV-A and
B should be used since they can function for frequency-depen-
dent distortion parameters x and v.

V. SIMULATION RESULTS

A typical OFDM system is simulated to evaluate the per-
formance of the proposed schemes in comparison to an ideal
OFDM receiver with no IQ imbalance and a receiver with no
compensation scheme. The parameters used in the simulation
are OFDM symbol length of N = 64, cyclic prefix of P = 16,
and channel length of (L + 1) = 4. The channel taps are chosen
independently with complex Gaussian distribution. The BER
versus SNR for the presented schemes are simulated and shown
in Figs. 7-11. In all figures, “Ideal IQ” legend refers to a receiver
with no IQ imbalance and perfect channel knowledge, and “1Q
Mismatch/No Comp.” refers to a receiver with 1Q imbalance but
no compensation scheme. “IQ Mismatch/post-FFT Eqz. LS,”
“IQ Mismatch/post-FFT Eqz. LMS,” “IQ Mismatch/pre-FFT
Corr. LMS,” and “IQ Mismatch/pre-FFT Corr. SPP” refer to the
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QAM=64, Phase Im=2deg, Gain Im=1dB, n =20 (OFDM Symbols)
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—8- 1Q Mismatch/post-FFT Eqz. LS
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Fig.8. BER versus SNR simulated for 64QAM constellation, phase imbalance
of 2°, amplitude imbalance of 1 dB, and training length of 20 OFDM symbols.

QAM=16, Phase Im=8deg, Gain Im=2dB, n. =20 (OFDM Symbols)
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Fig.9. BER versus SNR simulated for l6QAM constellation, phase imbalance
of 8°, amplitude imbalance of 2 dB, and training length of 20 OFDM symbols.

schemes presented in Section [IV-A-D, respectively. The results
are depicted for different constellation sizes (16 and 64QAM),
different phase and amplitude IQ imbalances, and different
lengths of training sequences. The LMS step-size parameter
p1Ms in Section IV-B was chosen to be 0.2 in the simulations.

As can be seen in all simulation results, the degradation in
the BER values due to IQ imbalances is significant. Figs. 7-11
show the simulation results for typical (practical) distortion pa-
rameter values: phase and gain imbalances. An important obser-
vation is that the BER curves become saturated in the presence
of IQ imbalances. In other words, even increasing the operating
SNR does not help improve the BER values, emphasizing the
need for compensation schemes. As was shown in Section IV,
the loss in SNR due to IQ imbalances is small (less than 0.2
dB) when the least-squares compensation scheme is used. This
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QAM=16, Phase Im=2deg, Gain Im=1dB
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Fig. 10. BER versus SNR simulated for different lengths of training, plotted
for post-FFT least-squares equalization (phase imbalance of 2° and amplitude
imbalance of 1 dB).
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Fig. 11. BER versus SNR for different lengths of training, plotted for post-FFT

adaptive equalization (LMS).

can be seen in all simulation results where the BER curves
for least-squares scheme almost coincide with the ideal case.
The same results hold for the pre-FFT compensation schemes.
It is shown that both the pre- and post-FFT (the least-squares
scheme) algorithms perform very close to the ideal case. The
results also show that the performance of the adaptive compen-
sation scheme depends on the lengths of the available training
sequence. The adaptive algorithm provides an acceptable BER
when 20 OFDM symbols are available for training. Note that
a decision directed approach can be used to provide that many
number of training symbols in real scenarios.

Finally, Figs. 12 and 13 show the theoretical lower bounds
on the loss in SNR due to IQ imbalances. The plots are based
on the results derived in Section IV for both pre- and post-FFT
compensation schemes. These bounds are calculated assuming
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Fig. 12.  Loss in SNR compared to the ideal IQ branches as a function of phase
and amplitude imbalances when the post-FFT least-squares is applied as given
by (31).

Loss in SNR (dB)
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Fig. 13. Loss in SNR compared to the ideal IQ branches as a function of
phase and amplitude imbalances when an ideal pre-FFT correction is applied.

The derivation given by (48) and computed for the case 07 /o2 = 1.

perfect channel and distortion parameter knowledge is available
at the receiver, therefore serving as the theoretical lower bounds
on the SNR loss due to imbalances.

VI. CONCLUSION

A framework for deriving OFDM receivers with IQ imbal-
ance correction in the digital domain was presented. It was
illustrated that the BER values for an OFDM system with
typical IQ imbalances may be unacceptable. An important
effect of IQ imbalances is that the achievable BER saturates as
the SNR increases, suggesting that the system’s performance at
high SNR will be dominated by the IQ imbalances rather than
the operating SNR. The performance degradation becomes
more severe at high SNR values and high density transmit
constellations. This highlights the need for compensation
schemes for IQ imbalances. It was argued that compensation
schemes developed in the analog domain may not be efficient
in terms of power, area, and cost. Furthermore, such techniques
in the analog domain cannot completely compensate for the
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distortions. The approach proposed in this paper relies on
using signal processing techniques to compensate for analog
domain impairments in the digital domain. There are several
advantages associated with the proposed digital schemes, with
the main advantage being that they allow us to exploit the
digital processing power to alleviate problems arising from
analog imperfections. Different algorithms to compensate for
IQ distortions were developed and compared, namely, post-FFT
equalization and pre-FFT correction schemes. The difference
between frequency-flat and frequency-dependent IQ imbalance
and its effect on the compensation scheme were discussed. It
was shown that while the pre-FFT schemes function only for
frequency-flat distortion, the post-FFT schemes can be used for
both frequency-flat and frequency-selective distortions.
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