Title
On Particle Path Generation Based on Quadrilinear Interpolation and Bernstein-Bezier Polynomials

Permalink
https://escholarship.org/uc/item/5zr6b7b0

Journal
IEEE Transactions on Visualization and Computer Graphics, 1

Authors
Hamann, Bernd
Wu, D.
Moorhead, Robert J.

Publication Date
1995

Peer reviewed
On Particle Path Generation Based on Quadrilinear Interpolation and Bernstein-Bézier Polynomials

Bernd Hamann, Member, IEEE, Donghua Wu, and Robert J. Moorhead II

Abstract—Particle path computation in unsteady 3D vector fields given in discrete, structured form (i.e., as a hexahedral curvilinear grid) requires the local approximation of the vector field and the path. Quadrilinear interpolation and Bernstein-Bézier polynomials are used for the local vector field and path approximation. The next point in a sequence of points on a particle path is computed using this local approximation. Bernstein-Bézier polynomials are primarily used in geometric modeling, and their properties allow direct computation of points on a particle path.

Index Terms—Approximation, Bernstein-Bézier polynomial, particle path, curvilinear grid, path line, scientific visualization, structured grid, trajectory, vector field.

I. INTRODUCTION

This paper is concerned with the computation of a point sequence approximating a particle path in an unsteady 3D vector field. It is assumed that a 3D structured grid, composed of hexahedral elements, is given. The coordinates of the grid vertices are allowed to change over time, while the topology—the connectivity among grid vertices—must remain unchanged. Given an initial 3D position $\mathbf{x}_0$, the described algorithm generates a point sequence $\mathbf{x}_1, \mathbf{x}_2, \mathbf{x}_3, \ldots$ on the resulting particle path based on quadrilinear interpolation and a local particle path approximate in Bernstein-Bézier representation. The time step used to generate a next point is chosen adaptively using a one-step method for differential equations.

The main reasons for the proposed method are its elegance, its numerical stability due to the use of Bernstein-Bézier polynomials with their "nice" numerical and arithmetical properties, and the fact that the proposed method uses a direct, explicit approach for approximating particle paths—instead of using a Runge-Kutta method. The proposed method uses adaptive time steps for generating points on a particle path, just like a Runge-Kutta method. Therefore, the resulting particle path approximations using either approach are very much much the same. The proposed method is merely an alternative to more standard methods.

There must be a one-to-one map from each 4D physical, curvilinear grid cell to a 4D computational, rectilinear cell (= unit cube). Once the initial point $\mathbf{x}_0$ has been transformed from physical to computational space, all computations are performed in computational space. A point $\mathbf{x}$ in a cell in computational space is identified with a local parameter tuple $(\xi, \eta, \zeta, \tau)$, where $\xi, \eta, \zeta,$ and $\tau$ are the relative offsets from the lower left corner of the cell. The relation between physical space, computational space, and local parameter space is illustrated for the 2D case in Fig. 1.

Fig. 1. Physical space, computational space, and local parameter space—2D case.
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The local parameters of a point with respect to a cell in computational space are used to perform quadrilinear interpolation over the cell and locally approximate the vector field. Initially, vector values are provided at the grid vertices in physical space. These values are transformed to computational space by using local estimates of the Jacobian relating the two spaces.

Most current vector field visualization techniques require a robust, numerically stable, and adaptive method for approximating particle paths. The method proposed in this paper should be viewed as an alternative to existing methods that satisfy exactly these requirements. Recent progress in vector field visualization can be found in [5], [8], [9], [10], [11], [12], [13], [19]. In particular, particle tracing algorithms are described in [2], [7], [14], [16], [20]. A general overview of current scientific visualization techniques is provided in [4]. The technique presented here utilizes standard techniques of geometric modeling that are discussed in [3], [6]. In particular, certain arithmetical operations for curves in Bernstein-Bézier representation are needed which are covered in [15]. The most common 2D- and 3D-grid generation methods are described in detail in [17], and an overview of the state-of-the-art in grid generation is provided in [18].

In summary, the approach used to generate a particle path requires these modules:

1) Generating a uniform, rectilinear grid in 4D computational space and associated vectors at each computational grid point (i, j, k, l) from a curvilinear grid in 4D physical space.

2) Transforming an initial point \( \mathbf{X}_0 \) from 4D physical space to 4D computational space and computing local parameter tuple \((\xi, \eta, \zeta, \tau)\) with respect to the grid cell in computational space containing the initial point.

3) Approximating the unsteady vector field in computational space using quadrilinear interpolation for each grid cell.

4) Approximating the particle path in a local parameter space by a Bézier curve considering position, velocity, and acceleration at the previous point on the particle path.

5) Computing the next point on the particle path by considering the local vector field and particle path approximates at the previous point.

6) Transforming the next point on the particle path from local parameter space to physical space.

7) Estimating the local error in physical space and, depending on some maximal error tolerance—repeating the steps 5) and 6) using a smaller time step.

These steps are described in detail in the following sections.

II. TRANSFORMATIONS RELATING PHYSICAL AND LOCAL PARAMETER SPACE

The computation of particle paths is extremely simplified when dealing with uniform computational space instead of curvilinear physical space. One needs to transform points and vectors from computational space to physical space and vice versa. Points on a particle path are computed in computational space and transformed to physical space. A point in a unit grid cell in computational space has local parameter values with respect to this cell and a quadrilinear interpolant. These parameter values are denoted by \( \xi, \eta, \zeta, \) and \( \tau \) ("local parameter space").

First, all vectors given at grid points in physical space are transformed to computational space using local estimates of the Jacobian

\[
\mathbf{J} = \begin{pmatrix}
    x_\xi & x_\eta & x_\zeta & x_
    
y_\xi & y_\eta & y_\zeta & y_
    
z_\xi & z_\eta & z_\zeta & z_
    
i_\xi & i_\eta & i_\zeta & i_
\end{pmatrix}
\]

\[
= \begin{pmatrix}
    \frac{\partial}{\partial \xi} x(\xi, \eta, \zeta, \tau) \\
    \frac{\partial}{\partial \eta} x(\xi, \eta, \zeta, \tau) \\
    \frac{\partial}{\partial \zeta} x(\xi, \eta, \zeta, \tau) \\
    \frac{\partial}{\partial \tau} x(\xi, \eta, \zeta, \tau)
\end{pmatrix}
\]

relating physical and computational space.

Central differences are used to obtain an estimate \( \tilde{\mathbf{J}} \) of the (transpose of the) Jacobian at each grid point \( \mathbf{X}_{i,j,k,l} \). This estimate is given by

\[
\tilde{\mathbf{J}} = \frac{1}{2} \begin{pmatrix}
    x_{i+1,j,k,l} - x_{i-1,j,k,l} & \cdots & i_{i+1,j,k,l} - i_{i-1,j,k,l} \\
    \vdots & \ddots & \vdots \\
    x_{i,j,k,l+1} - x_{i,j,k,l-1} & \cdots & i_{i,j,k,l+1} - i_{i,j,k,l-1}
\end{pmatrix}
\]

Each vector \( \mathbf{V}_{i,j,k,l} = (U_{i,j,k,l}, V_{i,j,k,l}, W_{i,j,k,l}) \) (physical space) is mapped to the vector

\[
\tilde{\mathbf{V}}_{i,j,k,l} = (\tilde{U}_{i,j,k,l}, \tilde{V}_{i,j,k,l}, \tilde{W}_{i,j,k,l}) = \mathbf{V}_{i,j,k,l} \tilde{\mathbf{J}}^{-1}
\]

(computational space).

REMARK 2.1. It should be noted that this central difference scheme is only one of many ways to compute the terms in the Jacobian. If possible, the method used should be consistent with that used in the flow solver algorithm so that the velocities are correctly recovered. It is even better to save the contravariant velocities directly from the flow solver in order to not have to transform the velocity field. Another approach, which is more consistent with the quadrilinear interpolation function used here, is to use the partial derivatives of (2.3) (see below) to obtain analytical expressions for the terms in the Jacobian. A good scheme for the approximation of velocities is absolutely essential since the accelerations are derived from them.

Next, the initial point \( \mathbf{X}_0 = (x_0, y_0, z_0, t_0) \) in physical space must be transformed to local parameter space. The grid point closest to \( \mathbf{X}_0 \) must be identified. The grid cells are stored in an octree, which speeds up the search process. The leaf node of this octree that corresponds to the region containing \( \mathbf{X}_0 \) is identified, and only the cells associated with this node are considered for the identification of the grid point closest to \( \mathbf{X}_0 \). All cells sharing this closest grid point as a common vertex (neighboring cells) are candidates that can contain the initial point. An iterative procedure is used to find out which
of the neighboring cells contains the point. This procedure assumes that each cell can be expressed by a one-to-one quadrilinear map from (local) parameter space to physical space. Thus, a point \( X \) in a cell in 4D physical space is given by the map
\[
X(\xi, \eta, \zeta, \tau) = (x(\xi, \eta, \zeta, \tau), y(\xi, \eta, \zeta, \tau), z(\xi, \eta, \zeta, \tau), t(\xi, \eta, \zeta, \tau))
\]
\[
= \sum_{i=0}^{1} \sum_{j=0}^{1} \sum_{k=0}^{1} \sum_{l=0}^{1} X_{i,j,k,l} B_i^1(\xi) B_j^1(\eta) B_k^1(\zeta) B_l^1(\tau), \quad (2.3)
\]
where \( X_{i,j,k,l} \) is a vertex of the 4D grid cell containing \( X \), and \( B_i^1(x) \) is the Bernstein-Bézier polynomial \((1 - x)^{1-i} x^i\). If a grid cell contains the initial point \( X_0 \), a (local) parameter tuple \((\xi, \eta, \zeta, \tau)\), can be computed. Otherwise, one of the (local) parameters will not be in the interval \([0, 1]\).

Assuming that the point \( X_0 \) lies within a particular cell, the associated local “parameter cube” for this cell is evaluated at \( x_0 = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}) \) yielding the point \( Y_0 \). The difference vector \( D_0 = X_0 - Y_0 \) is computed and transformed into (local) parameter space yielding the vector \( d_0 = D_0 \tilde{J} \). where \( \tilde{J} \) is (the transpose of) a local approximate of the Jacobian at \( x_0 \) obtained by performing quadrilinear interpolation of the estimates of the Jacobians at the grid vertices. A new parameter value \( x_1 = x_0 + d_0 \) is computed, and the corresponding point in physical space is determined.

This procedure (Newton-Raphson method) is repeated until the Euclidean distance between the points \( X_n \) and \( Y_n \) is sufficiently small and the (local) parameter tuple associated with of \( Y_n \) lies in the unit cube. The procedure is also stopped when a parameter tuple has “moved” outside the unit cube (see (13)). Special care must be taken at the boundaries of the grid.

Obviously, the map from local parameter space to physical space must be one-to-one for this procedure to work (no degenerate cells allowed). Fig. 2 illustrates this procedure for the 2D case.

### III. LOCAL APPROXIMATION OF THE UNSTEADY VECTOR FIELD

From here on, all computations can be performed in uniform computational space. The unsteady vector field is approximated in (local) 4D parameter space using quadrilinear interpolation for each cell. The variables \( \xi, \eta, \zeta, \tau \) denote the local parameters of a point in a cell in computational space. Assuming that both spatial dimensions and time dimension are spaced uniformly, the vector field \( \mathbf{v} = (u, v, w) \) is approximated by
\[
\mathbf{v}(\xi, \eta, \zeta, \tau) = (u(\xi, \eta, \zeta, \tau), v(\xi, \eta, \zeta, \tau), w(\xi, \eta, \zeta, \tau))
\]
\[
= \sum_{i=0}^{1} \sum_{j=0}^{1} \sum_{k=0}^{1} \sum_{l=0}^{1} v_{i,j,k,l} B_i^1(\xi) B_j^1(\eta) B_k^1(\zeta) B_l^1(\tau), \quad (3.1)
\]
where \( v_{i,j,k,l} \) is the vector at a vertex of a 4D grid cell in computational space. Fig. 3 shows trilinear interpolation for the 3D steady case.

Higher-order approximates of the vector field could be used as well, e.g., tensor product cubic interpolation (see [3] and [6] for higher-order schemes). Unfortunately, this increases the number of coefficients of the approximate drastically.

### IV. LOCAL APPROXIMATION OF THE PARTICLE PATH

In order to reduce the particle path generation problem to a trivariate approximation problem, linear interpolation is performed in the time dimension first. For each point \( x_t = (\xi_t, \eta_t, \zeta_t, \tau_t) \) in computational space, linear interpolation is performed in the time dimension for \( \tau = \tau_t \) yielding a particular “time slice,” a 3D cube and vector values at its eight vertices. The vectors at the vertices of a 4D cube are linearly interpolated yielding the vectors at the vertices of the 3D cube for \( \tau = \tau_t \).

The particle path in physical space will be approximated by a point sequence \( X_0, X_1, X_2, \ldots \). This is done by first computing a point sequence \( x_0, x_1, x_2, \ldots \) in computational space and then mapping each point \( x_i \) to physical space. In the following, all computations are performed in computational space using local parameters \( \xi, \eta, \) and \( \zeta \). Denoting the last point computed by \( x_i \),
its position and the velocity and acceleration at this point are used to compute a local quadratic particle path approximate.

Only the first three (i.e., spatial) coordinates are considered for the local path approximate. Since the velocity \( \mathbf{v}_t \) at \( \mathbf{x}_t \) is obtained by quadrilinear interpolation (3.1), the acceleration \( \mathbf{a}_t \) at \( \mathbf{x}_t \) is independent of the time dimension of the 4D cell. Thus, the acceleration at \( \mathbf{x}_t = (\xi_t, \eta_t, \zeta_t, \tau_t) \) for \( \tau = \tau_t \) is given by

\[
\mathbf{a}_t = \mathbf{a}(\xi_t, \eta_t, \zeta_t, \tau_t) = \left. \frac{\partial}{\partial \tau} \mathbf{v}(\xi, \eta, \zeta, \tau) \right|_{(\xi_t, \eta_t, \zeta_t, \tau_t)} = \sum_{i=0}^{1} \sum_{j=0}^{1} \sum_{k=0}^{1} \left( \mathbf{v}_{i,j,k,l} - \mathbf{v}_{i,j,k,0} \right) B_i^1(\xi_t) B_j^1(\eta_t) B_k^1(\zeta_t),
\]

(4.1)

where \( \mathbf{v}_{i,j,k,l}, i, j, k, l \in \{0, 1\} \), are the vectors at the vertices of the 4D cell containing \( \mathbf{x}_t \).

For reasons that will become obvious in Section V, the quadratic curve defined by \( \mathbf{x}_t, \mathbf{v}_t, \) and \( \mathbf{a}_t \) is represented as a Bézier curve, i.e.,

\[
\mathbf{c}(\tau) = \sum_{i=0}^{2} \mathbf{b}_i B_i^2(\tau), \quad \tau \in [0, T],
\]

(4.2)

where \( T \) is the time step used to compute the next point \( \mathbf{x}_{t+1} \), and \( B_i^2(\tau) = \frac{1}{T^2} \binom{T}{i} (T-\tau)^{2-i} \tau^i \). The Bézier control points are defined by the conditions \( \mathbf{c}(0) = \mathbf{x}_t, \dot{\mathbf{c}}(0) = \mathbf{v}_t, \) and \( \ddot{\mathbf{c}}(0) = \mathbf{a}_t \). They are given by

\[
\mathbf{b}_0 = \mathbf{x}_t,
\]

\[
\mathbf{b}_1 = \mathbf{x}_t + \frac{T}{2} \mathbf{v}_t,
\]

and

\[
\mathbf{b}_2 = \mathbf{x}_t + T \mathbf{v}_t + \frac{T^2}{2} \mathbf{a}_t,
\]

(4.3)

where a Bézier control point is given by \( \mathbf{b}_i = (\alpha_0, \beta_0, \gamma_0) \) (see [3]).

The time step \( T \) is chosen adaptively depending on the degree of curvature of the particle path (see Section VI). Fig. 4 illustrates the quadratic Bézier curve approximating the particle path at \( \mathbf{x}_t \).

**Remark 4.1.** Bernstein-Bézier polynomials are used for the representation of the local particle path approximate due to the existence of explicit formulas for products and integrals for these polynomials. This fact allows a more elegant computation for the next particle position (Section V). The method presented here is an alternative to the conventional Runge-Kutta methods using monomial basis functions. The method discussed here and standard Runge-Kutta methods allow the use of adaptive step sizes. Thus, one can generate equally good approximations of particle paths.

**V. COMPUTATION OF THE NEXT PARTICLE POSITION**

In general, the next position \( \mathbf{x}_{t+1} \) in computational space is given by

\[
\mathbf{x}_{t+1} = \mathbf{x}_t + \int_0^T \mathbf{v}(\mathbf{c}(\tau)) d\tau,
\]

(5.1)

where \( \tau = 0 \) is associated with the previous point \( \mathbf{x}_t \) (local time parameter). In coordinate form, this expression is equivalent to the three equations

\[
\begin{align*}
(\xi_{t+1}, \eta_{t+1}, \zeta_{t+1}) &= (\xi_t, \eta_t, \zeta_t) \\
&+ \int_0^T \mathbf{v}(\mathbf{c}(\tau)) d\tau \\
&+ \mathbf{w}(\mathbf{c}(\tau)) d\tau
\end{align*}
\]

(5.2)

Therefore, the discussion is reduced to the computation of \( \xi_{t+1} \) in the following paragraphs.

Using trilinear interpolation of the vectors

\[
\mathbf{v}_{i,j,k} = (u_{i,j,k}, v_{i,j,k}, w_{i,j,k}), \quad i, j, k \in \{0, 1\},
\]

known at the vertices of the current cell, and inserting the local quadratic path approximate \( \mathbf{c}(\tau) \) given in (4.2) into (5.2) yields
These integral expressions can be verified by using the equation
\[
\int_{a}^{b} B^n_i(x) \, dx = \frac{b-a}{n+1}, \quad x \in [a, b],
\] (5.7)
for Bernstein-Bézier polynomials defined over the general interval \([a, b]\) (see [3]) and
\[
\sum_{i=0}^{m} b_i B^n_i(x) = \sum_{i=0}^{m} \sum_{j=0}^{n} \frac{m!}{i!j!(m+n-i-j)!} B^{m+n}_{i+j}(x),
\] (5.8)
(see [15]).

The point \(x_{i+1}\) is then transformed into physical space, and a one-step method is used to decide whether the time step \(T\) should be changed adaptively (see Section VI). Since the computational space is uniformly spaced, the cell containing the point \(x_{i+1}\) is immediately known from the point's coordinates.

**Remark 5.1.** Formulas (5.4), (5.5), and (5.6) are not verified here since this is done in [15], a technical report. This report lists and verifies various properties of sums, products, and quotients of Bernstein-Bézier polynomials.

**VI. CHOOSING THE TIME STEP \(T\)**

The next point \(X_{i+1}\) (in physical space) might locally deviate from the particle path more than some maximal tolerance. The local deviation is measured in the following way: First, the point \(\tilde{X}_{i+1}\) is computed using \(X_i\) as previous point and \(T/2\) as time step. Second, the point \(\hat{X}_{i+2}\) is computed using \(\tilde{X}_{i+1}\) as previous point and \(T/2\) as time step. If the Euclidean distance \(d\) between \(X_{i+1}\) and \(\hat{X}_{i+2}\) is too large, i.e. larger than a specified maximal error tolerance, one replaces \(T\) by \(T/2\) and computes a new \(X_{i+1}\). This process is iterated until the Euclidean distance \(d\) between the point pair \(X_{i+1}\) and \(\hat{X}_{i+2}\) is smaller than the specified maximal tolerance. Fig. 5 illustrates the one-step method for ordinary differential equations (see [1]).

The initial time step \(T\) used for the computation of a next point \(x_{i+1}\) in computational space is \(T = 1/(2\|r_i\|)\), where \(\|r_i\|\) indicates the Euclidean norm. It could also be defined in terms of a local curvature measure at \(x_i\) and the Jacobian. If the next point \(X_{i+1}\) in physical space does not lie in the same cell as \(x_i\), it is ensured that it lies in a cell that shares at least one vertex with the cell containing \(X_i\).

![Fig. 5. One-step method for adaptively choosing time step.](image-url)
Fig. 6. Particle paths in constant 3D vector field (uniform, rectilinear grid, resolution $5 \times 5 \times 5$; $V(x, y, z) = (1, 1, 1), x, y, z \in [0, 1]$).

Fig. 7. Particle paths in steady 3D vector field (uniform, rectilinear grid, resolution $10 \times 10 \times 10$; $V(x, y, z) = (\sqrt{1-x}, \sqrt{1-y}, 0), x, y, z \in [0, 1]$).

Fig. 8. Particle paths in unsteady 3D vector field (uniform, rectilinear grid, resolution $25 \times 25 \times 25$; $V(x, y, z, t) = (\cos(8\pi t), \sin(8\pi t), 0.25), x, y, z, t \in [0, 1]$).

Fig. 9. Particle paths in steady 3D vector field—flow around aircraft wing (curvilinear grid, resolution $129 \times 33 \times 33$).

Fig. 10. Particle paths in unsteady 3D vector field—flow in Pacific Ocean (curvilinear grid, resolution $989 \times 657 \times 6 \times 5$).
VII. EXAMPLES

The method presented has been tested for analytically defined vector fields (for test purposes) and for steady/unsteady vector fields resulting from simulations of real-world configurations. The following examples are based on grids that do not change over time, i.e., the connectivity among grid vertices and the coordinates of grid vertices remain unchanged. In each figure, coordinate axes are placed closest to the vertex with index triple [0, 0, 0]. Several particle paths are shown in each vector field. The initial positions are marked by "bullets."

In Figs. 6, 7, and 8, the vector fields are defined analytically over the unit cube. Fig. 9 shows particle paths in the steady flow field around an aircraft wing. The wing is highlighted. For this particular example, the resulting particle paths have been "verified" by comparing them with the ones resulting from a standard fourth-order Runge-Kutta method, using the same initial positions, adaptive time steps, and an extremely small error tolerance. Fig. 10 shows particle paths in a portion of an unsteady flow field. The shaded surface represents the bathymetry in the ocean.

REMARK 7.1. In addition, a fourth-order Runge-Kutta algorithm has been applied to the examples shown in Figs. 6, 7, 8, 9, and 10 using the same initial positions and the same maximal error tolerance. The resulting particle paths consist of nearly the same number of points. A general statement regarding the closeness of the particle paths generated by the new method and the ones generated by the fourth-order Runge-Kutta method cannot be made; the complexity of the flow field and the chosen maximal error tolerance have a major effect. Since the proposed method uses both an adaptive step size and a maximal error tolerance, an arbitrary accuracy of the particle path approximation can be achieved.

REMARK 7.2. The current implementation of the proposed method is slightly slower than most Runge-Kutta implementations applied to the examples shown in Figs. 6, 7, 8, 9, and 10. It is reasonable to assume that one can improve the efficiency of the current implementation of the proposed method by a factor of two to three by refining the spatial data structures and the search algorithms for the 3D/4D grids.

VIII. CONCLUSIONS

The particle path generation technique presented can be generalized to higher-order local approximations of both the vector field and the particle path. It is planned to extend the approach by using local cubic approximations of the vector field and considering a higher-order local path approximation. The use of Bernstein-Bézier polynomials for the local path approximation yields expressions that can be integrated exactly and easily.

The technique can be used to create stream lines, streak lines, and time lines (see [13]) for unsteady vector fields defined on curvilinear, structured grids.
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