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Abstract

Cosmology and galaxy evolution from large-scale structure

by

Alexander Grant Krolewski

Doctor of Philosophy in Astrophysics

University of California, Berkeley

Professor Martin White, Chair

In this thesis, I use data from large scale structure surveys to explore both galaxy evolution
and cosmology. My thesis covers four distinct areas: galaxy spin alignments with large-scale
structure filaments (Chapters 2 and 3); voids in the Lyman-α forest (Chapter 4); quasar evo-
lution and the thermal Sunyaev-Zel’dovich effect (Chapter 5); and cross-correlations between
unWISE infrared galaxies and the cosmic microwave background (Chapters 6 and 7).

Hierarchical structure formation imprints a characteristic alignment between large-scale
filaments and dark matter halos: low-mass halos accrete perpendicular to the filaments
and thus acquire spin along the filament, whereas high-mass halos grow by mergers and
thus acquire spin perpendicular to the filament. These spin alignments lead to correlations
between galaxy shapes and large-scale structure, a major systematic for weak lensing surveys.
I study the prospects for detecting this signal at z ∼ 2.5 using filaments measured in the
Lyman-α forest, and also present an upper limit on galaxy spin-filament alignments at z ∼ 0.1
with the MaNGA survey of galaxy kinematics.

Voids are a powerful probe of dark energy, modified gravity, and neutrino mass. I present
the highest-redshift detection of voids (z ∼ 2.5) and first detection of voids in the Lyman-α
forest. I show that these voids are > 5σ underdense in coeval spectroscopic galaxies, and
characterize their stacked profile and distribution of sizes.

The thermal Sunyaev-Zel’dovich effect is a powerful probe of hot halo gas. I study the
physical origin of the tSZ-quasar cross-correlation. On large scales, it probes the bias of the
hot halo gas, and future tSZ-quasar cross-correlation studies will constrain the amplitude
of the tSZ signal across all halos at 0 < z < 2. On small scales, the tSZ signal scales as
M5/3, and is thus sensitive to the distribution of quasar host halos. tSZ cross-correlations
from the DESI survey should place interesting constraints on quasar models that otherwise
match quasar clustering and luminosity function data. Moreover, because DESI is fainter
than previous quasar samples, the tSZ signal should be dominated by contributions from
the host halo virialization rather than from energy injection by AGN feedback, which scales
with the quasars’ luminosity.
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Chapters 6 and 7 explore the cosmological constraining power of infrared galaxies from the
unWISE catalog in tandem with cosmic microwave background observations. In Chapter 7,
I measure the cross-correlation between unWISE infrared galaxies at z < 2 and Planck
CMB lensing. With signal-to-noise of 80, this is the highest-significance detection of CMB
lensing cross-correlations thus far, offering the potential for percent-level constraints on the
amplitude of matter clustering. In Chapter 7, I describe the measurement and systematics
tests; the most significant systematic is the uncertain redshift distribution of the unWISE
galaxies, which I measure using cross-correlations with SDSS spectroscopic galaxies and
quasars. In Chapter 7 I measure the cross-correlation between unWISE galaxies and CMB
temperature on large scales from the integrated Sachs-Wolfe effect. This is a 3 to 4σ detection
of dark energy and holds promise for constraining modified gravity models throughout the
dark energy dominated epoch.
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Chapter 1

Introduction

1.1 Cosmology overview
Cosmology is one of the newest subfields of physics. When my advisor was born, very

little of today’s knowledge about the universe was in place. When I was born, the broadest
outlines of the field were established but key parts of the model were missing and parameters
were uncertain to within a factor of two. Now the standard ΛCDM model of cosmology is
very well-established, matches data to very high significance, and has few percent errors on
cosmological parameters (Planck Collaboration et al. 2018a, Fig. 1.1). This vast increase in
knowledge is a major triumph in our understanding of the physics of the universe, but is far
from complete.

The ΛCDM model (Peebles 1984; Vittorio & Silk 1985; Efstathiou et al. 1990; Ostriker &
Steinhardt 1995; Krauss & Turner 1995; Liddle et al. 1996) works very well but is a purely
phenomenological model, with many important questions about the underlying physics unan-
swered. It posits that the universe is composed of normal matter from the standard model of
particle physics (photons, neutrinos, and everything else, a.k.a. “baryons” to a cosmologist);
dark matter that interacts primarily gravitationally, and only extremely weakly via other
forces (Peebles 1982); and dark energy, whose negative pressure drives an accelerating expan-
sion of the universe. The dynamics of the universe are governed by General Relativity and
thus determined by the energy density of each component. The initial conditions are set by
quantum fluctuations of the inflaton field (Starobinsky 1980; Guth 1981), which classically
freeze to a nonzero value when the wavelength of the fluctuation becomes longer than the
Hubble scale. This seeds the universe with the right order-of-magnitude density fluctuations
(Mukhanov & Chibisov 1981; Mukhanov et al. 1992).

After inflation, the universe is radiation-dominated. As it cools and expands, relativistic
protons, neutrons and electrons annihilate; due to a very small initial imbalance between
particles and anti-particles, some residual particles remain. The conditions for the primordial
imbalance, baryogenesis, were enumerated by Sakharov (Sakharov 1991). The mechanism
for baryogenesis is unclear, with leptogenesis (Fukugita & Yanagida 1986) and the Affleck-
Dine mechanism (Affleck & Dine 1985) among the top contenders. As the universe continues
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to cool, the interaction rates for certain processes will drop below the Hubble rate, leading
to thermal freezeout of neutrinos and possibly the dark matter, if it is composed of a weakly
interacting massive particle (WIMP) (Steigman & Turner 1985).

The next major transition is when the universe cools enough to permit the formation
of atoms. Since photons interact with free electrons far more readily than hydrogen atoms,
this leads to a massive increase in the optical depth of the universe, and nearly all of the
photons in the universe free-stream across the universe from the “surface of last scattering.”
This relic emission is called the Cosmic Microwave Background, first detected by Penzias
& Wilson (1965) and Dicke et al. (1965). It is a nearly perfect blackbody (Fixsen 2009)
and its anisotropies are a rich source of information about the early universe (Peebles 1968;
Peebles & Yu 1970; Peebles 1982). Since the anisotropies are small, δρ/ρ ∼ 10−5, they can
be efficiently computed using linear perturbation theory (Ma & Bertschinger 1995) and in
practice are computed using standard “Boltzmann codes” (Seljak & Zaldarriaga 1996; Lewis
et al. 2000; Blas et al. 2011). The CMB anisotropies have provided powerful constraints
on cosmological parameters. They have established the cold dark matter model (Efstathiou
et al. 1992), determined that the universe is spatially flat (Knox & Page 2000; Pierpaoli
et al. 2000) and strongly constrained multiple cosmological parameters (Spergel et al. 2003;
Bennett et al. 2003; Planck Collaboration et al. 2018a). Fig 1.1 shows the most recent CMB
anisotropy measurements from the Planck survey.

During radiation domination, structure growth via gravitational collapse is inhibited by
radiation pressure. When the universe becomes matter dominated, however, the pressure
drops and structure can begin to grow. In the linear regime, the growth is scale-independent
and most compactly described in Fourier space, because Fourier modes of the density field
with different wavevector k grow independently in the linear regime. Therefore, cosmologists
often work in Fourier space using the power spectrum of the density field P (k):

δ(k) =

∫
d3x δ(x)eikx (1.1)

〈δ(k)δ(k′)〉 = (2π)3P (k)δ3(k − k′) (1.2)

where the first equation relates the matter overdensity δ ≡ (ρ − ρ̄)/ρ̄ to its Fourier trans-
form. Note also that comparison to theory requires a two-point function, P (k) or its Fourier
transform the correlation function ξ(r) ≡ 〈δ(x)δ(x + r)〉, because the initial phase of the
density field is random and realization-dependent, but its correlations are sensitive to the
underlying physics. In the linear regime (δ << 1), the density field δ is a Gaussian random
field with Fourier modes growing independently

Plinear(k, z) = D2(z)Plinear(k) (1.3)

where D(z) is the linear growth factor, which is very well-approximated by (Linder & Cahn
2007)

D(z) = Ωm(z)γ=0.55 (1.4)

As δ becomes large, structure formation couples different Fourier modes of the density field.
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Eventually overdensities collapse into bound objects called dark matter halos (Gunn &
Gott 1972; Navarro et al. 1997). The large-scale distribution of halos provides striking quali-
tative evidence for cold dark matter instead of hot (relativistic) or warm (mildly relativistic)
dark matter (Blumenthal et al. 1984; Davis et al. 1985).

After CMB photons decouple from the baryon-photon plasma, the universe is almost
entirely neutral. However, the first stars and galaxies emit enough photons to reionize
the universe (Pritchard & Loeb 2012) and by z ∼ 6, quasar absorption spectra show the
remaining neutral fraction must be < 10−4 (Gunn & Peterson 1965; Fan et al. 2006). Quasar
absorption spectra probe the neutral fraction by measuring the “forest” of redshifted Lyman-
α absorption lines in quasar spectra from structure at different redshifts along the line of
sight to the quasar. At z ∼ 3, fluctuations in Lyα absorption trace fluctuations in the
density field, as confirmed by hydrodynamic simulations of the intergalactic medium (Cen
& Ostriker 1992; Katz et al. 1992; Katz et al. 1996; Miralda-Escudé et al. 1996; Weinberg
et al. 2003; McQuinn 2015). As a result, the Lyα forest is a powerful probe of small-scale
structure at z ∼ 2 (where the 1216 Å Lyα line is redshifted into the optical) and can place
strong constraints on the amplitude of the matter power spectrum and the neutrino mass
(Seljak et al. 2005; McDonald et al. 2006).

Within a bound overdensity, the behavior of dark matter is relatively simple: it forms a
diffuse halo, generally triaxial in shape, with a standard density profile (Navarro et al. 1997)
and universal mass function (Tinker et al. 2008, 2010). Galaxy formation within the halo is
much more complex. Baryons can cool efficiently and thus collapse to a much smaller radius
than the dark matter. Like halos, galaxies are biased tracers of the dark matter inhabiting
density peaks (Bardeen et al. 1986). This has led to physical models for galaxy clustering
such as the halo model (Seljak 2000), the halo occupation distribution model (Zheng et al.
2005), and subhalo abundance matching (Vale & Ostriker 2004; Shankar et al. 2006; Conroy
et al. 2006). These models are widely used in cosmology with the intention of marginalizing
over the uncertain galaxy properties.

A more detailed understanding of galaxies, including the effect of feedback from super-
massive black holes and supernovae, requires hydrodynamic simulations. Hydrodynamic
simulations are severely limited by resolution and box size compared to gravity-only (N -
body) simulations, but recently have begun to match a number of significant galaxy obser-
vational properties, including the bimodality of galaxy properties and the presence of disks
(Vogelsberger et al. 2014).

At z < 1, a new component begins to dominate over dark matter: dark energy, which
drives an accelerating expansion of the universe. The accelerated expansion of the universe
was first discovered in observations of type Ia supernovae as standard candles (Riess et al.
1998; Perlmutter et al. 1999) and cemented by standard ruler observations of baryon acoustic
oscillations in galaxy clustering (Alam et al. 2017). The physical origin of dark energy
remains mysterious (Weinberg et al. 2013; Mortonson et al. 2013; Tanabashi et al. 2018).
While quantum field theory predicts a zero-point energy associated with the vacuum, this
is 60 orders of magnitude higher than the observed dark energy (Martin 2012). Prominent
alternatives include modifications to general relativity (Baker et al. 2013), typically with
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Parameter Value
Ωbh

2 0.022447
Ωcdmh

2 0.11923
100θMC 1.041010

τ 0.0568
ln(1010As) 3.0480

ns 0.96824
H0 67.70
Ωm 0.3106
ΩΛ 0.6894
σ8 0.8110

Table 1.1 : Constraints on spatially flat ΛCDM models from Planck plus BAO data. Top parameters
are the standard 6 parameters; τ is the optical depth to the CMB, As the amplitude of initial
fluctuations, ns is the power-law slope of the initial power spectrum; θMC is the angular size of the
sound horizon. Bottom 4 parameters are derived from the top 6.

screening on small scales to ensure agreement with local tests in the Solar System (Jain
& Khoury 2010). Examples of these models include Horndeski theories (Horndeski 1974)
and massive gravity (Hinterbichler 2012). Another potential solution to the problem is
anthropic: if the cosmological constant is allowed to vary in space (or among vacua in the
string landscape), we must live in a world where the cosmological constant is compatible
with the existence of intelligent observers, requiring a very small value for the cosmological
constant (Weinberg 1989; Martel et al. 1998).

The temperature and polarization anisotropies of the cosmic microwave background are
the best source of information constraining ΛCDM, due to the rich assortment of features
in the CMB power spectra (see Table 1.1 for best-fit parameters). Standard rulers and
standard candles are another key source of cosmological information, particularly for late-
time parameters such as dark energy. These are objects of known or very well-calibrated
transverse distance or luminosity, which are compared to their angular size and observed
flux, respectively. This yields line-of-sight distances, in turn constraining cosmology from
the distance-redshift relation.

As primary CMB experiments reach the cosmic variance noise floor1, other sources of
cosmological information will be required. One promising source considered in this thesis
is the matter power spectrum, P (k) (Fig. 1.2), which is most sensitive to σ8, Ωm and Ωb

(though it can be used to constrain other parameters; Ivanov et al. 2019; Colas et al. 2019;
D’Amico et al. 2020; Ivanov et al. 2020; Philcox et al. 2020). σ8, the amplitude of linear
matter power spectrum, scales the observed nonlinear power spectrum. Ωb (in tandem with
Ωm) affects the BAO wiggles. Finally, Ωm sets the turnover in the matter power spectrum.

1Planck is cosmic variance limited for temperature but not polarization, i.e. the main source of noise is
the fact that we only have one sky, not the instrumental noise.
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Planck Collaboration: The cosmological legacy of Planck
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Fig. 9. Planck CMB power spectra. These are foreground-subtracted, frequency-averaged, cross-half-mission angular power spectra
for temperature (top), the temperature-polarization cross-spectrum (middle), the E mode of polarization (bottom left), and the
lensing potential (bottom right). Within ⇤CDM these spectra contain the majority of the cosmological information available from
Planck, and the blue lines show the best-fitting model. The uncertainties of the TT spectrum are dominated by sampling variance,
rather than by noise or foreground residuals, at all scales below about ` = 1800 – a scale at which the CMB information is essentially
exhausted within the framework of the ⇤CDM model. The T E spectrum is about as constraining as the TT one, while the EE
spectrum still has a sizeable contribution from noise. The lensing spectrum represents the highest signal-to-noise ratio detection
of CMB lensing to date, exceeding 40�. The anisotropy power spectra use a standard binning scheme (which changes abruptly at
` = 30), but are plotted here with a multipole axis that goes smoothly from logarithmic at low ` to linear at high `. In all panels, the
blue line is the best-fit Planck 2018 model, based on the combination of TT , T E, and EE.
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Figure 16. Parameter constraints for the owCDM cosmological model, comparing the BAO and BAO+FS results from this paper as well as the DR12
LOWZ+CMASS results from Cuesta et al. (2016a). One sees that adding a 3rd redshift bin has improved the constraints somewhat, but full-shape infor-
mation, especially the constraint on H(z)DM (z) from the Alcock-Paczynski effect on sub-BAO scales, sharpens constraints substantially.

Figure 17. Parameter constraints for the owCDM (left) and w0waCDM (right) cosmological models, comparing the results from BAO and BAO+FS to those
with JLA SNe. One sees that the galaxy clustering results are particularly strong in the ⌦K–w space and are comparable to the SNe in the w0–wa space.

9.2 Cosmological Parameter Results: Dark Energy and
Curvature

We now use these results to constrain parametrized cosmological
models. We will do this using Markov Chain Monte Carlo, follow-
ing procedures similar to those described in Aubourg et al. (2015),
but due to use of the full power spectrum shape data we do not
run any chains using that paper’s simplified “background evolu-
tion only” code. Instead, we calculate all our chains using the July
2015 version of the workhorse COSMOMC code (Lewis & Bridle
2002). The code was minimally modified to add the latest galaxy
data points and their covariance, the Ly↵ BAO datasets, and two
optional Af�8 and Bf�8 parameters described later in the text. We
use a minimal neutrino sector, with one species with a mass of 0.06
eV/c2 and two massless, corresponding to the lightest possible sum
of neutrino masses consistent with atmospheric and solar oscilla-
tion experiments (Abe et al. 2014; Adamson et al. 2014; Gando et
al. 2013), unless otherwise mentioned.

We first consider models that vary the cosmological distance

scale with spatial curvature or parametrizations of the dark energy
equation of state via w(a) = w0+wa(1�a) (Chevallier & Polarski
2001; Linder 2003). These results are shown in Table 10 for vari-
ous combinations of measurements. In all cases, the table shows the
mean and 1� error, marginalized over other parameters. Of course,
some parameters are covariant, as illustrated by contours in some
of our figures. Our model spaces always include variations in the
matter density ⌦mh2, the baryon density ⌦bh

2, the amplitude and
spectral index of the primordial spectrum, and the optical depth to
recombination. However, we do not show results for these param-
eters as they are heavily dominated by the CMB and are not the
focus of our low-redshift investigations.

We begin with the standard cosmology, the ⇤CDM model,
which includes a flat Universe with a cosmological constant and
cold dark matter. As is well known, CMB anisotropy data alone
can constrain this model well: the acoustic peaks imply the baryon
and matter density, and thereby the sound horizon, allowing the
acoustic peak to determine the angular diameter distance to re-

c� 2016 RAS, MNRAS 000, 1–38

Figure 1.1 : Left: Angular power spectrum of cosmic microwave background temperature
anisotropies, DTT

` ≡ `(` + 1)CTT` /2π, from the Planck final release (Planck Collaboration et al.
2018a). CTT` /2π is the spherical harmonic transform of the temperature field, CTT` ≡ 〈|aTT`m |2〉.
Blue curve is ΛCDM model, which fits the data extremely well on all scales. While deficits at ` = 2

and ` = 20 are seemingly significant by eye, they do not constitute strong evidence for models other
than ΛCDM (Planck Collaboration et al. 2014f, 2016c). Right: Constraints on dark energy from the
low-redshift universe in tandem with Planck, from type 1a supernovae (green), distance information
from baryon acoustic oscillations (gray) and from the full shape of the galaxy power spectrum (red).
The x axis is the curvature parameter (a flat universe has Ωk = 0) and the y-axis is the equation of
state of dark energy, w ≡ P/ρ, equal to −1 for a cosmological constant.

The turnover is determined by the epoch when modes re-enter the cosmological horizon
(they exited the horizon when inflation shrunk the cosmological horizon to be smaller than
all modes of interest). Small modes re-enter the horizon first, during radiation domination
when their growth was suppressed by radiation pressure. Meanwhile large modes remained
larger than the cosmological horizon and thus causally disconnected, allowing them to grow.
Once they came back within the horizon during matter domination, they continued to grow.
This leads to a characteristic turnover in the power spectrum between large modes whose
growth continued unabated and small modes whose growth was suppressed during radiation
domination.

In this thesis, I present work in three broad areas drawn from the above: galaxy and
quasar evolution; the small-scale Lyα forest and voids; and amplitude and growth of structure
measurements from CMB lensing cross-correlations. I describe each of these areas in more
detail below.
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Figure 1.2 : Left: Changing Ωm shifts the peak of the matter power spectrum, while (right) changing
σ8 varies its amplitude.

1.2 Galaxy evolution in a cosmological framework

1.2.1 Galaxy alignments

Galaxy formation is tied to the properties of the host dark matter halo, with some
scatter. One fundamental observable for the galaxy-halo connection is the stellar mass-halo
mass relation (Moster et al. 2010; Behroozi et al. 2013, 2018). This relation is nonlinear,
with a peak at halo mass 1012 M�, where star formation is most efficient. At higher masses,
star formation is less efficient due to AGN feedback, whereas at lower masses star formation
is less efficient due to stellar and supernovae feedback. At all masses, the stellar to halo mass
fraction is significantly less than the baryonic to total mass fraction; that is, most baryons
do not end up in stars, but rather remain in gas. The star formation history of the universe
also shows a distinct peak at z ∼ 2 and declines thereafter (Madau & Dickinson 2014).

Galaxy alignments with halos and large-scale structure are another intriguing aspect of
the connection between galaxies and dark matter. Halos acquire their angular momentum
from tidal torquing by surrounding large-scale structure (Peebles 1969; Doroshkevich 1970;
White 1984), which aligns the angular momentum with the traceless part of the tidal ten-
sor. Under the Zel’dovich approximation (Zel’dovich 1970) and at the center of mass of a
protohalo, its angular momentum L at time t is given by:

Li(t) = a2(t)Ḋ(t)εijkDjlIlk (1.5)

where a is the scale factor of the universe, a = 1/(1 + z), relating the size of the universe
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at redshift z to the size of the universe today; D(z) is the linear growth factor defined by
Eq. 1.3 above; εijk is the antisymmetric tensor (i.e. Eq. 1.5 is a cross product); I is the inertia
tensor of the protohalo in Lagrangian space (i.e. following the cosmological fluid as it moves
in time); and D is the deformation tensor, i.e. the second derivative of the gravitational
potential at its minimum:

Djl = − ∂2Φ

∂qj∂ql

∣∣∣∣
q=0

(1.6)

Only the traceless part of the deformation and inertia tensors contribute to the cross product;
thus we often refer to the traceless tidal tensor T instead

Tij = Dij −Diiδij/3 (1.7)

Nonlinear evolution leads to deviations from Eq. 1.5, weakening the relationship and causing
the angular momentum and traceless tidal tensors to decouple (Porciani et al. 2002).

Halo alignments can also be described relative to filaments and sheets of the dark matter
field rather than the tidal tensor. In a dark matter field given by gravitational potential φ,
the equation of motion is

~̈x = −~∇φ (1.8)

and thus can be linearized using the traceless tidal tensor

ẍi = −Tij(xeq)(xj − xeq,j) (1.9)

where xeq is the minimum of the potential at which Tij is evaluated. Therefore, in the
Zel’dovich picture of structure formation (Zel’dovich 1970; Hahn et al. 2007b), the dynamics
are determined by the eigenvalues of Tij (Figure 2.1). If Tij has no positive eigenvalues, all
orbits are unstable and particles are moving away from xeq; this corresponds to a void envi-
ronment. In constrast, in a cluster (or knot) environment, all eigenvalues of Tij are positive
and particles are collapsing toward xeq. The intermediate cases are sheets (one positive and
two negative eigenvalues) and filaments (two positive and one negative eigenvalues).

Studies of halo alignments using full N -body simulations generally describe the align-
ments using filaments and sheets rather than the tidal tensor. They find qualitatively differ-
ent behavior for low mass (M < 1012M�) and high mass halos. Low mass halos acquire spin
parallel to the filament, as matter collapses and rotates in the plane perpendicular to the
filament; this is the same alignment as predicted by tidal torque theory. In contrast, high
mass halos acquire spins perpendicular to the filament direction as mergers convert motion
along the filament into spin (Bailin & Steinmetz 2005; Aragón-Calvo et al. 2007; Hahn et al.
2007a; Codis et al. 2012; Trowland et al. 2013; Aragon-Calvo & Yang 2014; Dubois et al.
2014; Codis et al. 2015; Ganeshaiah Veena et al. 2018; Wang & Kang 2018; Wang et al. 2018)
(Fig. 1.3). This measurement is necessarily dependent on the definition of the filament finder
(see discussion in Cautun et al. 2014). The important point here is that the same filament
finder is used in both data and theory or simulations; in Chapters 2 and 3 of this thesis, I
ensure that is the case.
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Moving from halo-filament alignments to galaxy-filament alignments adds an additional
layer of complexity. Unlike dark matter, baryons can cool and collapse, creating a rotation-
supported disk as they do so (Fall & Efstathiou 1980; Blumenthal et al. 1986; Mo et al. 1998).
Indeed, the stability of a rotational disk requires the co-existence of a halo with comparable
mass; this provided some of the earliest theoretical evidence for dark matter (Ostriker &
Peebles 1973). Baryonic collapse conserves specific angular momentum j (the ratio between
angular momentum J and mass M , j ≡ J/M). Therefore, the halo spin parameter λ can be
related to the ratio between the disk size Rdisk and the halo size Rhalo

λ ∼ j

RhaloV
∼ Rdisk

Rhalo

(1.10)

where v is the galaxy rotation velocity, which is observed to be nearly constant across a wide
range of scales (Rubin & Ford 1970; Rubin et al. 1980). The resulting disk sizes are roughly
consistent with observations (Courteau 1997; Bullock et al. 2001; Burkert 2009). However,
other parts of the theory are less consistent with data. The angular momentum of simulated
galaxies is often far too small (Steinmetz & Navarro 1999; Navarro & Steinmetz 2000),
possibly due to overcooling of the baryons, so additional stellar and supernova feedback are
required to increase galaxy angular momentum to match data (Maller & Dekel 2002; Maller
et al. 2002). These hydrodynamic processes lead to misalignments between galaxy and dark
matter halo spins (van den Bosch et al. 2002; Bett 2012) and motivate spin-filament alignment
studies using hydrodynamic instead of gravity-only simulations (Dubois et al. 2014; Codis
et al. 2015; Wang et al. 2018) (Fig. 1.3).

The complexity of the physics involved motivates observational studies of galaxy-filament
alignments to better understand angular momentum transfer in halos and galaxies. Studies
at z ∼ 0 inferring galaxy spins from their shapes have generally found weak evidence in favor
of the transition mass picture described above (Tempel et al. 2013; Tempel & Libeskind 2013;
Pahwa et al. 2016). However, these studies are hampered by the weakness of the signal and
the small sample size. This previous work motivates my work described in Chapters 2 and
3, which considers different approaches to the problem.

Previous observational work has been focused on z ∼ 0, where galaxy surveys have
sufficient density to measure the cosmic web. However, in Chapter 2 I consider the feasibility
of measuring spin-filament alignments at z ∼ 2, using the Lyα forest (Sec. 1.3) as a sensitive
probe of the cosmic web that is much more observationally feasible than observing the cosmic
web using galaxy surveys. Galaxies at z ∼ 2 are quite different from galaxies in the local
universe, with higher star formation rates and more rotational support (Conselice 2014);
they are also nearer to their formation epoch. As a result, spin-filament alignments may be
quite different at z ∼ 2 than at z ∼ 0, and comparing alignments across different epochs will
be quite valuable for studying galaxy and halo formation.

In Chapter 3, I measure spin-filament alignments at z ∼ 0 using spins directly measured
from the galaxy velocity field by the MaNGA integral field unit survey of spatially-resolved
galaxy kinematics. This work complements previous observational work inferring the galaxy’s
spin axis from its shape.
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Connecting LSS to the spin of DM haloes 3323

2.2 Correlations between spin and filament axis

In order to study the alignment between the spin of haloes and the
filamentary features of the cosmic web, we compute the Skeleton
of the LSS for the density field smoothed with the above quoted
Gaussian scale R = 5 h−1 Mpc which corresponds to σ (R) = 0.66.
Thus, we are considering the filaments that are mildly non-linear
LSSs at cluster scales.

In this paper, the spin of a given halo is defined as the sum over
its particles denoted by i: mp

∑
i(r i − r̄) × (vi − v̄), where r̄ is

the centre of mass of the FoF halo and v̄ is its mean velocity. We
search for the five DM haloes (regardless of their mass) closest
to each filament segment (see Appendix C for alternative choices).
We then measure the angle between the angular momentum of these
haloes and the direction of the filament segment and estimate the
probability distribution function (PDF) of the absolute value of the
cosine of this angle; this PDF, 1 + ξ , measures the excess probability
of alignment between the halo spin and the direction of the filament
(note in particular that it is normalized for cos θ between 0 and 1;
for aesthetic purpose only, data are symmetrically plotted for cos θ

between −1 and 1; Appendix C briefly discusses the associated
biases). The data are split by halo masses ranging from galactic to
cluster masses and are displayed in Fig. 3, the main result of this
paper.

A clear signal is detected. The orientation of the halo spin depends
on the local anisotropy of the cosmic web, and on the DM halo
mass: the spin of DM haloes is preferably perpendicular to their
host filament at high mass (with an excess probability reaching
12 per cent), but turns into being aligned with the nearest filament

direction at lower masses (with an excess probability of 15 per
cent). This ‘phase transition’ is found to occur at M s

crit(z = 0) ≃
4(±1) × 1012 M⊙, where M s

crit is defined as the halo mass for
which ⟨cos θ⟩ = 0.5. Fig. 4 shows an example segment of the large-
scale filamentary network together with the orientation of spins of
massive haloes that graphically demonstrates for them the effect
of spin–filament anti-alignment. Several sanity checks have been
carried out to assess the robustness of this signal and are summed
up in Appendix C.

These measurements of the spin–filament correlation trend con-
firm the previous results obtained by Bailin & Steinmetz (2005),
Aragón-Calvo et al. (2007), Hahn et al. (2007b) and Paz et al. (2008)
with significantly improved statistics which allow us to quantify the
mass transition.

2.3 Redshift dependence of the transition mass

The redshift dependence of the transition mass was then investi-
gated on a set of smaller $CDM simulations (10243 particles in
200 h−1 Mpc periodic boxes and 2563 particles in 50 h−1 Mpc pe-
riodic boxes). At high redshift we define the filamentary structure
at the smoothing scale, R(z), chosen to maintain the same level of
non-linearity as we had at redshift zero for R0 = 5 h−1 Mpc. Thus,
the smoothing scale R(z) is obtained from the implicit condition
σ 2(R(z), z) = σ 2(R0, 0) (see Appendix D2). The halo spins continue
to exhibit a transition from alignment with the nearest filament at
low mass to anti-alignment at high mass. The critical mass for the
transition, M s

crit(z), is found to decrease with redshift as a power law

Figure 3. Left-hand panel: excess probability of alignment between the spin and the direction of the closest filament as measured from the 43 millions haloes
of the Horizon 4π simulation at redshift zero. Different colours correspond to different mass bins from 1012(red) to 1014 M⊙ (blue) as labelled. Thanks to
the very large number of haloes in each mass bin, the excess probability is quite well sampled and displays a clear departure from a uniform distribution. A
transition mass is detected at Ms

0 = Ms
crit(z = 0) ≃ 5(±1) × 1012 M⊙: for haloes with M > Ms

0, the spin is more likely to be perpendicular to their host
filament, whereas for haloes with M < Ms

0, the spin tends to be aligned with the closest filament. Right-hand panel: redshift evolution of the filament transition
mass (in blue) and the tidal tensor transition mass (in green) derived from the 200 h−1 Mpc $CDM simulations as discussed in the main text. The (cyan)
dotted line represents the spin–filament mass transition for a larger smoothing length (7.2 h−1 Mpc). The displayed error bar is estimated as one-third of the
bin mass. The dashed lines correspond to the non-linear masses (for a top-hat filter, see Appendix D2) at different σ , in particular σ = 1 (orange) and σ =
1.686 (red). The redshift evolution of the transition masses is in qualitative agreement with that of MNL(σ ! 1.686) though they seem to remain close to power
laws throughout the explored range of redshift.

C⃝ 2012 The Authors, MNRAS 427, 3320–3336
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Intrinsic alignment of galaxies 3397

Figure 4. PDF of the cosine of the angle between the spin of galaxies and the minor/intermediate/major axis (from left to right) of the tidal tensor in the
HORIZON-AGN simulation when the sample is separated into three different mass bins (solid lines for stellar mass between 2 × 108 and 3 × 109 M⊙, dashed
lines for stellar mass between 3 × 109 and 4 × 1010 M⊙ and dotted lines for stellar mass between 4 × 1010 and 6 × 1011 M⊙). The error bars represent the
Poisson noise and are only shown for e1 (left-hand panel) since they are the same for e2 (middle panel) and e3 (right-hand panel). The spin of galaxies tends
to align with the minor eigendirection at small mass and becomes perpendicular to it at larger mass.

Figure 5. Same as Fig. 4 but for different galaxy colours as labelled, meaning that the left-hand, middle and right-hand panels, respectively, show the PDF of
the angle between the e1, e2 and e3 directions of the tidal tensor and the galactic spins. The bluer the galaxy, the larger the correlations with the surrounding
tidal field. Hence red galaxies are less sensitive to IA.

4.2 Two-point cross-correlations

While the aforementioned measurements have been performed at
the same spatial location, it is also of interest in the context of
weak lensing studies to quantify how this signal pervades when the
separation between galaxies increases. Because the tidal field in the
vicinity of a galaxy contributes also to the lensing signal carried
by more distant galaxies, it is clear that the spin—-tidal tensor
cross-correlation is closely related to the so-called GI term in the
weak lensing terminology. To address that question, we measure
the correlations between the spins and the eigendirections of the
tidal tensor at comoving distance r. In practice, we compute for
each pair of galaxies–grid cell (the tidal field being sampled on a
5123 Cartesian grid) their relative separation and the angle between
the spin of the galaxy and the three eigendirections of the tidal
tensor in the corresponding grid cell. We finally do a histogram of
these quantities. The results are shown in Fig. 6, which displays the
PDF of the cosine of the angle between the spins and e1, e2, e3 as a
function of the separation, and Fig. 7, which shows on the same plot
the mean angle with e1 (cyan), e2 (purple) and e3 (magenta). As
expected, the spin and the tidal eigendirections de-correlate with
increasing separation. However, whereas the signal vanishes on
scales r > 3 h−1 Mpc for the spin to intermediate tidal eigendirection

correlation, it persists on distances as large as ∼10 h−1 Mpc for the
minor and major eigendirections of the tidal tensor.

5 SP I N – S P I N AU TO C O R R E L AT I O N S

In the previous section, we focused on the correlations between
the spins and the tidal tensor eigendirections as it is related to the
‘GI term’ which is induced by correlations between the ellipticities
and the cosmic shear. We will now investigate the second source
of IA that comes from the autocorrelations of the intrinsic ellip-
ticities of galaxies. For that purpose, we study first the spin–spin
two-point correlation as a function of the galaxy pair separation
(Section 5.1), before turning to the projected ellipticity two-point
correlation function (Section 5.2).

5.1 3D spin–spin autocorrelations

We begin with the autocorrelation of the direction of the spins as
a function of the galaxy pair separation (in other words, the mean
angle between the spin of two galaxies separated by a distance r). We
select galaxies of different stellar masses: 2 × 108 < Ms < 3 × 109,
3 × 109 < Ms < 4 × 1010 and Ms > 4 × 1010 M⊙ and different

MNRAS 448, 3391–3404 (2015)

 at U
niversity of C

alifornia, B
erkeley on A

pril 8, 2016
http://m

nras.oxfordjournals.org/
D

ow
nloaded from

 

Figure 1.3 : Left: Alignments between filaments and dark matter halos (Codis et al. 2012), moving
from aligned at low halo mass to perpendicular at high halo mass. Right: Alignments between fila-
ments (as traced by the first eigenvector of the tidal tensor, ê1) and galaxy spins in a hydrodynamic
simulation (Codis et al. 2015), as a function of stellar mass. This hydrodynamic simulation shows
a similar mass-dependent transition as N -body simulations.

Galaxy alignments are important as a weak lensing systematic in addition to their role
in galaxy formation. Weak lensing distorts galaxy shapes as photons propagate across the
universe, leading to correlations between neighboring galaxy shapes. Therefore, intrinsic
alignments between neighboring galaxies or between galaxies and large-scale structure can
be a major systematic for cosmic shear (Hirata & Seljak 2004). The intrinsic alignment signal
remains poorly measured, particularly for disk galaxies (Hirata et al. 2007; Mandelbaum et al.
2011) and additional constraints from spin-filament alignments can help constrain models
for intrinsic alignments.

1.2.2 Quasars and galaxy evolution

Quasars are extremely bright objects (> 1012L�) at cosmological distances whose radi-
ation comes from accretion around a central supermassive black hole. Shortly after their
discovery (Schmidt 1963), it was realized that due to their tremendous distances and lu-
minosities, quasars must originate from gravitational accretion rather than nuclear fusion,
as accretion is the only process with efficiencies high enough (up to 6% for a non-rotating
black hole) to create such bright objects (Hoyle & Fowler 1963; Salpeter 1964; Zel’dovich &
Novikov 1965; Lynden-Bell 1969).
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While emitting quasars occur most frequently at high redshift (z ∼ 2), local observations
have found that virtually every spheroidal system (elliptical galaxy or spiral bulge) contains
a central supermassive black hole (Kormendy & Richstone 1995). Moreover, the mass of
the black hole is tied to the properties of the host galaxy or bulge (Magorrian et al. 1998;
Gebhardt et al. 2000; Ferrarese & Merritt 2000; Ferrarese 2002; Marconi & Hunt 2003;
McConnell & Ma 2013) (Fig. 1.4). This suggests that accreting black holes play a key role
in galaxy evolution, and that most or all galaxies eventually go through a quasar phase; the
rarity of quasars is because their lifetime is short compared to a Hubble time. Quasars are
generally assumed to be triggered by major mergers (Treister et al. 2010) (Fig. 1.4), although
some models trigger quasars by thermal instabilities instead (Ciotti & Ostriker 1997).

The energy liberated by the quasar also has a profound impact on the surrounding gas.
The total accretion energy of a 109 M� black hole is comparable to the thermal energy
in a 4 × 1013 M� dark matter halo, so even relatively weak coupling between the emitted
radiation and the surrounding gas should have a large impact. AGN feedback is generally
grouped into two broad categories: winds (non-relativistic, broad-angle outflows driven by an
optical quasar) and jets (narrow-angle, relativistic outflows launched by a radio-loud quasar;
often also referred to as “radio mode”) (Alexander & Hickox 2012). Feedback is favored to
explain the black hole-spheroid co-evolution. Analytic models of momentum-driven outflows
can reproduce the observed scaling relations (King et al. 2011), as can simulation-based
approaches directly injecting 5-15% of the total energy radiated by the quasar into the
surrounding gas (Booth & Schaye 2010). Moreover, it is thought that AGN feedback in
M > 1013M� halos prevents cooling to suppress star formation, creating the decrease in
star-formation efficiency at high mass (Behroozi et al. 2018) and yielding agreement with
observed stellar mass and luminosity functions of galaxies (Croton et al. 2006).

In Chapter 5, I explore how the thermal Sunyaev-Zel’dovich effect (described below in
Section 1.4.2) can be used to test models of quasar halo occupation and constrain quasar
feedback. This measurement can help illuminate the efficiency of AGN feedback, and can
also provide information on the quasar halo occupation, which is otherwise quite uncertain.

1.3 Small-scale matter distribution from the Lyα forest
The Lyman-α forest arises from redshifted Lyα 1216 Å absorption in the spectra of

background quasars (Fig. 1.5). Different wavelengths in the observed quasar spectrum thus
correspond to different redshifts rather than different peculiar velocities; this is known as the
“fluctuating Gunn-Peterson” approximation (Gunn & Peterson 1965). The optical depth of
the Lyα forest τGP is

τGP =
πe2

mec
fαλαH

−1(z)nHI (1.11)

where fα is the oscillator strength for Lyα, λα is the Lyα rest wavelength, and the transmitted
flux is related to the optical depth in the usual way, F = exp (−τGP) (Weinberg et al. 1997).
This formula immediately implies that at z ∼ 2, the Lyα forest is sensitive to incredibly low
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Fig. 3.— The M• � Mbulge relation for the 35 early-type galaxies with dynamical measurements of the bulge stellar mass in
our sample. The symbols are the same as in Figure 1. The black line represents the best-fitting power-law log10(M•/ M�) =
8.46 + 1.05 log10(Mbulge/1011 M�).

LINMIX ERR can be applied to galaxy samples with upper
limits for M•. For the M• � � sample with upper limits,
we also use the BIVAR EM algorithm in the ASURV soft-
ware package by Lavalley et al. (1992), which implements
the methods presented in Isobe et al. (1986). The ASURV
procedures do not consider measurement errors, and we
use this method primarily for comparison with B12. All
three algorithms are publicly available3.

For each of the global scaling relations and galaxy
subsamples, we obtain consistent fits from MPFITEXY
and LINMIX ERR, although LINMIX ERR usually returns
a slightly higher value of ✏0. Table 2 includes the global
fitting results from both methods. In Table 2 we also in-
clude results from LINMIX ERR in cases where ✏0 is poorly
constrained by MPFITEXY. For the M• � � relation in-
cluding upper limits, the BIVAR EM procedure returns a

3 The IDL source code for MPFITEXY is available at
http://purl.org/mike/mpfitexy . THE IDL source code
for LINMIX ERR and dependent scripts is available at
http://idlastro.gsfc.nasa.gov/ftp/pro/math . ASURV is
available at http://www2.astro.psu.edu/statcodes/asurv .

lower intercept than LINMIX ERR, but the slopes from
the two methods are consistent within errors. Recently,
Park et al. (2012) investigated the M• �� relation using
four linear regression estimators, including MPFITEXY and
LINMIX ERR. All four estimators yielded consistent fits to
empirical data, and MPFITEXY and LINMIX ERR behaved
robustly for simulated data with large measurement er-
rors in �.

3.2. M• � � Relation

Our fits to M•(�) for the entire galaxy sample and
various subsamples are plotted in Figures 1 and 4a, and
summarized in Table 2.

3.2.1. Full Sample

Our full sample of 72 galaxies yields an intercept ↵ =
8.32 ± 0.05 and slope � = 5.64 ± 0.32. When upper
limits are added, the sample of 164 galaxies yields ↵ =
8.15±0.05 and � = 5.58±0.30. The reduced intercept is
a natural consequence of considering upper limits, while
the slightly shallower slope is consistent within errors.

5

gas-rich 
galaxy(s)

SMG/ULIRG obscured 
quasar

unobscured 
quasar

early-type 
galaxy

Figure 6: Schematic diagram to illustrate the main components in the major-merger evolutionary scenario first proposed by Sanders et al. (1988).

1998; Bower et al., 2006; Genzel et al., 2008; Bour-
naud et al., 2011). Support for major-merger driven
quasar activity comes from (1) the large fraction of sys-
tems with disturbed morphologies (see §3.3.2), and (2)
the good agreement between predictions for the merger
rates from dark matter simulations (for adopted empiri-
cal prescriptions the quasar fueling) and the spatial clus-
tering and space densities of distant quasars (e.g., Hop-
kins et al., 2008; Treister et al., 2010a).

While mergers are favoured by a number of mod-
els (e.g., Kau↵mann & Haehnelt, 2000; Springel et al.,
2005b; Hopkins et al., 2006b; Sijacki et al., 2007; Di
Matteo et al., 2008), any quasar triggering mechanism
requires relatively massive systems with large supplies
of cold gas, which are generally found in dark matter ha-
los with Mhalo ⇠ 1012–1013 M� (Croton Figure 4 2009;
see also Fig. 5), just below the “maximal quenching”
mass scales. Spatial clustering and environment mea-
surements of quasars (e.g., Ross et al., 2009; Lietzen
et al., 2009; Hickox et al., 2011; Carrera et al., 2011)
suggest that quasars do indeed reside in halos of these
masses at every redshift (as discussed in §3.4 and shown
in Fig. 5). This implies that at high redshift, quasars are
found in the largest collapsed system in the Universe
(and are the progenitors of today’s most massive early-
type galaxies) while in the local Universe quasars are
found in much more typical galaxy environments. Thus
the mass of the dark matter halo may itself be the key
parameter in understanding the fuelling of quasars.

The rapid flow of cold gas that is necessary to fuel a
quasar will inevitably be expected to also result in high
rates of star formation (as discussed in § 2.1–2.2). Ro-
bust evidence for links between powerful starbursts and
quasars come from studies of local powerful IR galaxies
(LIR > 5⇥1011 L�). The vast majority of such objects in
the local Universe are major mergers of galaxies, with
higher luminosities found during late stages when the
galaxies are at small separations (e.g., Clements et al.,
1996; Ishida, 2004). At higher LIR the fraction of the lu-
minosity from the AGN increases, and the large masses
of nuclear gas and dust ensure that much of the BH

growth is observed to be heavily obscured (e.g., Tran
et al., 2001; Yuan et al., 2010; Iwasawa et al., 2011;
Petric et al., 2011b). The local results are broadly con-
sistent with models in which mergers fuel a rapid star-
burst and a phase of obscured BH growth, followed by
an unobscured phase after the gas is consumed or ex-
pelled from the galaxy by stellar or quasar feedback
(e.g., Sanders et al., 1988; Di Matteo et al., 2005; Hop-
kins et al., 2008); see Fig. 6. However, powerful star-
bursts are rare in the local Universe, compared to higher
redshift where they dominate the star formation density
(e.g., Le Floc’h et al., 2005; Rodighiero et al., 2010b). A
key question, then, is whether a similar starburst-quasar
scenario is the dominant process at high redshift, during
the peak epoch of quasar activity where the largest BHs
accreted most of their mass. Testing this picture is the
subject of a number of recent studies.

One approach is to select high-redshift starburst
galaxies based on their IR or submmilimeter emission,
and study the growth of BHs in these systems. Use-
ful observational tools are X-ray observations and mid-
IR spectroscopy, which can distinguish between dust
heated by star formation and the AGN. The most pow-
erful starbursts at high redshift, submillimeter galaxies
(SMGs), have gas kinematics and morphologies that are
characteristic of mergers (e.g., Tacconi et al., 2008; En-
gel et al., 2010; Riechers et al., 2011). A high frac-
tion of these objects also host AGN (e.g., Alexander
et al., 2003a, 2005; Laird et al., 2010), but they gen-
erally have Spitzer IRS mid-IR spectra that are domi-
nated by star formation as indicated by luminous PAH
emission features (e.g., Valiante et al., 2007; Pope et al.,
2008; Coppin et al., 2010). Only 15% of SMGs are
dominated in the mid-IR by steep AGN continua, and
even these powerful AGN generally do not produce the
bulk of the bolometric output, which is dominated at
longer wavelengths by the cool dust from star forma-
tion (as also found for star-forming galaxies detected at
70 µm; Symeonidis et al. 2010). However, the presence
of powerful AGN in some starbursts is consistent with
a “transition” phase between powerful star formation

24

Figure 1.4 : Left: Correlation between black hole mass and mass of the host bulge (McConnell &
Ma 2013). This relationship is generally taken as evidence for coevolution between the galaxy and
the central black hole. Right: Model for quasar triggering from Sanders et al. (1988).

densities of hydrogen, nHI ∼ 10−10 cm−3 or neutral fraction xHI ∼ 10−5. (McQuinn 2015).
The neutral hydrogen fraction can be further related to the baryon density:

xHI =
αAne

Γ
∝ ρT−0.7

Γ
(1.12)

where αA is the hydrogen recombination coefficient and Γ is the photoionization rate, set
by the background density of ionizing photons, ρ is the baryon density, and the second
proportionality brings in the temperature dependence of αA at T ∼ 104 K, the temperature
of the intergalactic medium. Furthermore, simulations have found that the temperature can
be very well approximated as a power-law in density (Croft et al. 1997; Hui & Gnedin 1997)

T = T0

(
ρ

ρ̄

)γ
(1.13)

The gas density field relevant for the Lyα forest is assumed to be cosmological, i.e. galaxy
feedback is assumed not to affect the low-density intergalactic medium (Theuns et al. 2002).
The photoionization rate Γ is assumed to be spatially uniform, because the mean free path
of the ionizing photons is much longer than the separation between sources. Metal line
contamination is small (< 10% of the Lyα absorption; Schaye et al. 2003) and systems with
broad damping wings (grossly violating the fluctuating Gunn-Peterson approximation) are
rare and can be removed from the spectra. Finally, on very small scales (< 100 h−1 kpc),
gas pressure and thermal broadening smooths out fluctuations in the IGM.
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Subject to these caveats and assumptions and as a consequence of Equations 1.12 and 1.13,
fluctuations in the Lyα forest directly trace fluctuations in the density field. Moreover, be-
cause τ saturates at high densities, the Lyα forest is most sensitive to moderate-overdensity
gas, ρ/ρ̄ ∼ 1− 20, in contrast to galaxy surveys, which measure galaxies where the density
contrast is hundreds.

As a result, the Lyα forest has been a powerful probe of inflation, neutrino masses, and
the coldness of dark matter (Seljak et al. 2005; McDonald et al. 2006; Seljak et al. 2006; Viel
& Haehnelt 2006; Viel et al. 2008a, 2010), mostly using one-dimensional power spectra (i.e.
ignoring correlations between neighboring sightlines). Precise measurements of the small-
scale pressure and thermal broadening also offer rich information about the astrophysics of
the Lyα forest and the temperature history of the IGM (Rorai et al. 2013). More recently, the
BOSS survey has measured the three-dimensional power spectrum and correlation function
of the Lyα forest (Slosar et al. 2011; de Sainte Agathe et al. 2019). BOSS used 3D clustering
on large scales (∼ 100 h−1 Mpc) to measure the baryon acoustic oscillation feature as a
standard ruler. This yields a measurement of the comoving distance to z ∼ 2. These studies
measure the fluctuations in the transmitted flux

δF =
F

〈F (z)〉 − 1 (1.14)

where F = exp (−τ) and 〈F (z)〉 is the mean transmitted flux at each redshift. On large
scales, δF is a tracer of the matter field δ, albeit with a negative bias since larger values of
the flux imply lower densities.

IGM tomography takes the 3D clustering measurement of BOSS one step further and uses
Lyman-break galaxies as well as quasars to increase the sightline density by a factor of ∼ 20,
dramatically increasing the plane-of-sky resolution. This allows us to essentially map the
density field of the z ∼ 2 universe with few Mpc precision. This technique takes advantage
of the unique sensitivity of the Lyα forest to near-mean density gas, and the fact that each
sightline covers hundreds of Mpc along the line of sight, making this technique dramatically
cheaper than galaxy surveys at mapping large-scale structure. In this thesis, I conduct two
pilot studies demonstrating the usefulness of IGM tomography. First, in Chapter 2, I show
that future IGM tomography studies may constrain alignments between filaments and galaxy
spins at z ∼ 2—a measurement that heretofore required high-density galaxy surveys only
found in the local universe. Second, in Chapter 4, I present the first detection of z ∼ 2
voids in the Lyα forest using the CLAMATO pilot IGM tomography survey. Since the Lyα
forest is sensitive to near mean-density gas, it is uniquely powerful for probing voids. Voids
are a powerful probe of modified gravity and neutrinos, and large void samples from IGM
tomography may enable interesting cosmology constraints at z ∼ 2.
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Figure 2: Ly↵ forest spectral region for three quasars chosen to span a large range in

redshift. The HST/STIS spectrum of PG1634+706 was provided by X. Prochaska, the

VLT/UVES spectrum of HE2347-4342 by C. Fechner (Fechner & Reimers 2007), and the

VLT/X-Shooter spectrum by G. Becker (D’Odorico et al. 2013).

the ultraviolet flux blueward of 912Å, especially for z & 2 sightlines). At each location z,

the Ly↵ optical depth corresponding to gas at a fixed density with a smooth line-of-sight

gradient, dv/dx, in velocity (including the Hubble contribution) is given by

⌧Ly↵(z) = 1.3�b

⇣ xHI

10�5

⌘✓1 + z

4

◆3/2 ✓
dv/dx

H(z)/(1 + z)

◆�1

, (1)

where the optical depth is related to the absorption probability via P = exp(�⌧Ly↵).1

Here, �b is the baryonic density in units of the cosmic mean, and xHI is the fraction of

hydrogen that is neutral. Similarly, there are Ly�, Ly�, Ly�, etc. H i absorption forests,

corresponding to absorption into a progressively higher-n Rydberg state. With increasing

n, the associated forest spans a progressively shorter path length (and falls on top of lower

redshift, smaller-n forests) and is less absorbed (owing to smaller oscillator strengths).

Equation (1) shows that the Ly↵ forest is sensitive to xHI ⇠ 10�5 at z = 3, which

translates to astonishingly low H i number densities of nHI ⇠ 10�10 cm�3. It turns out

that over much of cosmic time such number densities occur in the low-density IGM (as a

apparent from the spectra in Fig. 2). In the post-reionization IGM, xHI is physically set by

the balance between photoionization and recombination and is given by

xHI =
↵A ne

�
, (2)

1The approximation of setting dv/dx = H(z)/(1 + z) in equation (1), known as the “fluctuating
Gunn-Peterson approximation”, is relatively accurate and allows one to calculate the absorption
from just density skewers, ignoring peculiar velocities (Weinberg et al. 1997).

www.annualreviews.org • intergalactic medium 7

Figure 1.5 : Left: Lyman-α forest at a variety of redshifts (McQuinn 2015). The x axis is translated
to the rest-frame wavelength of the quasar, and thus traces redshift within the Lyα forest.
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pled from the photo-z. This DIR method assigns KiDS sources
to spectroscopic galaxies via a k-nearest-neighbour matching
in order to estimate weights for the spectroscopic objects. The
weighted distribution of spectroscopic redshifts can then be used
to estimate the n(z) of the sources. The uncertainty �zi in the
mean redshift of each tomographic bin i is obtained from a spa-
tial bootstrap resampling of the spectroscopic calibration sam-
ple and propagated in the cosmological analysis as ni(z) !
ni(z � �zi) (H20).

The DIR approach has been found to produce cosmological
results consistent with other n(z) estimation techniques, such as
the angular cross-correlation of photometric and spectroscopic
galaxy samples (where the spectroscopic samples are obtained
from overlapping wide and shallow surveys; Morrison et al.
2017; Johnson et al. 2017). In H20, it was also shown that the
cosmological constraints from KV450 are robust to the specific
combination of spectroscopic calibration samples used to obtain
the DIR n(z) as long as the spectroscopic datasets provide a suf-
ficient coverage in depth and redshift.

Both DES and HSC calibrate their redshift distributions with
a high-quality photometric redshift catalogue in the COSMOS
field (Laigle et al. 2016). A similar calibration of the KV450 data
yielded a 0.6� larger value of S 8 (H20). One hypothesis is that
outliers in the COSMOS photo-z catalogue cause the estimated
redshifts to be biased low. Alternatively, there could be a bias
in the fiducial KV450 DIR calibration. Here, we construct mock
KV450 and DES-Y1 catalogues based on the MICE2 simulation
and quantify the extent to which the redshift distributions might
be reliably estimated. As the DES-Y1 data are slightly shallower
than KiDS, which matches the depth of the public spectroscopic
redshift catalogues, we spectroscopically calibrate the DES-Y1
redshift distributions.1 Using these newly determined n(z), we
evaluate the impact on the cosmological constraints, and perform
a combined cosmological analysis with KV450.

2. KV450 and DES-Y1 cosmological constraints
with a homogenized analysis

To meaningfully compare the cosmological constraints from
KV450 and DES-Y1, we begin by homogenizing the cosmo-
logical priors and treatment of astrophysical systematic uncer-
tainties (Fig. 1). We consider the KV450 and DES-Y1 measure-
ments and covariance in H20 and T18, respectively.2 We do not
remeasure the respective data vectors and covariance, and use
only the angular scales advocated in H20 and T18. As KV450
and DES-Y1 observations do not overlap on the sky, we treat the
two surveys as distinct.

The cosmological constraints on KV450 and DES-Y1 are
obtained using the CosmoLSS3 � likelihood code (Joudaki et al.
2018) in a Markov Chain Monte Carlo (MCMC) analysis. This
code has been used to benchmark the LSST-DESC Core Cos-
mology Library’s (CCL; Chisari et al. 2019) computation of to-
mographic cosmic shear, galaxy-galaxy lensing, and galaxy clus-
tering observables. For completeness, we reproduced the Cos-
moLSS DES-Y1 constraints with both CosmoSIS (Zuntz et al.
2015) and the Planck Collaboration’s lensing likelihood in Cos-
moMC (Aghanim et al. 2018). In H20, we moreover showed that

1 The HSC-Y1 shear catalogues were not publicly released at the time
of this work, and their greater depth also makes a direct spectroscopic
calibration infeasible.
2 A unified analysis of earlier cosmic shear datasets is performed in
Chang et al. (2019).
3 https://github.com/sjoudaki/CosmoLSS
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Fig. 1: Marginalized posterior contours in the S 8 –⌦m plane (in-
ner 68% CL, outer 95% CL). We show the KV450 constraints
in green (solid) using an analysis setup that follows H20, but
including an additional redshift dependence of the IA signal (de-
noted ‘KV450’). In black (dashed), we show the DES-Y1 con-
straints corresponding to the original T18 analysis, noting that
the sum of neutrino masses is varied in this analysis (and hence
the contour should not be directly compared with the orange
(solid) Planck 2018 contour where neutrino mass is fixed). The
blue (solid) contours show the DES-Y1 constraints where an
identical setup to the KV450 analysis is used (along with the
original DES-Y1 redshift distributions).

the KV450 constraints from CosmoLSS, CosmoSIS, and Monte
Python (Audren et al. 2013) are in excellent agreement.

For both surveys, we implement the cosmological priors of
H20 (see Table 3 therein). In the case of DES-Y1, this includes
not only a change in the size of the parameter priors, but notably
also a change in the size of the parameter space by fixing the
sum of neutrino masses to 0.06 eV instead of varying it freely,
a change in the uniform sampling of As ! ln(1010As), and a
change from halofit (Takahashi et al. 2012) to hmcode (Mead
et al. 2015) for the modeling of the nonlinear corrections to the
matter power spectrum. Compared to the fiducial DES-Y1 and
KV450 analyses, we also switch from Multinest (Feroz et al.
2009) to MCMC sampling of the parameter space. Following
H20, we allow baryonic feedback to modify the nonlinear matter
power spectrum. This does not particularly a↵ect the DES-Y1
constraints given the conservative scale cuts in T18. We keep the
shear calibration and photometric redshift uncertainties distinct
between the two surveys (given by Table 2 in T18 and Table 3 in
H20, respectively).

Conservatively, we allow KV450 and DES-Y1 to have inde-
pendent parameters governing the IA, using both an amplitude
and redshift dependence (as a result, in the combined KV450
+ DES-Y1 analysis there are 4 free IA parameters). We use a
pivot redshift of z0 = 0.3, in agreement with past KiDS analy-
ses and direct measurements of the IA (e.g. Mandelbaum et al.
2011; Joachimi et al. 2011). We find that the S 8 constraints are
robust to the specific treatment of the IA, such as removal of the
redshift dependence or by assuming that the IA parameters are
shared between the two surveys.4

4 We note, however, that a widened prior on ⌘IA allows for an extended
confidence interval at low {⌦m, S 8} for DES-Y1 alone.
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Fig. 5. Marginalized posterior contours in the ⌦m-�8 plane (left) and in the ⌦m-S8(↵ = 0.45) plane (right), where S8(↵) ⌘ �8(⌦m/0.3)↵, in the fiducial
⇤CDM model. Both 68% and 95% credible levels are shown. For comparison, we plot cosmic shear results from KiDS-450 with correlation function (CF)
estimators (Hildebrandt et al. 2017) and with quadratic estimators (QE) (Köhlinger et al. 2017) and DES Y1 (Troxel et al. 2018) with the same set of cosmological
parameters and priors as adopted in this paper, as well as WMAP9 (Hinshaw et al. 2013) (yellow) and Planck 2015 CMB constraints without CMB lensing (Planck
Collaboration et al. 2016) (purple).

Fig. 6. The 68% credible interval on S8(↵ = 0.5) from the HSC first-year data in the ⇤CDM model as well as from several literature.

shear can tightly constrain a combination of cosmological pa-
rameters S8(↵) ⌘ �8(⌦m/0.3)↵, which we adopt to quantify
cosmological constraints from the HSC first year data. By car-
rying out a linear fit of the logarithm of the posterior samples
of ⌦m and �8, we find that the tightest constraints for S8 are
obtained with ↵ = 0.45. However, the previous studies by
DES (Troxel et al. 2017) and KiDS (Hildebrandt et al. 2017;
Köhlinger et al. 2017) have presented constraints on S8 with
↵ = 0.5. To present best constraints as well as constraints that
can be directly compared with these previous cosmic shear re-
sults, in this paper we present our results of S8 both for ↵=0.45

and ↵ = 0.5.

In Figure 5, we show our marginalized constraints in ⌦m-
�8 and ⌦m-S8(↵ = 0.45) planes. As expected, there is no
strong correlation between ⌦m and S8. We find S8(↵=0.45)=

0.800+0.029
�0.028 and ⌦m = 0.162+0.086

�0.044. Our HSC first-year cos-
mic shear analysis places a 3.6% fractional constraint on S8,

which is comparable to the results of DES (Troxel et al. 2017)
and KiDS (Hildebrandt et al. 2017). For comparison, we find a
slightly degraded constraint on S8(↵ = 0.5) = 0.780+0.030

�0.033 for
↵ = 0.5. We compare our constraints in the ⌦m-�8 and ⌦m-
S8(↵ = 0.5) planes with cosmic shear results from DES Y1
(Troxel et al. 2018) and also from KiDS-450 with two differ-
ent methods, correlation functions (CF; Hildebrandt et al. 2017)
and quadratic estimators (QE; Köhlinger et al. 2017). Note that
the plotted results from DES Y1 use the same set of cosmo-
logical parameters and priors as adopted in this paper, and are
different from the fiducial constraints in Troxel et al. (2018).
For the KiDS results, we show the same constraints as shown in
the literature but not corrected for the noise covariance (Troxel
et al. 2018). Figure 6 compares the values of S8(↵ = 0.5) and
their 1-� errors among recent cosmic shear studies. We find
that there is no significant difference between the S8 values ob-
tained by these independent studies. Our result for S8 is smaller

Figure 1.6 : Left: Tension between Planck and KiDS in the S8 ≡
√
σ8/0.3-Ωm plane (Hildebrandt

et al. 2020). The figure uses S8 rather than σ8 because KiDS is most sensitive to a degenerate
combination of σ8 and Ωm. Right: Tension between HSC and Planck in the σ8-Ωm and S8-Ωm

planes (note the slightly different definition of S8 here) (Hikage et al. 2019).

1.4 Frontiers in cosmology

1.4.1 Motivation: tensions and extensions

While the ΛCDM paradigm presented in Sec. 1.1 is well-supported by most available
evidence, it does leave some open questions. First, there are some tensions with certain
datasets. Most famously, the Hubble parameter H0 is different by ∼ 5σ between the local
distance ladder and the value derived from Planck (Riess et al. 2019). This tension is difficult
to resolve with changes to the theory, and if ΛCDM is the culprit, the solution must come
from changing the expansion rate immediately before matter domination (Knox & Millea
2020). Theories that change the expansion rate in this way are rather contrived and are
therefore somewhat disfavored in favor of more mundane explanations (i.e. systematics in
the analysis).

There are also a number of tensions between weak lensing surveys and CMB/BAO sur-
veys. Perhaps the most noticeable of these is the σ8 tension (Hikage et al. 2019; Hildebrandt
et al. 2020). The small-scale lensing amplitude has also been found to be 30% lower than
expected from galaxy clustering (Leauthaud et al. 2017), and there are also some hints of
large-scale departure from CMB lensing cross-correlations (Pullen et al. 2016). However,
these tensions are much less significant than the Hubble tension, and also come with sig-
nificant confounders which may explain them: uncertainty in the details of very small-scale
clustering may explain the finding of Leauthaud et al. (2017), and the σ8 tension could be
caused by uncertainties in the source redshift distribution (Hildebrandt et al. 2020).

Future cosmology measurements offer tremendous promise in constraining dark energy
and the neutrino mass. Despite their very nearly zero mass, neutrinos have played an outsize
role in cosmology, and their mass can be constrained by measuring their signature suppression
of the power spectrum on large scales (Hu et al. 1998). Dark energy remains a major focus
for future projects. One particularly exciting possibility is constraining modifications to
general relativity that separately modify the potentials responsible for gravitational lensing
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Fig. 1 Left: lensed CMB realization. Middle: difference map between lensed and unlensed CMB. Right:
realization of ψ for the lensing, and an overlay of its gradient, the deflection angle.

analyses to obtain unbiased constraints. Perhaps more importantly, lensing effects
generate a curl-like (B mode) polarization pattern on the sky which acts as a limiting
source of confusion for low-noise polarization experiments targeting the signal from
primordial gravitational waves [3,4]. This confusion can be reduced with an accurate
cleaning of the lensing-induced signal, which we will discuss in Sec. 5.

Apart from being a nuisance for traditional observables, the lensing of the CMB
can act as an additional source of information.A typical analysis of the CMB assumes
Gaussianity and statistical isotropy, in which case the power spectrum is the only
quantity of interest. As we shall discuss, lensing can be thought of as introducing into
the CMB small amounts of non-Gaussianity (when marginalized over realizations of
the lenses) or statistical anisotropy (for a fixed distribution of lenses). This effectively
introduces information into the CMB, contained in the higher-order statistics (for
the non-Gaussian viewpoint) and the off-diagonal elements of its covariance matrix
(for the anisotropy viewpoint). With only one CMB sky to observe and interpret,
both these viewpoints are useful. The additional information from lensing probes the
state of the Universe at intermediate redshifts (z ∼ 2). This can be used to break
parameter degeneracies and place improved constraints on quantities that affect the
geometry or density perturbations at late times, such as the dark energy equation of
state and portion of the energy budget in massive neutrinos. An optimal analysis of
lensing effects with the data from the Planck satellite, for example, will enable us
to measure the sum of neutrino masses to ∼ 0.1eV, while lens reconstruction with a
next-generation polarization mission such as EPIC/CMBPol can constrain the sum to
0.05eV or better [5,6,7]. This is an interesting limit, close to the minimum value for
the sum of the masses suggested by terrestrial oscillation measurements in the normal
hierarchy.

Figure 1.7 : Schematic of CMB lensing reconstruction from Hanson et al. (2010). Left panel shows
the observed, lensed CMB, T̃ ; center panel shows the difference between lensed and unlensed CMB
(the effect of lensing), and right panel shows the reconstructed lensing potential ψ from the quadratic
estimator.

and dynamics. More generally, constraints on modified gravity models can disfavor these
models as explanations for the accelerating expansion of the universe.

1.4.2 CMB secondary anisotropies

While the temperature anisotropies of the primary CMB are now measured to the cos-
mic variance limit (indicating that we cannot measures these modes any better), the CMB
will remain a powerful probe into the future through secondary anisotropies. These are
anisotropies in the CMB arising from distortions as photons propagate through the entire
universe, rather than arising from the primary CMB at the surface of last scattering. These
photons are lensed by intervening matter and scattered by hot electrons. Scattering by ther-
mal electrons in hot halo gas is called the thermal Sunyaev-Zel’dovich (tSZ) effect (Sunyaev
& Zeldovich 1970) and distorts the CMB spectrum. I explore the tSZ effect from electrons
in quasar host halos in Chapter 5.

CMB lensing is a powerful probe of all matter along the line of sight to the CMB. Lensing
distorts the primary CMB, coupling previously independent Fourier modes to create a small
but very distinct imprint on the CMB (Fig. 1.7). By taking advantage of this characteristic
distortion, we can write down a quadratic estimator for the CMB lensing potential from
CMB temperature and polarization maps (Hu & Okamoto 2002). In going from the emitted
CMB temperature field T to the observed lensed field T̃ , lensing remaps photon positions
from ~x to ~x+ ~α

T̃ (~x) = T (~x+ ~α(~x)) = T (~x) + ~∇ψ · ~∇T + ... (1.15)
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where the second equality is a Taylor expansion and we have rewritten the expression in
terms of the lensing potential, as defined by ~α ≡ ~∇ψ. The multiplication in real space
becomes a convolution in Fourier space, so the lensed temperature becomes

T̃ (~̀) = T (~̀)−
∫
d2~L

2π
~L · (~̀− ~L)ψ(~L)T (~̀− ~L) (1.16)

Since the unlensed CMB power spectrum is diagonal, multiplying by T̃ (~̀− ~L) yields a delta
function, analogous to the “Fourier trick”

〈T̃ (~̀) T̃ (~̀− ~L)〉 = δ(~L)CTT
` +

1

2π

[
(~L− ~̀) · ~LCTT

|~̀−~L| +
~̀ · ~LCTT

`

]
ψ(~L) (1.17)

Thus for ~L 6= 0, ψ(~L) can be estimated by summing over all ~̀ with the appropriate weights
g(~̀, ~L):

ψQE(~L) = N(~L)

∫
T̃ (~̀) T̃ (~L− ~̀) g(~̀, ~L) (1.18)

where N(~L) is the normalization, and the weights g(~̀, ~L) are chosen to minimize the variance
of the estimator (Zaldarriaga & Seljak 1999; Hu 2001; Hu & Okamoto 2002). The power
spectrum of ψQE(~L) then contains the true power spectrum of ψ(

~L), a mean-field term 〈ψ〉
from noise inhomogeneity and sky cuts; the lensing reconstruction noise N (0)(~L), primarily
from the disconnected (Gaussian) 4-point function of the primary CMB; a contribution by
point sources to the connected 4-point function; and a contribution N (1)(~L) from wavevectors
other than ~L that contribute to ψQE(~L) (Kesden et al. 2003; Planck Collaboration et al.
2014c, 2016b, 2018f).

The CMB lensing auto power spectrum is detected at 40σ in Planck (Planck Collaboration
et al. 2018f) and has allowed powerful constraints on σ8 and Ωm (Das et al. 2011; Sherwin
et al. 2017; Planck Collaboration et al. 2018f; Bianchini et al. 2020). Future CMB lensing
measurements will place strong constraints on the neutrino mass (Allison et al. 2015a).
However, CMB lensing is a two-dimensional measurement, so it can only probe the integrated
mass distribution along the line of sight and is not sensitive to the growth of structure
throughout cosmic time. By cross-correlating CMB lensing with a galaxy sample, CMB
lensing tomography can increase the signal-to-noise ratio, isolate redshifts of interest, and
break important degeneracies between the expansion history and growth of perturbations
(Hu 1999, 2002). I present a measurement of cross-correlations between Planck CMB lensing
and infrared galaxies at 0 < z < 2 from the unWISE catalog in Chapter 6. This is the
highest signal-to-noise detection of CMB lensing cross-correlations to date, and the first CMB
lensing cross-correlation to exceed the detection significance of the Planck CMB lensing auto
spectrum.

The integrated Sachs-Wolfe effect is a distortion in the CMB temperature power spectrum
due to gravitational redshifting of CMB photons along the line of sight (Sachs & Wolfe 1967;
Rees & Sciama 1968). Photons redshift and blueshift as they pass through gravitational
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potentials. In matter domination, the potentials are constant in time and there is no signal,
but in dark energy domination, they decay, leading to a net gravitational blue-shift of the
photons: (

∆T

T

)

ISW

= − 2

c3

∫ χ?

0

dχΦ̇ (1.19)

where χ? is the comoving distance to the CMB and Φ̇ is the derivative of the gravitational
potential. The integrated Sachs-Wolfe effect is not detectable in the CMB temperature auto-
spectrum, but has been detected in cross-correlation with galaxy samples (Giannantonio
et al. 2012; Ferraro et al. 2015; Planck Collaboration et al. 2016d). This is an interesting
signal because it is a direct probe of the decay of the potentials and thus dark energy. It
thus provides a direct measurement of dark energy (Nolta et al. 2004; Giannantonio et al.
2006; Ho et al. 2008) and a direct constraint on various dark energy and modified gravity
models (Crittenden & Turok 1996; Kamionkowski 1996; Hu 2002; Zhao et al. 2010; Renk
et al. 2017). As an all-sky survey containing galaxies throughout the entire epoch of dark
energy domination to z ∼ 2, unWISE is well-suited for an ISW measurement. In Chapter 7,
I present a measurement of the ISW effect through the cross-correlation between unWISE
galaxies and the Planck CMB power spectrum at low `.
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Chapter 2

Measuring alignments between galaxies
and the cosmic web at z ∼ 2− 3 using
IGM tomography

Abstract
Many galaxy formation models predict alignments between galaxy spin and the cosmic

web (i.e. directions of filaments and sheets), leading to intrinsic alignment between galax-
ies that creates a systematic error in weak lensing measurements. These effects are often
predicted to be stronger at high-redshifts (z & 1) that are inaccessible to massive galaxy
surveys on foreseeable instrumentation, but IGM tomography of the Lyα forest from closely-
spaced quasars and galaxies is starting to measure the z ∼ 2− 3 cosmic web with requisite
fidelity. Using mock surveys from hydrodynamical simulations, we examine the utility of
this technique, in conjunction with coeval galaxy samples, to measure alignment between
galaxies and the cosmic web at z ∼ 2.5. We show that IGM tomography surveys with . 5
h−1 Mpc sightline spacing can accurately recover the eigenvectors of the tidal tensor, which
we use to define the directions of the cosmic web. For galaxy spins and shapes, we use a
model parametrized by the alignment strength, ∆〈cos θ〉, with respect to the tidal tensor
eigenvectors from the underlying density field, and also consider observational effects such
as errors in the galaxy position angle, inclination, and redshift. Measurements using the up-
coming ∼ 1 deg2 CLAMATO tomographic survey and 600 coeval zCOSMOS-Deep galaxies
should place 3σ limits on extreme alignment models with ∆〈cos θ〉 ∼ 0.1, but much larger
surveys encompassing > 10, 000 galaxies, such as Subaru PFS, will be required to constrain
models with ∆〈cos θ〉 ∼ 0.03. These measurements will constrain models of galaxy-cosmic
web alignment and test tidal torque theory at z ∼ 2, improving our understanding of the
physics of intrinsic alignments.
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2.1 Introduction
Gravitational collapse of the Gaussian random-phase initial conditions produced by in-

flation creates a network of dense nodes connected by filaments and sheets and separated by
voids, the “cosmic web” (Zeldovich et al. 1982; Klypin & Shandarin 1983; Einasto et al. 1984;
Davis et al. 1985; Geller & Huchra 1989; Bond et al. 1996). As a result of nonlinear structure
formation, the cosmic web is distinctly non-Gaussian. In the Zel’dovich approximation, col-
lapse occurs sequentially along the principal axes of the deformation tensor, as matter flows
out of voids onto sheets, collapses into filaments and finally streams into high-density nodes
(Zel’dovich 1970). The accretion of matter determines the shapes and angular momenta of
galaxies and their host dark matter halos, naturally suggesting a connection between the
cosmic web and galaxy shapes and spins.

In the linear regime, the evolution of the angular momentum of a protohalo is described
by tidal torque theory (TTT, Peebles 1969; Doroshkevich 1970; White 1984). TTT predicts
that the protohalo’s angular momentum will be aligned with the intermediate eigenvector
of the tidal tensor. However, nonlinear evolution can significantly weaken this alignment
(Porciani et al. 2002), driving alignments with other preferred directions (e.g. the direction
of filaments, along which matter is accreting; Codis et al. 2012).

Alignments between the cosmic web and halo shapes and spins have been extensively
studied in N-body simulations (Kiessling et al. 2015; see Tables 1 and 2 in Forero-Romero
et al. (2014) for a recent compilation of results). Many workers suggest that halo spins
transition from parallel to filaments at low halo mass to perpendicular to filaments at high
mass (Bailin & Steinmetz 2005, Aragón-Calvo et al. 2007, Hahn et al. 2007a, Codis et al.
2012, Trowland et al. 2013, Aragon-Calvo & Yang 2014). In addition, Dubois et al. (2014)
and Codis et al. (2015), using the cosmological hydrodynamical simulation HorizonAGN,
argue that galaxy spin alignments exhibit a similar transition mass. However, these results
are dependent on the measurement algorithm, simulation, and environmental classification
(Kiessling et al. 2015), and it is unclear if spin-filament alignments are the dominant spin-
cosmic web alignment. For instance, Libeskind et al. (2013) find a similar transition from
aligned to anti-aligned in voids and sheets as well as filaments, although with a different
transition mass in each web type, and Forero-Romero et al. (2014) find no alignment at low
mass and argue that sheet alignments are as significant as filament alignments at high mass.
In direct contradiction to the picture described above, the cosmological zoom simulations
of Hahn et al. (2010) suggest that massive disk galaxies have spins parallel to their host
filaments while low-mass disk galaxies have spins aligned along the intermediate axis of the
tidal tensor.

In contrast, halo shape-cosmic web alignments are both stronger and more robust to
measure than spin-cosmic web alignments (Kiessling et al. 2015), although they have been
less extensively studied. The major axis of the halo inertia tensor is preferentially aligned
along filaments, in the plane of sheets (Altay et al. 2006, Hahn et al. 2007a, Aragón-Calvo
et al. 2007, Zhang et al. 2009, Libeskind et al. 2013, Forero-Romero et al. 2014) and parallel
to the surface of voids (i.e. the plane of sheets; Patiri et al. 2006, Brunino et al. 2007, Cuesta



2.1. INTRODUCTION 20

et al. 2008). Shape-cosmic web alignments monotonically increase from weak to strong as
a function of mass, with no transition mass (Hahn et al. 2007a, Aragón-Calvo et al. 2007,
Zhang et al. 2009, Libeskind et al. 2013, Forero-Romero et al. 2014). Using the MassiveBlack-
II cosmological hydrodynamical simulation, Chen et al. (2015) report similar results for
alignments between galaxy shapes and filaments. Galaxy shape-cosmic web alignments are
closely related to ellipticity-tidal shear correlations (Codis et al. 2015), the “GI” term of
intrinsic alignments that is a potential major systematic for upcoming missions such as
LSST, WFIRST and EUCLID that aim to measure the dark energy equation of state using
weak lensing tomography (Hirata & Seljak 2004, Bridle & King 2007, Kirk et al. 2012).

Observational studies of galaxy-cosmic web alignment require large numbers of galaxy
redshifts to trace the cosmic web in 3D, and are therefore primarily feasible only at low
redshift. Observations of alignments between spiral galaxy spin and void surfaces/sheets
have produced conflicting results ranging from parallel to random to perpendicular alignment
(Trujillo et al. 2006, Slosar & White 2009, Varela et al. 2012). Locally, Navarro et al.
(2004) find that spiral galaxy spins preferentially lie in the supergalactic plane (see also
Aryal & Saurer 2004). Early observations reported that spiral galaxy spins are aligned with
the intermediate axis of the tidal shear tensor in concordance with TTT predictions (Lee
& Pen 2002, Lee & Erdogdu 2007), and are therefore aligned perpendicular to filaments
(Jones et al. 2010, Zhang et al. 2015). However, more recently Tempel et al. (2013) and
Tempel & Libeskind (2013) have found that spiral galaxy spins are parallel to filaments
and lenticular/elliptical galaxy spins are perpendicular to filaments, in concordance with the
transition mass picture from simulations. Similarly, Pahwa et al. (2016) find that elliptical
galaxy spins lie perpendicular to filaments and normal to sheets, while spiral galaxy spins
exhibit much weaker alignments along filaments. In accordance with shape-cosmic web
alignments from simulations, Zhang et al. (2013) find that galaxy major axes preferentially
align with filaments and along sheets, a relationship that is weak for blue galaxies and highly
significant for bright red galaxies.

Similar measurements at higher redshift (z > 0.5) are challenging due to the difficulty of
measuring the cosmic web from the galaxy distribution, requiring large samples of faint galax-
ies to achieve sufficient spatial resolution of a few Mpc, although surveys such as VIPERS
(Guzzo et al. 2014, Malavasi et al. 2016) are pushing this to z ∼ 0.7. Even with future
30m-class telescopes, it would be extremely time-consuming to obtain the requisite galaxy
samples at z > 1 due to the high number densities required. Studies of Lyman-α nebulae
have discovered filaments around quasars at z ∼ 2.5 (Cantalupo et al. 2012, 2014, Cai et al.
2016b), but they probe very small, non-representative volumes around the rarest density
peaks, which are unsuitable for statistical studies of galaxy alignments.

At higher redshifts, Lyman-α forest tomography (Pichon et al. 2001, Caucci et al. 2008)
offers an alternative method for characterizing the cosmic web at z ∼ 2, the epoch of peak
star formation, by using observations of Lyα forest absorption in closely-spaced quasars and
Lyman-break galaxies to reconstruct the IGM absorption field. Using this technique, current
instrumentation can probe a spatial resolution of a few Mpc (Lee et al. 2016), similar to the
resolution of cosmic web studies at z < 0.5 (c.f. the GAMA Survey; Eardley et al. 2015).
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By simulating IGM tomographic observations with realistic signal-to-noise, resolution, and
sightline separation, we have shown that the reconstructed flux fields visually match the
underlying dark matter density (Lee et al. 2014a) and can be used to find high-redshift
protoclusters and voids (Stark et al. 2015, Stark et al. 2015). Moreover, sufficiently large
surveys (with & 1 deg of contiguous sky coverage) can recover kinematically-defined cos-
mic web classifications with a fidelity comparable to low-redshift surveys using the galaxy
density field (Lee & White 2016). These results suggest that IGM tomography could allow
measurement of galaxy shape-cosmic web alignments at z ∼ 2.5 in the near future.

In this paper, we will discuss the prospects for measuring galaxy-cosmic web alignments
using IGM tomography surveys with mean sightline separations of 〈d⊥〉 = [1.4, 2.5, 4, 6.5]
h−1 Mpc. These reflect both existing and possible future surveys. Firstly, 〈d⊥〉 = 2.5
h−1 Mpc reflects the ongoing COSMOS Lyman-Alpha Mapping And Tomography Obser-
vations (CLAMATO) survey1 (for which the pilot phase is being completed; see Lee et al.
2014b, 2016), which aims to cover ∼ 1 deg2 in the COSMOS field using the LRIS spectro-
graph on the 10.3-m Keck-I telescope. CLAMATO will cover a redshift range 2.2 < z < 2.5,
mapping ∼ 106h−3 Mpc3 comoving volume with a spatial resolution of 2.5 h−1 Mpc. By
∼ 2020, the Subaru Prime-Focus Spectrograph (PFS) will begin operation (Takada et al.
2014), and an IGM tomographic survey building on the PFS galaxy evolution survey, but
obtaining additional sightline spectra and higher S/N, could cover ∼ 20 deg2 with 〈d⊥〉 = 4
h−1 Mpc. On the other hand, an IGM tomography map could be constructed “for free” using
the i < 24 LBGs targeted for the PFS Galaxy Evolution Survey (Takada et al. 2014) with-
out additional IGM tomography targets, yielding 〈d⊥〉 = 6.5 h−1 Mpc. Finally, the proposed
FOBOS instrument on Keck will offer much greater (∼ 10×) multiplexing and field-of-view
than LRIS on the same telescope, allowing for deeper integrations and hence denser sightline
sampling of 〈d⊥〉 ∼ 1.4 h−1 Mpc while surveying ∼ 1 deg2, similar to CLAMATO.

In this paper, we will estimate the quality of cosmic web direction measurements (e.g.
direction of filaments, normal vector to sheets, etc.) using mock observations based on the
Nyx hydrodynamic IGM simulations. We will discuss the feasibility for measuring galaxy-
cosmic web alignments using these surveys in tandem with coeval galaxy samples at z ∼ 2.5.

2.2 Methods

2.2.1 Nyx simulations and mock observations

We use a cosmological hydrodynamical simulation generated with the N-body plus Eu-
lerian hydrodynamics Nyx code (Almgren et al. 2013). It has a 100 h−1 Mpc box size
with 40963 cells and particles, resulting in a dark matter particle mass of 1.02× 106h−1M�
and spatial resolution of 24 h−1 kpc. As discussed in Lukić et al. (2015), this resolution
is sufficient to resolve the filtering scale below which the IGM is pressure supported and
to reproduce the flux statistics at percent accuracy at redshift z = 2.4. The box covers a

1http://clamato.lbl.gov/

http://clamato.lbl.gov/
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similar size to the proposed CLAMATO and FOBOS survey volumes. We use a flat ΛCDM
cosmology with Ωm = 0.3, Ωb = 0.047, h = 0.685, ns = 0.965, and σ8 = 0.8, consistent with
latest Planck measurements (Planck Collaboration et al. 2016a).

In Nyx, the baryons are modeled as an ideal gas on a uniform grid. The baryons have
a primordial composition with hydrogen and helium mass abundances of 75% and 25%,
respectively. We account for photoionization, recombination, and collisional excitation of all
neutral and ionized species of hydrogen and helium, which evolve in ionization equilibrium
with the uniform UV background given by Haardt & Madau (2012), with the mean flux
normalized to match observational values. The reaction and cooling rates used in the code
are given in Lukić et al. (2015). This simulation does not model star-formation and hence
has no feedback from stars, galaxies, or AGNs, but these are expected to have a negligible
effect on the Lyα forest statistics (Viel et al. 2013). Future Nyx IGM simulations will include
galaxy formation physics in order to self-consistently simulate a galaxy population, allowing
better interpretation of the relationship between galaxies and the Lyα forest.

We generated 5122 absorption skewers with a spacing of 0.2 h−1 Mpc and sampled from
these skewers to create mock data. We computed the Lyα forest flux fluctuation along each
skewer

δF = F/〈F 〉 − 1 (2.1)

where F = exp (−τ) and τ is the Lyα optical depth, computed in redshift space and Doppler
broadened using the gas temperature. Hereafter we refer to δF as the flux.

We then create mock spectra that reflect the data quality expected from current and
upcoming surveys. First, we randomly select absorption skewers with the appropriate mean
sightline spacing 〈d⊥〉 and rebin them along the line of sight to a resolution of 0.78 h−1 Mpc,
similar to the line-of-sight spectral resolution from the CLAMATO spectra.

We simulate noise by assuming the S/N per pixel is a unique constant for each skewer. To
determine S/N for each skewer, we draw from a power-law S/N distribution dnlos/dS/N ∝
S/N−α (Stark et al. 2015; hereafter S15b), where S/N ranges between 1.5 (the minimum S/N
in CLAMATO; Lee et al. 2014b, 2016) and infinity. Lee et al. (2014a) found that α ∼ 2.5
for the LBGs and QSOs that we target; however, as the sightline separation increases, the
sources targeted become brighter and we move further along the exponential tail of the
luminosity function, so α becomes larger. S15b find α = 2.9 (3.6) for 〈d⊥〉 = 2.5 (4) h−1

Mpc, respectively. They did not determine α for 〈d⊥〉 < 2 h−1 Mpc or > 4 h−1 Mpc; therefore
we use α = 2.7 (3.6) for our 〈d⊥〉 = 1.4 (6.5) h−1 Mpc map, identical to the S15b values for
〈d⊥〉 = 2 (4) h−1 Mpc. We confirm the power-law distribution is appropriate by comparing it
to the S/N distribution of observed pixels from the CLAMATO pilot observations. Using the
simulated S/N distribution, we add noise to each pixel assuming a Gaussian distribution. We
also model the effect of continuum-fitting error with an RMS of 10%: Fobs = Fsim/(1 + δcont)
where δcont is a random Gaussian deviate, identical for all pixels within a skewer, with mean
0 and standard deviation 0.1. This reflects the continuum-fitting uncertainties expected from
data with comparable S/N (Lee et al. 2012).

For the tomographic reconstruction, we use the publicly available Wiener filter recon-
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struction code of Stark et al. (2015) 2 to create a 3D map of the flux field. The Wiener
filter is ideal for reconstruction as it provides a minimum variance estimate of the 3D field,
assuming the field is normally distributed (Caucci et al. 2008, Lee et al. 2014a, Stark et al.
2015). The reconstructed signal is

ŝ = Smd(Sdd + N)−1d (2.2)

where d is the data, N is the noise covariance, Smd is the map-data covariance, and Sdd is the
data-data covariance. We assume that the noise covariance is diagonal, so that Nij = n2

i δij
where ni is the simulated noise for each pixel. We further assume that Smd = Sdd = S:

S = σ2
F exp

[
−∆x2

⊥
2l2⊥
−

∆x2
‖

2l2‖

]
(2.3)

We use σ2
F = 0.05 and isotropic smoothing with l‖ = l⊥ = 〈d⊥〉. Hereafter we refer to the

reconstructed flux as δrec
F and the simulated flux as δF . The mock Lyα skewers and IGM

tomography maps are publicly released on the web3.

2.2.2 Defining the Cosmic Web

We measure the cosmic web directions using the eigenvectors of the deformation tensor,
an approach inspired by the cosmic web classifications of Hahn et al. (2007b). While there
are many alternative cosmic web classifiers (see enumeration in Cautun et al. 2014), we prefer
the deformation tensor approach for a variety of reasons: it allows direct comparison with
Lee & White (2016); it is physically motivated by the Zel’dovich approximation; and it is
directly related to the gravitational shear field relevant for weak-lensing intrinsic alignments
(Codis et al. 2015).

The deformation tensor is defined as the Hessian of the gravitational potential Φ:

Dij =
∂2Φ

∂xi∂xj
(2.4)

The Hessian is most efficiently calculated in Fourier space, using the Poisson equation in
suitable units where 4πG = 1, ∇2Φ = k2Φ = δk. Therefore we can directly compute the
Fourier transform of Dij from the density:

D̃ij(k) =
kikj
k2

δk (2.5)

and inverse-Fourier transform to obtain Dij. To compute Dij, we define δ as the sum of
the matter and baryonic overdensity measured in redshift space, binned on a 1283 grid and
smoothed with a Gaussian kernel with standard deviation RG = 2 h−1 Mpc (see below for

2https://github.com/caseywstark/dachshund
3http://tinyurl.com/hg7u4dg

https://github.com/caseywstark/dachshund
http://tinyurl.com/hg7u4dg
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details of smoothing). We then diagonalize the deformation tensor at every point in space
to obtain its eigenvectors, ê1, ê2, and ê3, where the eigenvectors correspond to eigenvalues
λ1 < λ2 < λ3. In the Zel’dovich approximation, collapse proceeds first along ê3 and last
along ê1.

Note that the traceless tidal shear tensor

Tij =
∂2Φ

∂xi∂xj
− 1

3
∇2Φδij (2.6)

which is more relevant than Dij for intrinsic alignment (Codis et al. 2015), shares its eigen-
vectors with the deformation tensor. As a result, we will use the phrases “eigenvectors of the
tidal tensor” and “eigenvectors of the deformation tensor” interchangeably.

We define the cosmic web directions of the IGM tomography map, which reconstructs the
Lyα forest flux, as the eigenvectors of the pseudo-deformation tensor (Lee & White 2016),
where we simply substitute the Fourier transform of the flux field, δF , for δk in Equation 2.5.
Since δF has the opposite sign as δk, we order the eigenvalues of the pseudo-deformation
tensor from largest to smallest.

We classify each point as a node, filament, sheet or void using the number of eigenvalues
greater than a nonzero threshold value λth, similar to Lee &White (2016) and Forero-Romero
et al. (2009). A nonzero threshold leads to a better agreement with visually prominent sheets
and filaments (Forero-Romero et al. 2009) and is physically justified because directions with
a small positive λ are contracting so slowly they may not collapse in a Hubble time. Similar
to Lee & White (2016), we choose λth,m by matching the volumetric void fraction in the
matter density to the ∼ 19% void fraction of Stark et al. (2015). We choose the threshold
for the flux, λth,F, using the same condition on the void fraction for the 〈d⊥〉 = 1.4, 2.5, 4,
and 6.5 h−1 Mpc reconstructions.

The eigenvectors of the deformation tensor are related to the underlying geometry and
kinematics of the cosmic web. In the Zel’dovich approximation, matter collapses along an
eigenvector if its eigenvalue is positive, and expands along an eigenvector if its eigenvalue is
negative (Hahn et al. 2007b). In a filament, there is only one negative eigenvalue, thus ê1 is
the only direction of expansion, making it the long axis of the filament. Similarly, in a sheet,
there is only one positive eigenvalue, making ê3 the normal vector to the sheet. Therefore,
we define the directions of the cosmic web using the eigenvectors of the tidal tensor.

Following Lee & White (2016), we smooth the deformation tensor to minimize the effects
of reconstruction noise and remove small-scale fluctuations. They found that a Gaussian
kernel with RG ∼ 1.5〈d⊥〉 was appropriate for this purpose (see also Caucci et al. 2008).
Therefore, we use smoothing kernels with RG = [2, 4, 6, 10] for 〈d⊥〉 = [1.4, 2, 4, 6.5] recon-
structions. A larger smoothing scale leads to a more homogeneous map with less variation
in δrec

F , so maps with a larger 〈d⊥〉 have a smaller spread in δrec
F (Figure 2.2).

We also smooth the underlying matter density which we use for comparison. Since our
cosmic web classification scheme is based on the Zel’dovich approximation, it is only valid
up to the mildly nonlinear scales where the Zel’dovich approximation fails (Eardley et al.
2015). Therefore, smoothing on scales of a few h−1 Mpc is appropriate to eliminate highly
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e2

e3

Filament Sheet

Figure 2.1 : Relationship between eigenvectors of the tidal tensor (or equivalently, deformation ten-
sor) and cosmic web directions. Arrows indicate expansion or contraction along a given eigenvector.

non-linear scales. We choose a matter smoothing scale of 2 h−1 Mpc, comparable to the
smoothing scales used in shape-cosmic web and spin-cosmic web alignment studies from
simulations (see compilation in Forero-Romero et al. 2014).

The choice of smoothing scale is ultimately arbitrary; for instance, we could follow Lee &
White (2016) and choose a different matter density smoothing scale for each reconstruction,
matching the smoothing scales of the flux map and the matter. However, we prefer to
use a single “true” matter map to generate galaxy spins (see Section 2.2.4). The results in
this paper are qualitatively similar if we instead match the matter smoothing scale to the
reconstruction smoothing scale, in that the recovery of the eigenvectors declines from 〈d⊥〉 =
1.4 h−1 Mpc to 6.5 h−1 Mpc. However, the decline is much less steep if we match smoothing
scales; thus, much of the misalignment between the matter field and IGM tomography maps
with 〈d⊥〉 > 2 h−1 Mpc is due to the mismatch in smoothing scales.

Figure 2.2 compares the matter density field to the reconstructed flux field for 〈d⊥〉 = 1.4,
2.5, 4, and 6.5 h−1 Mpc for an 0.8 h−1 Mpc slice through the simulation box. We also show
the simulated redshift-space δF field, equivalent to a “perfect resolution” IGM tomography
survey. We overplot headless vectors corresponding to the projection of ê1 onto the xy plane;
arrowheads are not displayed because the sign of ê1 is arbitrary. The IGM tomography
surveys are smoothed using the smoothing scales defined above, while the matter density
and simulated flux field, δF , are smoothed with RG = 2 h−1 Mpc. The simulated flux and
〈d⊥〉 = 1.4 h−1 Mpc fields reproduce the matter density well, although with a very different
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Figure 2.2 : Matter density (dark matter plus baryons) and δF from the simulations (left) and
δrecF from simulated IGM tomography observations with varying 〈d⊥〉 (right). All quantities are
evaluated in redshift space. The figures show a slice through the full simulation box with width 0.8
h−1 Mpc along the line of sight. The overplotted vectors are ê1 determined from the corresponding
field.
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dynamical range owing to the nonlinear transformation from δ to δF . The simulated flux
and 〈d⊥〉 = 1.4 h−1 Mpc maps reproduce the small-scale structure in the matter-density ê1

quite well, while larger 〈d⊥〉 yield a smoother distribution of δrec
F and ê1 that captures the

large-scale features but misses much of the smaller-scale structure.

2.2.3 Galaxy spin observations

Measuring galaxy-cosmic web alignments at z ∼ 2.5 requires a large galaxy sample with
accurate redshifts and structural parameters. The typical half-light radius of a z ∼ 2.4 galaxy
is ∼ 0.3” (Giavalisco et al. 1996, Van Der Wel et al. 2014). Space-based or adaptive-optics
observations are therefore preferred for measuring structural parameters at z ∼ 2.4, although
the shapes of faint galaxies can be measured well from the ground with deep exposures and
∼ 0.5” seeing (Chang et al. 2013). Additionally, LSST plans to measure cosmic shear out to
z ∼ 3 using ground-based observations with 0.7” mean seeing (LSST Science Collaboration
et al. 2009).

Galaxy spins can be determined from galaxy images using the galaxy’s position angle and
axis ratio assuming the galaxy is an oblate spheroid spinning about its short axis (Haynes &
Giovanelli 1984). The position angle defines the direction of the projected major axis, while
the inclination is calculated from the axis ratio, assuming the galaxy is circular if viewed
face-on and the intrinsic thickness is known. As a result, this method is only applicable
to spiral or spheroidal galaxies, which can be approximated as oblate spheroids (e.g Lee &
Erdogdu 2007, Tempel et al. 2013). For elliptical galaxies with minimal rotation, alignments
between the galaxy’s major axis and the projected eigenvectors of the tidal tensor are most
relevant.

The spin axis is then assumed to be the minor axis of the galaxy ellipsoid. In principle
the spin and minor axis may be misaligned, though both observations and simulations find
small misaligments (Franx et al. 1991, Codis et al. 2015), ∼ 15◦ at z ∼ 2 (Wisnioski et al.
2015). High resolution or adaptive-optics IFU observations can measure the kinematic major
axes of galaxies at z ∼ 2 (e.g. Wisnioski et al. 2015), but even large surveys with KMOS
or NIRSpec (Giardino et al. 2016) may only accumulate 1000 galaxies over the next several
years, far smaller than the sample sizes expected from wide-field imaging surveys.

Galaxies at z ∼ 2 have a clumpier and more irregular morphology than galaxies at low
redshift (Lotz et al. 2006, Elmegreen et al. 2005). This may present an additional challenge
for measuring the major axis and ellipticity of the light profile. In addition, the intrinsic
thickness is a major source of systematic error in determining the inclination: it varies by
morphology (Haynes & Giovanelli 1984) and potentially also with redshift, as galaxies at
z ∼ 2 are thicker than galaxies at low redshift (Law et al. 2012). Furthermore, only the
absolute value of the inclination is measurable, so there will always be a degeneracy between
spins pointing towards the observer and spins pointing away from the observer, except for
face-on or edge-on galaxies. Alignment studies have attempted to mitigate this degeneracy
in several ways (Lee & Erdogdu 2007, Varela et al. 2012, Slosar & White 2009, Pahwa et al.
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2016, Trujillo et al. 2006) but ultimately the degeneracy will degrade the measured alignment
signal.

To understand the impact of these systematics on alignment measurements at z ∼ 2, we
include realistic errors in the galaxies’ position angles and inclinations. Since the inclination
measurements may be particularly impacted by systematic errors from the unknown intrinsic
thickness and anisotropies in the PSF, we consider both 3D and 2D alignment measurements,
where the 2D alignment measurements ignore the z-direction of the eigenvectors altogether.
To model the spin degeneracy, we randomly select each spin to face either towards or away
from the observer.

2.2.4 Galaxy alignment model

We wish to remain agnostic about the mechanisms and strength of the galaxy-cosmic
web alignment signal. Hence, we assign galaxy spins to the simulation halos using a stochas-
tic relationship between the eigenvectors of the tidal tensor of the matter density field and
galaxy spin. This prescription allows us greater flexibility to adjust the strengths of galaxy
alignments compared to adhering to the results of a single simulation. The galaxy forma-
tion physics governing the shape-cosmic web relationship are not well understood (e.g. see
disagreement between MassiveBlackII and HorizonAGN alignment results at low redshift;
Tenneti et al. 2015, Chisari et al. 2016), so flexibility in modeling this relationship is valu-
able. Moreover, it is not clear which eigenvector the spin is most strongly aligned with,
so our model allows us to adjust the alignment strength with any of the three eigenvectors
(although for simplicity we do not consider alignments with more than one eigenvector at a
time).

Our model takes as input 〈cos θ〉, the mean of the cosine of the angle between the galaxy
spins and the local eigenvector of the matter field tidal tensor. We parametrize the PDF of
µ ≡ cos θ as

P (µ) = aµ2 + c (2.7)

where c = 1− a/3 such that P (µ) is normalized.
To compare to various observational and simulation results, we parameterize P (µ) using

〈cos θ〉 rather than a:
a = 12〈cos θ〉 − 6 (2.8)

Equation 2.7 roughly reproduces P (µ) as measured from simulations (e.g. Aragón-Calvo
et al. 2007, Zhang et al. 2009, Codis et al. 2012, Libeskind et al. 2013, Trowland et al. 2013,
Dubois et al. 2014, Aragon-Calvo & Yang 2014, Codis et al. 2015). A representative value of
〈cos θ〉 from simulations is given by Codis et al. (2015), 〈cos θ〉 = 0.509, similar to 〈cos θ〉 for
ê1-spin alignments measured at low redshift (Tempel & Libeskind 2013, Zhang et al. 2013,
Pahwa et al. 2016) and spin-filament alignments in simulations (Dubois et al. 2014) and
observations (Tempel et al. 2013). Moreover, for small deviations from random alignments,
Equation 2.7 agrees well with Equation 5 in Lee & Erdogdu (2007), who derive an analytic
expression for the misalignment angle between galaxy spin and ê2 in tidal torque theory.
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To assign each galaxy a spin axis, we start by finding the eigenvectors of the tidal tensor
of the matter density field at the nearest grid point to the galaxy’s redshift-space position.
The misalignment angle θ is randomly drawn from Equation 2.7 and the azimuthal angle φ
from the uniform distribution between 0 and 2π. Since both the eigenvectors and the galaxy
spin axis are headless vectors, we randomly generate a direction for the galaxy spin as well.
Last, we add a random Gaussian deviate with standard deviation σPA (σi) to the position
angle (inclination), and randomly choose whether the galaxy spin will be oriented towards
or away from the observer.

2.2.5 IGM and galaxy survey parameters

We estimate the significance of a galaxy-cosmic web alignment measurement with fidu-
cial parameters 〈d⊥〉 = 2.5 h−1 Mpc, 10000 coeval galaxies, redshift errors of 100 km s−1,
σPA = 10◦ and σi = 10◦. Subsequently, we consider how the significance of the alignment
signal varies with different sightline spacings, galaxy sample sizes and redshift and structural
parameter errors.

Sightline spacings of 6.5, 4.0, 2.5, and 1.4 h−1 Mpc are considered, as well as the full
noiseless δF simulation grid (with 0.8 h−1 Mpc voxels) as the limiting case of “perfect” IGM
tomography. The 4.0, 2.5, and 1.4 h−1 Mpc spacings correspond to the sightline spacings
expected for the PFS, CLAMATO, and FOBOS IGM tomography surveys, respectively,
while 6.5 h−1 Mpc is the sightline spacing of an IGM reconstructions using only the baseline
PFS galaxy evolution survey (Takada et al. 2014) without incorporating additional targets
for tomography.

We use coeval galaxy samples of 600, 3000, 10000 and 30000 galaxies. The density of
target galaxies for tomography differs by an order of magnitude between the 〈d⊥〉 = 1.4 and
4.0 h−1 Mpc cases, so the galaxy samples were chosen to span an order of magnitude as well,
allowing us to directly compare the importance of coeval galaxy sample size versus number
of sightlines. The fiducial 10000 galaxy sample does not require 10000 galaxies in 1 deg2

(the angular size of our simulation box at z ∼ 2.4); rather, the galaxies may be spread over
a wider area if the tomographic map also has the same coverage. The cosmic web recovery
does not depend on halo mass of the galaxies (Figure 2.5), so we emulate a survey with
larger area by simply including lower-mass galaxies in our sample.

The 10000 galaxy sample is similar to the number of 2.15 < z < 2.55 redshifts that the
PFS galaxy evolution survey could obtain. Structural parameters for such a sample could be
measured either from the deep HyperSuprimeCam imaging used for PFS targeting or from
wide-field space-based imaging from Euclid or WFIRST. More ambitious future surveys could
perform IGM tomography with even larger samples of coeval galaxies, such as the proposed
“Billion-Object Apparatus” (Dodelson et al. 2016), which could execute a CLAMATO-like
survey over 105 deg2 with a few hundred coeval galaxies per square degree. As a conservative
choice, we therefore include a 30000 galaxy sample to represent these futuristic surveys. At
the other extreme, we also consider a 600 galaxy sample, roughly matching the number
of coeval galaxies in the CLAMATO volume, primarily from the zCOSMOS-deep survey
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(Scoville et al. 2007, Lilly et al. 2007).
The fiducial redshift errors are 100 km s−1, appropriate for redshifts from nebular emission

lines in rest-frame optical spectra (Steidel et al. 2010). We consider redshift errors of 300 km
s−1, appropriate for redshifts from UV absorption lines or Lyα emission lines (Steidel et al.
2010, Kriek et al. 2015), and 500 km s−1, appropriate for emission-line redshifts from grism
spectra (Kriek et al. 2015, Momcheva et al. 2016a). We also consider the maximal redshift
errors allowed by our box size, in which the z position of each galaxy in the box is drawn
from a uniform distribution. This produces a distribution with σv ∼ 2000 km s−1, somewhat
better than typical photometric redshifts (σv & 9000 km s−1) or Lyα tomographic redshifts
(σv & 3000 km s−1; Schmittfull & White 2016).

The fiducial error on the galaxy position angle is 10◦, consistent with position angle errors
as estimated from both cosmic shear measurements from HST imaging (Leauthaud et al.
2007, Joachimi et al. 2013) and from structural parameter measurements using CANDELS
imaging (Van Der Wel et al. 2012)4 for galaxies with magnitudes, sizes, and Sersic indices
typical of z ∼ 2 galaxies. We also consider position angle errors of 5◦ and 20◦ in order
to determine the importance of imaging quality. These position angle errors may not be
appropriate for ground-based imaging, which generally suffers from increased uncertainty in
shape modeling (e.g. Chang et al. 2013). We therefore also consider position angle errors
of 40◦, which may be more realistic for structural parameters derived from ground-based
imaging.

We use a fiducial inclination error of 10◦. The error on the inclination can be related
to the error on the ellipticity using Taylor series error propagation. Using the ellipticity
errors from the CANDELS catalog for z ∼ 2 galaxies assuming intrinsic thickness 0.25 (Van
Der Wel et al. 2012), we find a median σi = 6◦. To conservatively account for systematic
errors from the intrinsic thickness and possible departures from axisymmetry, the fiducial
value of σi is 10◦. We also consider σi = 5◦ and σi = 20◦ to determine the impact of
inclination error on our measurement.

For each measurement, we simulate galaxy selection by randomly selecting Ngal halos
with Mh > 1010.5M�. While this is does not reflect a realistic selection function, the cosmic
web recovery does not depend on mass (Figure 2.5) so we expect similar results for realistic
selection functions. This also allows us to mock up larger-area surveys without using a larger
simulation box, as we can simply select more galaxies within the same 100 h−1 Mpc volume.

To simulate the cosmic web-galaxy spin alignment measurement, we measure 〈cos θrg〉, the
dot product of the reconstructed eigenvector and the galaxy spin, as a function of 〈cos θmg〉,
where θmg is the angle between the matter field eigenvector and the galaxy spin. We turn
this into a significance above random by subtracting 0.5, the mean of cos θ for a random
distribution, and dividing by the standard deviation of 1000 simulations of the measurement.

4 These methods differ most importantly in that the weak-lensing analyses are somewhat more careful
about accounting for systematic errors from PSF variation than the galaxy shape analyses. Also, the weak-
lensing analyses present their results in terms of error on the galaxy polarization or ellipticity, while the
galaxy shape analyses directly report the errors on the position angle. Polarization/ellipticity errors can be
translated to PA errors using Taylor series error propagation.
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Table 2.1 : Fidelity of Cosmic Web Classification

〈d⊥〉 Smoothing Flux Eigenvalue Fraction by Volume overlap (%)
∆N+ (%)

(h−1 Mpc) (h−1 Mpc) Threshold -1 0 1 Node Filament Sheet Void

δF 2 λth,F < −0.0175 8.8 83.9 7.2 67.0 82.9 85.2 84.7
1.4 2 λth,F < −0.0101 15.2 69.2 14.7 45.7 66.1 72.8 67.5
2.5 4 λth,F < −0.0095 17.9 61.1 18.9 24.0 54.2 67.3 60.2
4.0 6 λth,F < −0.0090 22.4 52.5 20.7 16.7 46.8 59.3 48.3

Note. — ∆N+ = N+
matter −N+

F where N+ is the number of eigenvalues with λ > λth in a
given map. Fraction by ∆N+ refers to the volume fraction of the map where ∆N+ has that
value. Volume overlap is the fraction of all points classified as a particular web element in
the matter field that are also classified as that web element in the flux map. We use λth,m =
0.043 and a smoothing scale of 2 h−1 Mpc for the matter field.

For 2D measurements, the significance is defined as 〈θrg〉 − π/4 divided by the standard
deviation, since a random vector in 2D follows a uniform distribution in θ. Computing
the significance using 〈cos θrg〉 gives similar results to other reasonable choices, such as the
difference between the number of aligned and anti-aligned galaxies.

2.3 Results

2.3.1 Recovery of cosmic web directions

We first compare our cosmic web classification to Lee & White (2016), who use an N-
body simulation rather than a hydrodynamic IGM simulation and match the DM and IGM
tomography smoothing scales. We confirm their finding that IGM tomography can recover
cosmic web classifications with similar fidelity to low-redshift surveys, suggesting this finding
is insensitive to the details of the simulation and the choice of smoothing scale.

The fraction of the volume with ∆N+ = 0 is somewhat lower in our 〈d⊥〉 = 2.5 h−1 Mpc
reconstruction than in Lee & White (2016), as they find [15,69,15]% of the volume was
classified within [-1,0,+1] eigenvalues. However, we do not match the matter smoothing
scale to the IGM tomography smoothing scale and we include continuum errors in our mock
absorption skewers, both of which degrade the reconstructions. Compared to Lee & White
(2016), we recover sheets, voids, and filaments with slightly lower fidelity, and nodes with
significantly lower fidelity.

Figure 2.3 displays the PDF of cos θ, where θ is the misalignment angle between the
matter field tidal tensor eigenvectors and the pseudo-deformation tensor eigenvectors from



2.3. RESULTS 32

0.0 0.2 0.4 0.6 0.8

cos θ

10−2

10−1

100

P
ro

b
ab

il
it

y

ê1
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Figure 2.3 : PDF of the cosine of the misalignment angle between the cosmic web directions from
the matter density field and the cosmic web directions from the simulated IGM tomography ob-
servations. We also show the misalignment angle between the matter density cosmic web and the
cosmic web computed from the simulated δF with 2 h−1 Mpc smoothing, which is the ideal case of
a perfect reconstruction from Lyα forest data. In all cases the matter density field is smoothed on
2 h−1 Mpc scales. The horizontal dashed line is the distribution expected for random alignments.

the reconstructed IGM maps. We also compute the misalignment angle PDF between the
matter field tidal tensor eigenvectors and the pseudo-deformation tensor eigenvectors from
the simulated δF smoothed on 2 h−1 Mpc scales, equivalent to an idealized reconstruction
with no instrumental noise and infinite sightline density.

The mock surveys with 〈d⊥〉 < 5 h−1 Mpc recover the eigenvectors of the tidal tensor at
high significance. The recovery of the eigenvectors degrades quickly for 〈d⊥〉 > 5 h−1 Mpc,
due in part to the mismatch between 〈d⊥〉 and the 2 h−1 Mpc smoothing scale of the matter
field. The mean of the cosine of the misalignment angle for [ê1, ê2, ê3] is [0.874, 0.809, 0.901]
for 〈d⊥〉 = 1.4 h−1 Mpc, [0.813, 0.716, 0.833] for 〈d⊥〉 = 2.5 h−1 Mpc, [0.736, 0.629, 0.757]
for 〈d⊥〉 = 4.0 h−1 Mpc, and [0.573, 0.508, 0.600] for 〈d⊥〉 = 6.5 h−1 Mpc. Errors on these
quantities are < 0.1%. The mean of the cosine of the misalignment angle between is [0.945,
0.921, 0.967] using the simulated δF field. This is the upper limit of how well Lyα absorption
measurements can measure the eigenvectors of the tidal tensor.

We also compute the mean of the misalignment angle at halo positions only. For [ê1, ê2,
ê3], we find means of [0.891, 0.837, 0.919] for 〈d⊥〉 = 1.4 h−1 Mpc, [0.815, 0.722, 0.838] for
〈d⊥〉 = 2.5 h−1 Mpc, [0.734, 0.628, 0.761] for 〈d⊥〉 = 4.0 h−1 Mpc, [0.571, 0.516, 0.607] for
〈d⊥〉 = 6.5 h−1 Mpc, and [0.950, 0.929, 0.970] for simulated δF . The differences between these
values and the means of cos θ using the entire grid are quite modest, although statistically
significant.

Figure 2.4 shows the quality of cosmic web recovery as a function of cosmic web type as
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Figure 2.4 : PDF of the cosine of the misalignment angle between the cosmic web directions from
the matter density field and the cosmic web directions from the simulated IGM tomography obser-
vations, using the 〈d⊥〉 = 2.5 h−1 Mpc reconstruction and splitting by classification in the matter
map. All distributions are significantly different according to Kolmogorov-Smirnov tests.

classified in the matter map, using the 〈d⊥〉 = 2.5 h−1 Mpc reconstruction. Mirroring the
results in Table 2.1, ê1, ê2, and ê3 are recovered worst in nodes. Despite the relatively high
volume overlap for the void recovery, the tidal tensor eigenvectors are recovered slightly worse
in voids than in anisotropic structures such as filaments and sheets. All three eigenvalues are
similar in voids, possibly causing confusion between perpendicular eigenvalues and leading
to the poorer recovery of the cosmic web in voids. The recovery of eigenvectors in sheets
and filaments are similar, although ê1 is recovered better in filaments while ê3 is recovered
better in sheets. This is unsurprising given the connection between the eigenvectors and the
geometry of the cosmic web, as ê1 in filaments and ê3 in sheets correspond to inherently
anisotropic directions that should be easier to recover.

We additionally test the quality of the reconstruction as a function of halo mass. We
divide the halo catalog into four bins and measure the angle between the eigenvectors in the
matter field and the eigenvectors in the 〈d⊥〉 = 2.5 h−1 Mpc reconstruction using the nearest
grid point in redshift space. The recovery of the eigenvectors is nearly independent of the
halo mass (Figure 2.5). None of the distributions are significantly different at the p = 0.05
level (2 sigma) according to Kolmogorov-Smirnov tests, implying that the eigenvectors can
be recovered accurately at galaxy positions independent of halo mass.

We provide the first assessment of the accuracy of tidal tensor reconstruction by compar-
ing the tidal tensor eigenvectors from the matter field to the tidal tensor eigenvectors from
realistic mock observations. We expect that IGM tomography will be better at recovering
the tidal tensor eigenvectors than existing or upcoming galaxy surveys at the same redshift,
such as zCOSMOS or PFS; these will provide much coarser cosmic web maps with galaxy
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Figure 2.5 : PDF of the cosine of the misalignment angle between the cosmic web directions from
the matter density field and the cosmic web directions from the simulated IGM tomography obser-
vations, using the 〈d⊥〉 = 2.5 h−1 Mpc reconstruction. Misalignment angles are computed at the
nearest grid point for each dark matter halo. The four groups are labeled by halo mass in units of
logM�.

separations of 9 (13) h−1 Mpc for PFS (zCOSMOS) (Diener et al. 2013, Takada et al. 2014).
For instance, since protocluster identification with zCOSMOS required additional follow-up
spectroscopy (Diener et al. 2015), the zCOSMOS redshift survey alone is likely insufficient
to measure the cosmic web at z > 2. In addition, cosmic web maps from IGM tomography
are free from many of the biases that make measuring the cosmic web from spectroscopic
z ∼ 2 galaxy surveys difficult: these surveys have complex selection functions (e.g. Diener
et al. 2013), inaccurate and/or biased redshift estimates (e.g., Adelberger et al. 2005, Steidel
et al. 2010, Rakic et al. 2012), cannot detect close pairs due to slit collisions (Wilson et al.
2015), and preferentially select star forming galaxies, which may be biased towards particular
regions of the cosmic web (Alpaslan et al. 2015). In contrast, IGM tomography sightlines
provide an unbiased sampling of the foreground cosmic web, and errors from pixel noise and
continuum errors are well-understood, making a subdominant contribution to errors in the
reconstruction.

2.3.2 Predictions for galaxy-cosmic web alignment measurements

Several workers have considered the alignment of galaxies and the cosmic web in sim-
ulations, but thus far observational studies of the galaxy-cosmic web alignment have been
restricted to low redshift (z . 0.5) where sufficiently large galaxy catalogs exist to measure
the cosmic web (Lee & Pen 2002, Lee & Erdogdu 2007, Tempel et al. 2013, Tempel & Libe-
skind 2013, Zhang et al. 2013, 2015, Pahwa et al. 2016; although see Malavasi et al. 2016
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for recent results at 〈z〉 ∼ 0.7). We now consider the prospects for a galaxy-cosmic web
alignment study at z ∼ 2 using the cosmic web from IGM tomography maps and coeval
galaxy samples from space-based or large ground-based telescopes.

First, we estimate the significance of the measured galaxy-eigenvector alignment signal
as a function of the true strength of the galaxy-eigenvector alignment. We describe the PDF
of the true galaxy-eigenvector misalignment angle using Equation 2.7, and thus parameterize
the galaxy-eigenvector alignment strength using the deviation of 〈cos θ〉 from 0.5 (i.e. the
deviation from random alignments):

∆〈cos θ〉 ≡ 〈cos θ〉 − 0.5 (2.9)

Note that the significance of a model with −∆〈cos θ〉 is identical to the significance of a
model with ∆〈cos θ〉 because the spins and eigendirections are headless vectors invariant
under the transformation θ → π − θ. Therefore, we only plot significances as a function of
positive ∆〈cos θ〉.

In Figure 2.6, we show the forecasted significance of the alignment signal between galaxies
and ê1, as a function of the sightline spacing, number of galaxies, expected redshift error, and
errors on the galaxy position angle and inclination. Our fiducial values for these quantities
are 〈d⊥〉 = 2.5 h−1 Mpc, 10000 coeval galaxies, redshift errors of 100 km s−1, and position
angle and inclination errors of 10◦. A different random seed is used in each panel, leading to
very slight differences between the fiducial case in different panels. The 1-σ error on ∆〈cos θ〉
of ∼ 0.01 for the fiducial measurement of alignment with ê1 is somewhat larger than 1-σ
errors from alignment measurements using low-redshift galaxies (∼ 0.005 for similar galaxy
sample sizes in Tempel et al. 2013, Tempel & Libeskind 2013, Pahwa et al. 2016).

Figure 2.6 shows the significance of alignment measurements between galaxy spins and
ê1, ê2, and ê3 as a function of the true alignment strength between galaxy spin and ê1, ê2 and
ê3. Consistent with Figure 2.3, alignments with ê1 and ê3 can be detected at similar levels of
significance, while alignments with ê2 will be detected with somewhat lower significance. We
note that ê2 alignments are detected at similar significance for both 2D and 3D measurements.
We attribute this to redshift-space distortions in the map, which cause ê2 to lie preferentially
in the plane of the sky, because the directions of maximal and minimal compression (ê1 and
ê3) are biased towards the line of sight due to compression and rarefaction from redshift-
space distortions. Measuring alignments between real-space matter density eigenvectors and
redshift-space δrec

F eigenvectors yields a similar reduction between 2D and 3D alignment
measurements for ê1, ê2, and ê3.

Tidal torque theory predicts that galaxy spin is aligned with ê2. Using an analytic
quadratic alignment model (Lee & Pen 2000), Lee & Erdogdu (2007) derive a PDF for
the misalignment angle as a function of c, a correlation parameter ranging from 0 (random
alignments) to 1 (perfect spin-shear alignments). In the limit of small ∆〈cos θ〉, this PDF
can be well approximated by Equation 2.7 via Taylor series expansion. For the fiducial
ê2 alignment measurement we find a 1-σ error on ∆〈cos θ〉 ∼ 0.015, which translates to a
1-σ error on c ∼ 0.08. Previous measurements at low redshift have achieved lower error
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Figure 2.6 : Forecasted significance of the measured galaxy spin-cosmic web alignment as a function
of the true alignment between galaxy spins and the cosmic web. The y-axis indicates the significance
of the measurement in units of σ, while the x-axis indicates the deviation of the true alignment
from random. For all panels except the top left, the galaxy spin axis is misaligned from ê1 by an
angle drawn from Equation 2.7 with 〈cos θ〉 = ∆ cos θ + 0.5. In the top left panel, the galaxy spin
axis is misaligned from either ê1, ê2, or ê3. For all panels, the solid lines refer to 3D measurements
(alignment between eigenvector and 3D galaxy spin inferred from position angle and ellipticity of the
galaxy image) while the dashed lines refer to 2D measurements (alignment between the eigenvector
projected in the plane of the sky and the galaxy position angle). Our fiducial survey has 〈d⊥〉 = 2.5
h−1 Mpc, 10000 galaxies, σv = 100 km s−1, σPA = 10◦, and σi = 10◦. In each panel, we vary exactly
one of these parameters while keeping the others fixed. Top left: Forecasts for alignments between
galaxy spin and ê1, ê2 and ê3. Top center: Forecasts for alignment between galaxy spin and ê1 for
a variety of IGM tomography surveys with different sightline spacings, including a “perfect” survey
where the map is given by δF from the simulation. Vertical lines indicate different alignment models
from simulations, as defined in Table 2.2. Top right: forecasts for alignment between galaxy spin and
ê1 for coeval galaxy samples of different sizes. Bottom left: Forecasts for alignment between galaxy
spin and ê1 for different redshift errors. Bottom center: Forecasts for alignment between galaxy
spin and ê1 for different errors in the galaxy position angle. Bottom right: Forecasts for alignment
between galaxy spin and ê1 for different errors in the inclination. Note that changing the inclination
error does not affect the 2D measurement because it does not incorporate any information from the
inclination.
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Table 2.2 : Summary of alignment models

∆〈cos θ〉 Description Reference

0.009 z ∼ 1.2 alignments between ê1

and galaxy spin from Horizon-
AGN

Codis et al. (2015)

0.020 z ∼ 2.3 alignments between fil-
aments and galaxy spins from
HorizonAGN

Dubois et al. (2014)

0.054 z ∼ 1.05 alignment between ê1

and halo shape (N-body), plus
misalignment between halo shape
and galaxy shape, alignments
extrapolated to z ∼ 2.4 and
Mh ∼ 1012M� assuming align-
ments constant as a function of
Mh

Hahn et al. (2007a), Okumura et al. (2009)

0.092 z ∼ 1.05 alignment between ê1

and halo shape (N-body), plus
misalignment between halo shape
and galaxy shape, alignments
extrapolated to z ∼ 2.4 and
Mh ∼ 1012M� assuming align-
ments constant as a function of
Mh/Mnl

Hahn et al. (2007a), Okumura et al. (2009)

Note. — Alignment models considered in Figure 2.6. See text for details. Each alignment
model is parameterized using Equation 2.7 with 〈cos θ〉 = 0.5 + ∆ cos θ.
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bars: Lee & Pen (2002) find c = 0.28 ± 0.07 5, Lee & Erdogdu (2007) find c = 0.08 ± 0.01,
and Lee & Pen (2007) find c = 0.0 ± 0.05 for red galaxies and c = 0.33 ± 0.07 for blue
galaxies. If c ∼ 0.2− 0.3 at z ∼ 2.4, IGM tomography surveys with 〈d⊥〉 = 2.5 h−1 Mpc and
10000 coeval galaxies will measure this alignment at ∼ 3σ. However, nonlinear evolution
is expected to decrease the alignment between spin and ê2 over time (Porciani et al. 2002),
leading to a larger value of c at high redshift than low redshift. These results suggest that the
combination of galaxy surveys at low redshift and IGM tomography surveys at high redshift
may be able to constrain the redshift evolution of the alignment, providing a rigorous test
of tidal torque theory.

Figure 2.6 shows the importance of varying different parameters of the IGM and galaxy
observations. Varying the sightline spacing from 〈d⊥〉 = 1.4h−1 Mpc to 〈d⊥〉 = 4h−1 Mpc
is equivalent to decreasing the number of sightlines by an order of magnitude. Thus, com-
parison of the top center and top right panels of Figure 2.6 shows that close to the fiducial
sightline spacing of 2.5 h−1 Mpc, increasing the number of coeval galaxies is more important
than increasing the number of background Lyα forest sightlines. However, the measured
significance of the signal drops dramatically for sightline spacings 〈d⊥〉 > 4 h−1 Mpc. This
suggests that a wide-field survey such as PFS is preferable for measuring galaxy-cosmic web
alignments, as it would be best positioned to deliver a large coeval galaxy sample, while
the coarser sightline spacing of 4 h−1 Mpc only modestly lowers the significance compared
to CLAMATO with 〈d⊥〉 = 2.5 h−1 Mpc. However, the poor performance of the 〈d⊥〉 = 6.5
h−1 Mpc survey suggests that PFS will require a supplemental tomography component to
achieve the necessary sightline spacing to detect galaxy-cosmic web alignments.

Varying the fiducial position angle and inclination errors by a factor of two makes rel-
atively little difference for measuring the alignment signal. We also test a model with a
relatively large PA error of 40◦, which may be more representative of the shape errors in
a ground-based survey. In this case, much more of the constraining power comes from the
inclination. If the survey is also unable to recover the inclinations due to large uncertain-
ties in measuring the axis ratio, the significance of the alignment signal drops dramatically.
Therefore, reasonably precise estimates of the position angle (σPA . 30◦) will be necessary
to measure alignments between galaxy spin and the cosmic web.

The impact of spectroscopic redshift errors are quite modest, as Figure 2.6 shows little
difference between a sample with redshift errors ∼ 100 km s−1 (e.g. redshifts measured
from rest-frame optical nebular emission lines) and a sample with redshift errors ∼ 300 km
s−1 (e.g. redshifts measured from rest-frame UV absorption lines). Even grism redshifts
(σv ∼ 500 km s−1) lead to only modest degradation of the alignment signal.

At fixed number density, a redshift error of ∼ 2000 km s−1 from the sample with random-
ized positions leads to a drastic reduction in the constraining power of the survey. However,
photometric samples offer much greater number densities than spectroscopic samples due
to the less stringent observational requirements. In Figure 2.7, we show that alignment
measurements with the “photometric” sample (randomized galaxy positions) require 10000

5Lee & Pen (2002) expresses their result in terms of aT = (3/5)c. See Lee & Pen (2001) for the difference
between aT and c.
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Figure 2.7 : Comparison between spin-cosmic web alignment using galaxies with σv = 100 km s−1

versus σv ∼ 2000 km s−1. The latter redshift errors are substantially smaller than typical redshift
errors for photometric surveys, but are the maximum errors permitted by the size of our simulation
box. We compare samples of 5000, 10000, and 50000 “photometric” galaxies to a baseline survey with
600 spectroscopic galaxies. We use fiducial survey parameters of 〈d⊥〉 = 2.5 h−1 Mpc, σPA = 10◦

and σi = 10◦.

to 50000 galaxies to achieve similar significance to alignment measurements with 600 spec-
troscopic galaxies (σv = 100 km s−1). By comparison, the CLAMATO volume contains
∼ 600 spectroscopic galaxies and ∼ 10000 photometric galaxies. The redshift error of the
randomized sample is considerably smaller than either the photometric redshift accuracy in
COSMOS (∼ 9000 km s−1; Laigle et al. 2016) or optimistic forecasts for tomographic redshift
accuracy (∼ 3000 km s−1; Schmittfull & White 2016), suggesting that spectroscopic galaxy
samples are preferable for measuring spin-cosmic web alignments.

We also explore the possibilities for constraining alignment models based on results
from simulations. Simulations have measured a broad variety of alignments (e.g. between
halo/galaxy spins/shapes and filaments/ê1) across a wide range of redshifts. In general,
simulations have found stronger alignments between halo shapes and the cosmic web than
between halo spins and the cosmic web (Hahn et al. 2007a). While the discussion above is
framed in terms of galaxy spin alignments, ultimately we are measuring the major axis of the
galaxy image, which may be set by either the spin or the shape of the galaxy and ultimately
the dark matter halo. Therefore, we consider alignment models from both galaxy spin and
halo shape.

We use the simulation results of Hahn et al. (2007a) to create an alignment model based
on halo shape. Hahn et al. (2007a) studies the alignment between halo shape and ê1 at z =
0, 0.49, and 1.05. After accounting for the mass dependence by scaling by the mass scale of
nonlinear collapse M∗(z) they find no additional redshift dependence.
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We extrapolate the results of Hahn et al. (2007a) to z ∼ 2.3 to create an alignment
model. Hahn et al. (2007a) parameterizes the mass dependence of their result using Mh/M∗
whereM∗ is the mass for which a 1-σ fluctuation reaches the threshold for spherical collapse,
δc = 1.686. At z ∼ 2.3, the typical halo (Mh ∼ 1012M�) in the coeval galaxy sample has
M & 100M∗, leading to an extremely strong alignment signal, median cos θ = 0.78 (〈cos θ〉
= 0.73 assuming the PDF follows Equation 2.7). More conservatively, it is possible that
above z ∼ 1.05 the alignment signal is constant with Mh rather than Mh/M∗. In this case,
the typical halo detected in our galaxy sample has M ∼ 10M∗,z=1.05, leading to a slightly
weaker median cos θ = 0.7 (〈cos θ〉 = 0.64) between ê1 and halo shape. To translate from halo
shape alignments to galaxy shape alignments, we use the halo-galaxy misalignment model
of Okumura et al. (2009), a Gaussian distribution of halo-galaxy misalignment angles with
dispersion 35◦. We find ∆〈cos θ〉 = 0.092 (0.054) for the Hahn et al. (2007a) model using
Mh/M∗ (Mh) to determine alignments.

In contrast to the shape measurements, several workers have measured alignments be-
tween galaxy spins and the cosmic web using hydrodynamic simulations of the galaxies.
These include Codis et al. (2015), who measure alignments between galaxy spin and ê1 at
z ∼ 1.2, finding ∆〈cos θ〉 = 0.009. Similarly, Dubois et al. (2014) measure alignments be-
tween galaxy spin and filaments for galaxies between z ∼ 1.2 and z ∼ 3 and find ∆〈cos θ〉
= 0.02. These alignments are similar to alignments inferred from simulations of halo spin-
cosmic web alignments (Hahn et al. 2007a, Trowland et al. 2013) with a galaxy-halo spin
misalignment following Bett (2012). The spin-web alignment is considerably weaker than
the shape-web alignment, consistent with results from dark matter halos (Hahn et al. 2007a)
and possibly related to stronger shape-cosmic web alignments for early-type than late-type
galaxies observed at low redshift (Tempel & Libeskind 2013, Pahwa et al. 2016) and the
considerably stronger intrinsic alignments observed for early-type than late-type galaxies
(Joachimi et al. 2013, Mandelbaum et al. 2006).

Figure 2.6 shows that IGM tomography surveys in tandem with wide-field galaxy surveys
would be able to detect or rule out alignment models based on halo shape (e.g. from Hahn
et al. (2007a) at high significance. Even the combination of the CLAMATO survey and
zCOSMOS galaxy survey (with Ngal ∼ 600 over the V ∼ 106 h−3Mpc3 CLAMATO volume
at 2.1 < z < 2.5) will be sufficient to detect or rule out the most aggressive alignment models
based on halo shape at ∼2-3 σ. However, more realistic models with smaller alignments will
require an order of magnitude more coeval galaxies for detection at a similar level. Figure 2.6
also shows that ground-based imaging should be sufficient to measure galaxy spins as long
as position angles can be measured with an error . 20◦.

Additional measurements besides spin-eigendirection correlations may yield further inde-
pendent information. For instance, IGM tomography will be able to identify a large number
of voids (Stark et al. 2015), allowing measurement of the void-spin correlation (e.g. Trujillo
et al. 2006, Slosar & White 2009, Varela et al. 2012). We can also use the eigenvalues to
partition our map into voids, sheets, filaments, and nodes (Lee & White 2016) and measure
spin-ê1 alignments only in filaments, or spin-ê3 alignments only in sheets, where they may
be strongest (e.g. Hahn et al. 2007a).
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2.4 Conclusions
Intrinsic alignments between galaxies and the underlying cosmic web have been predicted

from both DM-only and hydrodynamical simulations, several of which predict increasing
alignment strength at higher redshift (z & 1). At these redshifts, it becomes increasingly
expensive to obtain spectroscopic redshifts with sufficiently high number densities to trace
the cosmic web. Recently, tomographic reconstruction of the IGM as traced by high area
densities of Lyman-α forest sightlines has emerged as a promising method to map the cosmic
web at z ∼ 2− 3.

In this paper, we studied the feasibility of IGM tomographic surveys, in conjunction with
coeval galaxy redshift samples with measured structural parameters, to place constraints
on galaxy-cosmic web alignments at z ∼ 2.5. Using detailed hydrodynamical simulations
based on the Nyx code, we first generated realistic mock data sets reflecting both ongoing
and future IGM tomography surveys. The galaxy spin or shape distributions were ‘painted
on’ with respect to the underlying matter tidal tensor field using a simple alignment model
parameterized by ∆〈cos θ〉, i.e. the non-random excess alignment of the galaxies with respect
to the eigenvectors of the matter tidal tensor. Future studies of galaxy-cosmic web alignments
at z ∼ 2 will benefit greatly from simulations combining both realistic IGM physics and
galaxy formation (e.g. future versions of the Nyx simulations used in this paper).

First, we showed that IGM tomography with sightline separations of 〈d⊥〉 ≤ 5h−1 Mpc
should be able to recover the eigenvectors of the tidal tensor, ê1, ê2, and ê3, as determined
from the large-scale distribution of matter in the universe (smoothed on 2h−1 Mpc scales).
The mean dot products between the eigenvectors as determined by the matter field and the
eigenvectors from a mock observation with sightline spacing 2.5 h−1 Mpc, similar to the on-
going CLAMATO survey, are [0.815, 0.722, 0.838] for [ê1, ê2, ê3]. This builds on our previous
result showing that IGM tomography can recover eigenvalue cosmic web classifications with
a fidelity similar to z . 0.7 surveys (Lee & White 2016).

We then compared the eigenvectors recovered from the IGM tomography with the spins
or shapes in coeval galaxy samples as a function of the alignment strength ∆〈cos θ〉, and
also considered the effect of uncertainties in the measurement of the galaxy position angles,
inclinations, and redshift estimation. The largest factor in our ability to constrain the galaxy-
cosmic web alignments is the size of the galaxy sample. Assuming a fiducial mean sightline
separation of 〈d⊥〉 = 2.5h−1 Mpc, redshift errors of σv = 500 kms−1, as well as errors of
σPA = 10◦ and σi = 10◦ in the galaxy position angles and inclinations, respectively, we find
that the ongoing CLAMATO Survey on the Keck-I Telescope6, in conjunction with ∼ 600
coeval galaxies from zCOSMOS-Deep and other spectroscopic surveys, should be able to
place ∼ 3σ limits on the most extreme alignment models with ∆〈cos θ〉 ∼ 0.1 within the
next few years. For most alignment models with ∆〈cos θ〉 < 0.05, however, coeval samples
of at least several thousand galaxies with spectroscopic redshifts would be needed to make
a ∼ 3 − 4σ detection. These results are not very sensitive to the mean sightline separation

6Comoving volume of V ∼ 106 h−3 Mpc3 over 2.1 < z < 2.5 within the central square degree of the
COSMOS Field.
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of the IGM tomography survey so long as 〈d⊥〉 . 5h−1 Mpc, nor on the accuracy of the
galaxy structural parameters, although space-based imaging or very good quality ground-
based imaging (< 0.5 arcsec seeing) would be desirable for the latter. We find that alignment
measurements using photometric redshifts will require samples at least 20 times larger than
spectroscopic redshift samples, indicating that spectroscopic samples are preferable.

Since the primary limitation for this alignment measurement is the size of available
galaxy redshift samples at z ∼ 2.5, a relatively wide/shallow strategy would be optimal:
at fixed survey magnitude, the galaxy sample size Ngal scales linearly with telescope time
by expanding survey area. On the other hand, increasing Ngal by increasing survey depth
within a small survey area would require exponential increases of telescope time. Since the
tidal tensor eigenvector recovery does not degrade much with slightly coarser tomographic
reconstructions relative to the fiducial 2.5h−1 Mpc sightline spacing in CLAMATO, this
argues that near-future wide-field instruments, i.e. Subaru PFS, which cover much larger
areas than CLAMATO with the concomitantly larger Ngal, will deliver significantly improved
spin-cosmic web or shape-cosmic web constraints. However, we did find a mean spacing of
〈d⊥〉 < 5h−1 Mpc is required for the Lyα forest sightlines, above which the eigenvector
recovery degrades considerably. Since the 2 < z < 3 LBG component currently planned
for the ∼ 20 − 30 sq deg PFS Galaxy Evolution Survey leads to a “free” IGM tomographic
map with 〈d⊥〉 ∼ 6.5h−1 Mpc, we advocate supplemental PFS spectroscopy to boost the
sightline sampling to 〈d⊥〉 ≈ 4h−1 Mpc. Based on the calculations of Lee et al. (2014a), this
should require ∼ 5 − 6 hrs of additional exposure time per field, or ∼ 20 nights over ∼ 25
sq deg (including weather/seeing overheads). Such a program, along with the ∼ 10, 000
coeval galaxies also from PFS, should allow 3σ limits on alignments down to ∆〈cos θ〉 ≈
0.03. Constraints on even smaller ∆〈cos θ〉, at the levels predicted by, e.g. Codis et al.
(2015), would require even more ambitious surveys. However, it is conceivable that a new
generation of massively-multiplexed wide-field spectrographs on >10m-class telescopes could
be available by the early 2030s (McConnachie et al. 2016, Dodelson et al. 2016, Najita et al.
2016), in time to provide priors on the intrinsic alignment systematics for the final LSST
tomographic weak lensing analyses.
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Chapter 3

Alignment between filaments and galaxy
spins from the MaNGA integral-field
survey

Abstract
Halos and galaxies acquire their angular momentum during the collapse of surrounding

large-scale structure. This process imprints alignments between galaxy spins and nearby
filaments and sheets. Low mass halos grow by accretion onto filaments, aligning their spins
with the filaments, whereas high mass halos grow by mergers along filaments, generating
spins perpendicular to the filament. We search for this alignment signal using filaments
identified with the “Cosmic Web Reconstruction” algorithm applied to the Sloan Digital Sky
Survey Main Galaxy Sample and galaxy spins from the MaNGA integral-field unit survey.
MaNGA produces a map of the galaxy’s rotational velocity, allowing direct measurement of
the galaxy’s spin direction, or unit angular momentum vector projected onto the sky. We find
no evidence for alignment between galaxy spins and filament directions. We do find hints
of a mass-dependent alignment signal, which is in 2-3σ tension with the mass-dependent
alignment signal in the MassiveBlack-II and Illustris hydrodynamical simulations. However,
the tension vanishes when galaxy spin is measured using the Hα emission line velocity rather
than stellar velocity. Finally, in simulations we find that the mass-dependent transition from
aligned to anti-aligned dark matter halo spins is not necessarily present in stellar spins: we
find a stellar spin transition in Illustris but not in MassiveBlack-II, highlighting the sensitivity
of spin-filament alignments to feedback prescriptions and subgrid physics.

3.1 Introduction
Dark matter protohalos acquire their angular momentum through tidal torquing by neigh-

boring large scale structure (Peebles 1969, Doroshkevich 1970, White 1984). In the linear
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regime, angular momentum grows linearly with time and is aligned along the intermediate
eigenvector of the tidal tensor (i.e. the traceless part of the Hessian of the potential Φ).
However, tidal torque theory is only qualitatively correct in the nonlinear regime, as non-
linear evolution significantly weakens the spin alignment (Porciani et al. 2002) and drives
alignments with other preferred directions. In the Zel’dovich picture of structure forma-
tion, collapse occurs sequentially along the eigenvectors of the tidal tensor (Zel’dovich 1970),
forming anisotropic structures such as sheets (one direction of collapse and two of expansion)
and filaments (two directions of collapse and one of expansion). Halos in filaments therefore
acquire spin parallel to the filament, as matter collapses and rotates in the plane perpen-
dicular to the filament (Pichon et al. 2011, Codis et al. 2012). N-body and hydrodynamic
simulations have confirmed this result for low-mass halos (M . 1012 M�), while finding that
mergers align high-mass halo spins perpendicular to filaments by converting motion along
the filament into spin (Bailin & Steinmetz 2005, Aragón-Calvo et al. 2007, Hahn et al. 2007a,
Codis et al. 2012, Trowland et al. 2013, Aragon-Calvo & Yang 2014, Dubois et al. 2014, Codis
et al. 2015, Ganeshaiah Veena et al. 2018, Wang & Kang 2018, Wang et al. 2018).

Observations probe the spin of baryons within the galaxy rather than the spin of dark
matter in the host halo. Initially, the baryons and dark matter share the same angular
momentum distribution and the baryons conserve angular momentum as they collapse, cre-
ating a rotation-supported disk (Fall & Efstathiou 1980, Blumenthal et al. 1986, Mo et al.
1998). The size and profile of the baryonic disk, as computed from the angular momentum
profile and dimensionless spin λ of halos in N-body simulations, are roughly consistent with
observations (Fall 1983, Bullock et al. 2001). This simple picture cannot be correct in detail,
however, since the baryons are subject to different physical processes than the dark matter,
including dissipation, disk instabilities, and feedback-driven outflows (Danovich et al. 2015).
These processes lead to misalignments between the spins of the dark matter and the baryons
(van den Bosch et al. 2002, Bett 2012). As a result, the mass-dependent alignment transition
found in simulations, which typically use gravity-only N -body codes (but see Dubois et al.
2014, Codis et al. 2015, Wang et al. 2018; for spin-filament alignments in hydrodynamic
simulations), may not be present in observations or hydrodynamic simulations of galaxy
alignments.

Alignments between galaxy spins and large-scale structure have been measured using
imaging to infer the galaxy’s inclination and spin axis from its the axis ratio and position
angle. At z ∼ 0, studies have found suggestive but ultimately not significant evidence
for correlations between the chirality of neighboring galaxy spins (Slosar et al. 2009, Lee
2011, Andrae & Jahnke 2011). Studies of alignments between galaxy spins and large-scale
structure have reached conflicting conclusions. Early studies from small galaxy samples in
photographic plate surveys yielded weak and conflicting results (Gregory et al. 1981, Dekel
1985, Cabanela & Aldering 1998; and references therein). More recent results from larger
samples suggested that spiral galaxies are aligned along the intermediate axis of the tidal
tensor, in accord with predictions from tidal torque theory (Lee & Pen 2002, Lee & Erdogdu
2007), and are therefore aligned perpendicular to filaments (Jones et al. 2010, Zhang et al.
2015). However, a number of studies within the past few years have found little support for
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tidal torque theory predictions and instead suggest that low-mass spiral spins are parallel
to filaments while higher mass elliptical or lenticular spins are perpendicular to filaments
(Tempel et al. 2013, Tempel & Libeskind 2013, Pahwa et al. 2016).

Alignments between galaxy spins are of particular interest as they are a major source of
systematic error for weak lensing shear measurements, particularly for upcoming missions
such as LSST (LSST Science Collaboration et al. 2009), WFIRST (Spergel et al. 2015) and
EUCLID (Laureijs et al. 2011) that aim to measure the dark energy equation of state (Bridle
& King 2007, Kirk et al. 2012). For disk galaxies, galaxy ellipticities arise from galaxy spins
and are quadratic in the tidal field under tidal torque theory (Lee & Pen 2000, Catelan et al.
2001), while for elliptical galaxies, ellipticity arises directly from stretching by tidal fields
and is linearly related to the tidal field (Hirata & Seljak 2004). As a result, measurements
of alignments between galaxy spins and the surrounding tidal field or large-scale structures
(clusters, filaments, sheets and voids) can inform physical models of intrinsic alignments,
particularly for disk galaxies, whose intrinsic alignment remains poorly constrained (Hirata
et al. 2007, Mandelbaum et al. 2011).

We measure spin-filament alignments using galaxy spins determined from integral-field
kinematics rather than from galaxy imaging. Our method is complementary to imaging-
based spin measurements, as it has very different sources of systematic error. Galaxies often
have low-surface brightness features such as spiral arms or tidal tails, and therefore the
galaxy shape may depend strongly on the measurement method, e.g. which isophote is used
(see Fig. 1 in Kirk et al. 2015). Similarly, galactic bulges can bias shape measurements
even for very late-type galaxies (Andrae & Jahnke 2011). While careful modelling including
bulge/disk decomposition can alleviate this bias (e.g. Tempel et al. 2013, Tempel & Libeskind
2013), using kinematics to measure galaxy spin eliminates the need for complex models of
galaxy morphology and their associated uncertainty.

In this paper, we measure the alignment between filaments identified in the SDSS Main
Galaxy Sample and galaxy spins measured from MaNGA kinematics. We use the filament
catalog of Chen et al. (2016), which finds filaments as ridges in the density field using the
subspace-constrained mean-shift algorithm (Section 5.2). We find no preference for spin-
filament alignments in our overall sample of ∼2700 galaxies, and we validate our results by
finding similar alignments between galaxies and the Bisous model filaments of Tempel et al.
(2014) (Section 6.6). We compare our results to spin-filament alignments in hydrodynamical
simulations by measuring the mass-dependence of the alignment signal, and find 2-3σ tension
when using spins measured from the stellar continuum, but no tension when using spins
measured from the Hα emission line (Section 3.4). Finally, we compare our results to previous
findings and conclude in Section 6.8.

In this paper we use a flat ΛCDM cosmology with Ωm = 0.3 and h = 0.7. We convert all
masses to M� for inter-comparison between observations and simulations.
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3.2 Methods and Data

3.2.1 Filament finder

A variety of methods have been used to find filaments in observations and simulations,
including approaches identifying filaments as eigenvectors of the deformation tensor (Hahn
et al. 2007a, Jasche et al. 2010), velocity shear tensor (Libeskind et al. 2013), or Hessian
of the density field (Aragón-Calvo et al. 2007); identification of filaments as ridges in the
density field (Sousbie et al. 2008, Chen et al. 2015); and searches for cylindrical arrangements
of galaxies (Tempel et al. 2014). For a comprehensive overview, see Cautun et al. (2014).

We use the publicly available Cosmic Web Reconstruction filament algorithm1 (Chen
et al. 2016) to identify filaments in the SDSS Main Galaxy Sample. This filament finder
identifies filaments as curves in two-dimensional (α, δ) slices of width δz = 0.005 ∼ 20 Mpc.
This yields a well-defined orientation for every point on the filament and makes it easy to
cross-correlate with the spin of nearby galaxies. The filament finder is explained in detail
in Chen et al. (2015), so we only provide a brief description here. Our filament catalog
differs slightly from the publicly available catalog of Chen et al. (2015), as it extends to
lower redshift and uses slightly different thresholding to remove noisy filaments.

The filament finder operates on a smoothed density field created from the positions of
galaxies in the SDSS Main Galaxy Sample (Blanton et al. 2005) and the LOWZ and CMASS
samples from BOSS (Alam et al. 2015), with a redshift-dependent Gaussian smoothing kernel
that ranges between 5 and 10 Mpc (Fig. 6 in Chen et al. 2016). It identifies filaments as
density ridges of the smoothed density field, or local maxima along the second eigenvector
of the Hessian of the density field.

The filament finder uses two-dimensional slices of width δz = 0.05 (cδz = 1500 km s−1

∼ 20 Mpc); in each slice, it finds filaments in an equirectangular projection of equatorial
coordinates (α, δ) using only galaxies in the North Galactic Cap (Figure 3.1). We find
filaments between z = 0.02 and z = 0.15, with the lower limit set by the sparsity of SDSS
galaxies at z < 0.02 and the upper limit set by the maximum redshift of MaNGA galaxies
(z = 0.15). At these redshifts the filament finder primarily uses galaxies from the Main
Galaxy Sample. We eliminate galaxies in the 10% least dense environments, defined using
the distance to the 30th-nearest neighbor. This eliminates noisy filaments from very low-
density regions without removing too many filaments. Varying the thresholding criteria does
not qualitatively change the results in Table 3.1.

We define the filament orientation at each point as the first principal component of
the covariance matrix of the positions of the ten nearest neighbor points. We estimate
the uncertainty on the filament directions at each point by measuring the local filament
orientation for 100 bootstrap resamples of the filament catalog.

Filaments are identified in 2D rather than 3D for ease of interpretation: collapsing along
the line of sight eliminates spurious filaments created by redshift-space distortions and al-
lows us to better model the strong redshift dependence of galaxy density, which requires a

1https://sites.google.com/site/yenchicr/

https://sites.google.com/site/yenchicr/
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redshift-dependent smoothing length (Chen et al. 2016). Furthermore, previous work mea-
suring three-dimensional spin-filament alignments has found that line of sight biases in both
galaxy spins and filaments creates strong spurious alignment signals which must be corrected
(Tempel et al. 2013, Tempel & Libeskind 2013). From simulations, we expect that using 2D
rather than 3D filaments reduces our signal by ∼ 40% (Appendix 3.B); thus we believe the
moderate loss in signal is worth the substantial reduction in systematic errors.

In Figure 3.1 we plot the MaNGA galaxy sample (with z > 0.02 and distance to filament
dF < 40 Mpc) and the Cosmic Web Reconstruction filaments in four redshift slices: z =
0.02 − 0.025, the lowest-redshift slice, and the slices containing the three quartiles of the
redshift distribution, z = 0.025 − 0.03, 0.035 − 0.04 and 0.055 − 0.06. In Figure 3.1, most
galaxies are clearly closest to a single filament, indicating that confusion between filaments
will not contribute significantly to noise in the measurement.

To check our results, we measure alignments with the Tempel et al. (2014) filament
catalog2, which was also derived from galaxies in the SDSS Main Galaxy Sample, with
0.009 < z < 0.155. Tempel et al. (2014) use a very different method from Chen et al. (2015):
they find filaments using the Bisous model, a marked point process model which fits the
galaxy data to a filamentary network composed of connected cylinders of fixed width. They
find filaments in three dimensions, suppressing peculiar velocities by estimating the velocity
dispersions for galaxy groups. We measure alignments using galaxies within 20 h−1 Mpc
of filaments and with a velocity-corrected distance from the Tempel et al. (2014) catalog,
yielding a sample of 3028 galaxies. For each galaxy, we consider its alignment with the plane-
of-sky projection of the nearest Tempel et al. (2014) filament. We compare the Tempel et al.
(2014) and Chen et al. (2015) filaments in Figure 3.1; Tempel et al. (2014) identify signifi-
cantly smaller-scale filaments, but on larger scales both methods recover similar filaments.
Despite the substantial methodological differences between the two filament finders, we find
largely similar alignments (Section 6.6).

3.2.2 MaNGA galaxies

Mapping Nearby Galaxies at Apache Point Observatory (MaNGA) is an integral-field
survey that aims to obtain spectra of 10,000 nearby galaxies (Bundy et al. 2015). It began
in July 2014 as part of SDSS-IV (Blanton et al. 2017) and is planned to continue until
2020. MaNGA uses the 2.5-m SDSS telescope at Apache Point Observatory in New Mexico
(Gunn et al. 2006) and the dual fiber-fed BOSS spectrographs (Smee et al. 2013), but rather
than allocating a single fiber per galaxy like previous SDSS surveys, each plate contains
17 pluggable Integral Field Units, each of which consists of hexagonal bundles containing
between 19 and 127 fibers with typical spatial resolution of 2.5” or 1.8 kpc at z = 0.03 (Drory
et al. 2015). The dual spectrograph design enables a wavelength coverage of 3600–10000 Å
with a velocity resolution of 70 km s−1 (Smee et al. 2013). Typical exposure times of 3 hours

2 Available on Vizier, http://vizier.cfa.harvard.edu/viz-bin/VizieR?-source=J/MNRAS/438/
3465, including a filament catalog; catalog of filament points; and catalog of all galaxies used to construct
the filament catalog and their velocity-corrected distances.

http://vizier.cfa.harvard.edu/viz-bin/VizieR?-source=J/MNRAS/438/3465
http://vizier.cfa.harvard.edu/viz-bin/VizieR?-source=J/MNRAS/438/3465
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Figure 3.1 : Upper four panels: MaNGA galaxies (red) located within 40 Mpc of Cosmic Web
Reconstruction filaments (blue) and Tempel et al. (2014) Bisous filaments (green). Slices were
chosen as the lowest redshift slice with filaments (z = 0.02) and the three quartiles of the MaNGA
galaxy redshift distribution (z = 0.027, 0.036, and 0.052). Gray circles indicate MaNGA plates
released with MPL-6. Lower panel: Comparison between galaxy spins (red lines) and Cosmic Web
Reconstruction filaments (blue lines) for a section of the sky at z = 0.025− 0.03.
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ensured S/N of 5 at the outskirts of targeted galaxies, and much greater towards the center
(Law et al. 2015). Spectrophotometric calibration is accurate to < 5% (Yan et al. 2016b)
and the data reduction pipeline is described in Law et al. (2016).

The MaNGA targeting sample consists of 10,000 galaxies with 0.01 < z < 0.15 (median
z ∼ 0.03). The sample was chosen to have a flat number density distribution in absolute
i-band magnitude Mi while maximizing the spatial resolution and ensuring IFU coverage to
a few times the half-light radius Re (Yan et al. 2016a). As a result, stellar mass is highly
correlated with redshift for the MaNGA sample, since galaxies of a given mass (and thus
radius) are preferentially targeted at a redshift where the IFUs cover a few Re (Figure 3.2).
The double-peaked redshift-mass distribution is a result of the two-tiered MaNGA selection
process, consisting of the Primary sample with coverage to 1.5Re and the Secondary sample
with coverage to 2.5Re. Galaxies are assigned to plates via a tiling algorithm that is unbiased
with respect to environment, and to IFUs in a way that maximizes the number of galaxies
covered to the appropriate radius (1.5 Re for Primary sample and 2.5 Re for the Secondary
sample).

We use the MPL-6 data release of MaNGA with v2_3_1 of the Data Reduction Pipeline
and v2.1.3 of the Data Analysis Pipeline. MPL-6 contains 4687 galaxy data cubes observed
between March 2014 and July 2017, of which 70 are repeat observations. We subsequently
reduce our sample to 2736 galaxies via a variety of quality cuts. We remove 85 galaxies with
the the CRITICAL DRP3QUAL maskbit set, which indicates a variety of problems ranging
from unmasked cosmic rays to IFUs partially falling out of the plate; 426 galaxies targeted
as part of ancillary programs, which lack well-defined selection weights; 393 galaxies with
z < 0.02; and 478 galaxies lying beyond the 40 Mpc radius of influence for galaxy-filament
alignments found in Chen et al. (2019). Finally, we remove galaxies with poorly measured
spins (see Section 3.2.3): 19 galaxies lacking a sufficient number of points to fit a spin; 170
galaxies with multiple galaxies inside the IFU (Figure 3.4); and 858 galaxies with position
angle error > 5◦, which we find by visual inspection to generally have poorly-defined spins.

We weight each galaxy to create a volume-limited sample (Wake et al. 2017) that is ap-
propriate to compare to simulations. Specifically, we weight each galaxy by the “esrweights”
(Equation A12 in Wake et al. 2017), the effective volume over which it could have been
observed. The weights are necessary because MaNGA is not a volume-limited sample; the
flat distribution in Mi leads to to biases towards higher luminosity at fixed mass, biasing
galaxy colors and inclinations (Wake et al. 2017). All results in Sections 6.6 and 3.4 use
weighted mean dot products and bootstrap resampling to compute the standard error of the
weighted means.

The MaNGA sample is complete to log (M?/M�) = 9.61 for the Secondary sample
and log (M?/M�) = 9.10 for the Primary sample (Wake et al. 2017); thus, we require
log (M?/M�) > 9.6 for comparison to mass-dependent alignment in simulations (Section 3.4),
limiting this comparison to 2551 galaxies. Additionally, the Secondary sample is incomplete
for highly inclined galaxies slightly above log (M?/M�) = 9.61 (Wake et al. 2017), although
such galaxies only constitute a small portion of the sample in the lowest mass bin.

Gross galaxy properties such as absolute magnitude, color, stellar mass, and photometric
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Figure 3.2 : Redshift (top) and stellar mass (bottom) distributions of the MaNGA sample of 2736
galaxies (selected according to criteria in Section 3.2.3).

shape are extracted from the MaNGA targeting catalog, v1_0_1 of the NASA-Sloan Atlas
(Blanton et al. 2011). This catalog is superior to the SDSS catalog for photometry of
bright extended galaxies. We use magnitudes and stellar masses from elliptical Petrosian
photometry, recommended as the most reliable photometry in the catalog3. We use the
Sersic photometry for axis ratios and photometric position angles. The stellar masses and
star formation rates are calculated using the k-correct code (Blanton et al. 2003) with
a Chabrier (2003) initial mass function. In Figure 3.2, we show the redshift and mass
distribution of the final sample of 2736 galaxies.

We use Galaxy Zoo for morphological classification (Lintott et al. 2011), matching each
MaNGA galaxy to the nearest Galaxy Zoo source within 0.5”. The Galaxy Zoo catalog gives
a probability that each galaxy is a spiral (clockwise or counter-clockwise), elliptical, edge-on,

3See http://www.sdss.org/dr13/manga/manga-target-selection/nsa/

http://www.sdss.org/dr13/manga/manga-target-selection/nsa/
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merger or unknown morphology. To study the morphological dependence of spin-filament
alignments, we only use galaxies with a > 50% probability of any single classification. Edge-
on galaxies are defined as galaxies with axis ratio r < 0.3 rather than using Galaxy Zoo,
since Galaxy Zoo classifies any galaxy with spiral structure as a spiral even if it is nearly
edge-on. Our final sample therefore contains 1039 elliptical galaxies, 676 spiral galaxies, and
344 edge-on galaxies, with the rest unclassified.

We use the stellar velocity maps produced by the Data Analysis Pipeline (DAP) for MPL-
6 (Westfall et al., in prep), which uses the penalized-pixel fitting method (pPXF) (Cappellari
& Emsellem 2004) to determine kinematic parameters. For the spectrum in each spaxel, the
DAP first fits the stellar continuum using the MILES stellar library (Sánchez-Blázquez et al.
2006) and masking emission lines. Emission lines are subsequently fit, fixing the stellar
continuum to the previously-determined best-fit values.

To check the robustness of our results, we measure galaxy spins from both the stellar
continuum and the Hα emission line velocity maps. We apply the same fitting methods (Sec-
tion 3.2.3) to both velocity maps. These measurements trace different physical components
of the galaxy: the stellar continuum traces the stars while the emission line traces the gas.

3.2.3 Galaxy spins

We determine the spin vector for each galaxy by measuring the kinematic position angle
using integral-field data from the MaNGA survey. Specifically, the plane-of-sky projection of
the spin vector is perpendicular to the kinematic position angle (Figure 3.3). For each galaxy
we determine a single global position angle (and thus spin direction) from the full datacube.
We apply the FIT_KINEMATIC_PA routine (Krajnović et al. 2006) to determine the
kinematic position angle for each galaxy from the stellar velocity maps, using velocities from
the unbinned spaxels (see Appendix 3.A for further details). Our method is necessarily two-
dimensional, consistent with our two-dimensional filament finder. In accordance with the
two-dimensional nature of our measurement, hereafter we refer to the plane-of-sky projection
of the spin as the galaxy spin vector. While the three-dimensional spin could be estimated
using the galaxy’s axis ratio to find the inclination (Haynes & Giovanelli 1984), this method
requires an estimate of the galaxy’s intrinsic thickness; assumes that the galaxy’s shape can
be approximated by an oblate spheroid, which may not be valid for elliptical galaxies; and
could be biased by the isophote used or the presence of a galactic bulge (Andrae & Jahnke
2011, Kirk et al. 2015). Moreover, estimating the three-dimensional spin from the galaxy’s
shape necessarily leads to anisotropic errors between the plane of sky and the line of sight and
potentially an inhomogeneous distribution of inclinations (e.g. Tempel et al. 2013, Tempel
& Libeskind 2013).

We show 6 randomly selected fits in Figure 3.3. The output of FIT_KINEMATIC_PA
agrees well with the position angle one would identify by eye. However,
FIT_KINEMATIC_PA fails in cases where there are multiple kinematically-distinct galax-
ies in the IFU. In these cases, FIT_KINEMATIC_PA spuriously identifies the line con-
necting the galaxies as the position angle (Figure 3.4). We identify these cases by searching
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for galaxies with multiple SDSS r < 20 sources located within the IFU and visually inspect
each image to distinguish contaminants from foreground stars, background galaxies, and
errors in SDSS photometry. We find and exclude 171 galaxies with spurious fits due to
multiple kinematically-distinct galaxies in the IFU.

Visual inspection shows that the velocity maps become increasingly noisy, with poorly
defined rotation, when σPA > 5◦. As a result, we remove these 858 galaxies from our
measurement. Using a stricter cut of σPA < 3◦ changes the results presented in Table 3.1 by
. 1σ.

In the bottom panel of Figure 3.1, we plot galaxy spin vectors and filaments for a small
region of the sky at z = 0.025 − 0.03 to illustrate the alignment measurement. We are
searching for a weak alignment identifiable statistically but not visually.

In Figure 3.5, we show that the measurement errors on the filaments (blue) dominate
the errors on the galaxy position angles (red). We also plot the distribution of stellar minus
emission line position angle; since this dispersion is the quadrature sum of the measurement
error on the position angle and the true dispersion between the stellar and emission line
spins, it provides an upper bound on the position angle error. This dispersion is still smaller
than the filament error, showing that the filament error must be greater than the position
angle error.

3.2.4 Mock spins and filament catalogs from hydrodynamical sim-
ulations

We compare our results to galaxy alignments measured in two publicly available cosmo-
logical hydrodynamical simulations, MassiveBlack-II4 (Khandai et al. 2015) and Illustris-15

(Vogelsberger et al. 2014, Nelson et al. 2015). Since the spin-filament alignment signal is
quite subtle, we require large box hydrodynamical simulations (L & 100 Mpc).

MassiveBlack-II is a cosmological simulation run using the smoothed particle hydrody-
namics code GADGET in a 100 h−1 Mpc box with Ωm = 0.275, h = 0.704, and σ8 = 0.816
(Khandai et al. 2015). The simulation contains 2×17923 particles, with dark matter particle
mass of 1.1 × 107h−1M� and gas particle mass 2.2 × 106h−1M�. MassiveBlack-II includes
subgrid models for star formation and black hole feedback. Star formation occurs according
to the multiphase model of Springel & Hernquist (2003), and young stars and supernovae
provide feedback by heating the Gas is accreted onto black holes following Bondi accretion,
limited to twice the Eddington accretion rate, and 5% of the energy radiated by the ac-
creting black hole is deposited as feedback. Halos are identified using a friends-of-friends
algorithm with linking length b = 0.2, and subhalos are identified using SUBFIND. Halos
and subhalos are required to have at least 40 dark matter and gas particles; therefore, the
stellar mass limit of the simulation is 1.26× 108M�.

In MassiveBlack-II, the spin for each galaxy is defined as the unit stellar angular momen-
4http://mbii.phys.cmu.edu/
5http://www.illustris-project.org/data/

http://mbii.phys.cmu.edu/
http://www.illustris-project.org/data/
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Figure 3.3 : 6 randomly selected galaxies with stellar velocity maps and FIT_KINEMATIC_PA
fits. The best-fit kinematic position angle is the thick green line and the spin vector is the dashed
black line. The thin green lines (often obscured by the thick green line) show the 1-σ uncertainty
on the position angle. The title gives the plate and IFU ID uniquely identifying each observation
and the error on the PA in degrees.
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Figure 3.4 : 3 randomly selected cases with multiple galaxies inside the IFU. Panels on the left show
the stellar velocity maps and FIT_KINEMATIC_PA fits. Panels on the right show the SDSS
image with the MaNGA IFU overlaid. Although the fitting errors on these galaxies are formally
smaller than the cutoff for poorly measured spins (error > 5◦), it is clear from comparison to the
SDSS images that the fit is spurious due to multiple galaxies in the IFU.
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Figure 3.5 : Comparison between the error on the filament angle nearest to each galaxy (blue), the
error on the stellar position angle (red), and the dispersion between the stellar position angle and
the emission line position angle (black).
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tum vector. Galaxy spins are only computed for subhalos with at least 1000 dark matter
and star particles. This corresponds to a stellar mass limit of log (M?/M�) = 9.5 for the
sample with measured spins; thus, the spin subsample is complete for the mass range of the
MaNGA sample (log (M?/M�) > 9.6), confirming the validity of comparing data to simula-
tions over this mass range. We also consider alignments between filaments and gas spins in
MassiveBlack-II, where gas spins are computed for subhalos with at least 1000 gas particles.

Illustris-1 is run using the moving-mesh code AREPO in a 75 h−1 Mpc box with 18203

gas and dark matter particles each for a dark matter particle mass of 6.3× 106M� and a gas
particle mass of 1.3× 106M�. Subhalos are required to have at least 20 particles6; therefore,
the stellar mass limit is 2.6 × 107M�. The cosmological parameters are Ωm = 0.2726,
h = 0.704, and σ8 = 0.809. The subgrid physics is described extensively in Vogelsberger
et al. (2013) and is similar to the subgrid physics in MassiveBlack-II, but somewhat more
elaborate: Illustris-1 uses variable wind speeds and mass loading in the Springel & Hernquist
(2003) galactic wind model, and Illustris-1 includes radio-mode AGN feedback as well as
quasar-mode feedback.

Halos in Illustris-1 are identified using a friends-of-friends algorithm with linking length
b = 0.2 on the dark matter particles, and subhalos are subsequently identified using SUB-
FIND. For both MassiveBlack-II and Illustris, the masses quoted in this paper (both dark
matter and stellar) are defined as the total mass of all particles bound to a given SUBFIND
halo. As in MassiveBlack-II, subhalo spin is defined as the unit stellar angular momentum
vector (Zjupa & Springel 2017), summing over all star particles within twice the stellar
half-mass radius.

Angular momenta are only calculated for subhalos with more than 300 dark matter par-
ticles, yielding a stellar mass limit of 3.8× 108M� for halos with the cosmic baryon fraction.
Therefore, as for MassiveBlack-II, it is valid to compare simulation and data alignments for
MaNGA galaxies with log (M?/M�) > 9.6.

Since we measure filaments using Cosmic Web Reconstruction in two dimensions, some
filaments in our catalogs may just be cuts through sheets lying perpendicular to the plane
of the sky. Since halo alignments with sheets may be different from halo alignments with
filaments (e.g. Aragón-Calvo et al. 2007; find a mass-dependent transition from alignment to
anti-alignment with filaments, but mass-independent alignment between halos and sheets),
our alignment measurements are not directly comparable to three-dimensional filament align-
ment measurements in simulations. Therefore, we compare our measurement to mock ob-
servations in MassiveBlack-II and Illustris-1 reproducing the two-dimensional filaments used
in the observational work.

For both Illustris-I and MassiveBlack-II, we create a mock filament catalog for each of
the 26 Cosmic Web Reconstruction ∆z = 0.005 slices between z = 0.02 and z = 0.15. These
26 filament catalogs allow us to create a mock galaxy-filament alignment measurement by
matching the redshift distribution of the MaNGA galaxies. For each redshift slice, we select
subhalos in descending order of mass to match the number density of SDSS galaxies in that

6http://www.illustris-project.org/data/docs/faq/#cat3

http://www.illustris-project.org/data/docs/faq/#cat3
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Table 3.1 : Cosmic Web Reconstruction alignments for different subsamples

Sample N 〈cos θ〉 SE Shuffle mean σ from shuffle

All 2736 0.6452 0.0075 0.6406 0.61
DF < 0.6 Mpc 684 0.6474 0.0144 0.6438 0.25
0.6 < DF < 1.4 Mpc 684 0.6532 0.0148 0.6427 0.71
1.4 < DF < 3.0 Mpc 684 0.6497 0.0146 0.6370 0.87
DF > 3.0 Mpc 684 0.6257 0.0154 0.6365 -0.70
M? < 10.02 684 0.6601 0.013 0.6406 1.50
10.02 < M? < 10.47 684 0.6288 0.0120 0.6425 -1.14
10.47 < M? < 10.87 684 0.6350 0.0125 0.6407 -0.46
M? > 10.87 684 0.6500 0.0147 0.6358 0.97
u− r < 1.70 684 0.6562 0.0139 0.6417 1.04
1.70 < u− r < 2.09 684 0.6381 0.0149 0.6409 -0.19
2.09 < u− r < 2.35 684 0.6630 0.0130 0.6354 2.12
u− r > 2.35 684 0.6072 0.0168 0.6373 -1.79
elliptical 1039 0.6408 0.0130 0.6392 0.12
spiral 676 0.6423 0.0147 0.6399 0.16
edge-on 344 0.6239 0.0186 0.6392 -0.82

Note. — MaNGA spin-Cosmic Web Reconstruction filament alignments for the entire
sample and sub-samples split by distance to filament (DF ), stellar mass (in units of logM�),
u − r color, and morphology. 〈cos θ〉 is the mean dot product between the unit spin vector
and the unit filament vector. SE is the standard error of the mean, calculated using 50000
bootstrap resamples of the data. We measure the expectation for random alignments using
50000 shuffles of the data, and compute σ, the deviation between the data and the randoms
in units of the standard error.
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redshift slice. We define filaments using subhalos rather than halos or dark matter particles
because subhalos are generally taken as proxies for galaxies in e.g. comparisons to the galaxy
stellar mass function (Khandai et al. 2015, Vogelsberger et al. 2014). Since the completeness
of the SDSS Main Galaxy Sample is > 90% (Strauss et al. 2002), this procedure yields a
mock sample representative of MGS. We move the subhalos into redshift space and divide
the box into 7 slices along the z axis (width 14h−1 Mpc = 20 Mpc), finding filaments in
two dimensions in each slice following the same method as in the data. We generate the
smoothed density field from subhalos in the 90% densest environments, match the smoothing
bandwidth at each redshift to the bandwidth used in the data, and identify the filament
direction using local PCA. We ignore the periodic boundary conditions of the box when
finding filaments. With these 26 filament catalogs we can then make a mock observation of
galaxy-filament alignment by randomly assigning each galaxy in the simulation to one of the
26 catalogs following the redshift distribution of the data (see Section 3.4 for further details).

3.3 Galaxy-filament alignments of entire sample
After the quality cuts described above and the redshift cut (0.02 < z < 0.15), we measure

alignments with a sample of 2736 galaxies. We measure alignment using the mean dot
product between the unit filament vectors and the unit galaxy spin vectors. A dot product
of 1 indicates perfect alignment, 0 indicates perfect anti-alignment, and 2/π = 0.6366 (i.e.
the average value of cos θ over the range 0 to π) indicates random alignment. All mean
dot products are defined as weighted means using the MaNGA weights defined to recover a
volume-limited sample (Wake et al. 2017). Error bars are defined for the weighted means
using 50000 bootstrap resamples of each galaxy subsample. We compare the measured
alignment to a random signal generated from 50000 shuffles of the galaxy and filament
catalogs; if there are anisotropies in the galaxy and filament catalogs, the expectation for
random alignments will deviate from 2/π. In fact, deviations from 2/π are modest for all
subsamples.

We find no evidence for alignments between galaxy spins and filaments, with a mean dot
product of 0.6452± 0.0075, an 0.61σ deviation from the shuffled dot product of 0.6406.

In Table 3.1, we split the sample in several ways: four equal-sized groups in each of
distance to nearest filament DF , stellar mass, and u − r color; and spiral, elliptical, and
edge-on galaxies. We do not find significant alignments for any of the groups, nor do we find
significant linear trends with any of these properties.

We also measure alignments with the Bisous model filaments of Tempel et al. (2014),
and find similar results (Table 3.2). While the overall alignments are stronger for the Bisous
filaments (1.16σ versus 0.61σ), in neither case are they statistically significant, and we do
not find statistically significant alignments with any subsample in mass, color, distance to
filament, or morphological type for the Tempel et al. (2014) filaments. The similar alignment
results with the two filament finders, despite the drastic methodological differences between
the Bisous model and the Cosmic Web Reconstruction filaments, bolster our conclusion that
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the MaNGA galaxies lack significant alignments with filaments.
Figure 3.6 shows that the distribution of cos θ is fully consistent with random alignments.

The scatter in cos θ is dominated by intrinsic scatter in the alignments between galaxy spins
and filaments, rather than measurement error from either the galaxy spins or the filament
directions. By measuring the total scatter in the galaxy-filament alignments and subtracting
the contribution from measurement error in quadrature, we can estimate the intrinsic scat-
ter in alignments between galaxy spins and filaments. We estimate the contribution from
measurement error by creating 50,000 realizations of the alignment dataset in which each
filament or position angle is drawn from a Gaussian with standard deviation given by the
reported measurement error. We find that the standard deviation of the resulting mean
dot product (i.e. the scatter from measurement error) is 0.0044. The total standard error
of 0.0075 is slightly higher than the standard error expected if the galaxies and filaments
were entirely randomly aligned, 0.0074. Since the standard error cannot extend higher than
∼ 0.0074, at this point the quadrature sum of the intrinsic scatter and measurement error
may exceed the total scatter, and thus we can only place a lower bound on the intrinsic
scatter, σi ≥ 0.0061.
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Figure 3.6 : Distribution of cos θ (angle between galaxy spin and Cosmic Web Reconstruction fila-
ment direction; red for stellar spins and blue for emission line spins) compared to random alignments.
Each histogram is divided by the expectation for random alignments in that bin. Error bars are
computed from Poisson statistics and the gas-filament alignment histogram is offset for clarity.
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3.4 Mass-dependence of spin-filament alignments
Previous work has found that galaxy spin-filament alignments in N -body and hydrody-

namical simulations are mass dependent, with lower mass galaxies showing alignment and
higher mass galaxies showing anti-alignment (Bailin & Steinmetz 2005, Aragón-Calvo et al.
2007, Hahn et al. 2007a, Codis et al. 2012, Trowland et al. 2013, Aragon-Calvo & Yang 2014,
Dubois et al. 2014, Codis et al. 2015). As a result of this mass dependence, it is possible that
a significant alignment signal could be concealed by opposing contributions from high and
low mass galaxies. Therefore, we study the mass dependence of the alignment signal and
compare it to mass-dependent alignments in the MassiveBlack-II and Illustris-1 simulations.
We attempt to mimic the construction of the spin and filament catalogs as closely as possible
to present a fair and quantitative comparison between data and simulations.

We separate galaxies in the data and simulations into five bins of ∆ logM? = 0.5, with the
lower limits of each bin ranging from 109.6M� to 1011M� (the lowest bin has ∆ logM? = 0.4).
We ignore galaxies less massive than 109.6M� because MaNGA is incomplete below this
mass, yielding a sample of 2551 MaNGA galaxies. While the individual stellar masses have
relatively large uncertainties (0.2−0.3 decades; Blanton & Roweis 2007, Conroy 2013), each
bin in stellar mass has > 100 galaxies and thus the mass uncertainties are much smaller than
the bin sizes.

The redshift distribution of each stellar mass bin is quite different due to the strong
correlation between redshift and stellar mass in the MaNGA sample (Figure 3.2). Further-
more, the number density of galaxies in the SDSS Main Galaxy Sample is a strong function
of redshift, and thus the fidelity of recovery of the filaments will be better at low redshift
than at high redshift. These effects may introduce a spurious mass-dependence into the
alignment signal. The hydrodynamical simulation boxes are only 100 h−1 Mpc, so we cannot
create a lightcone mocking the SDSS Main Galaxy Sample. Instead, we create 26 different
realizations of the filament catalogs with filaments found using different subhalo densities
(i.e. representing different galaxy densities), corresponding to the redshift slices of the fil-
ament catalog, as described in Section 3.2.4. In each realization, we find filaments in two
dimensions as in the data. We assign each galaxy to one of the 26 different filament catalogs
by drawing from the redshift distribution of the MaNGA galaxies at a given mass, weighted
by the MaNGA volume weights. In this way, we assign each galaxy in the simulation to
a unique filament, and measure the two-dimensional spin-filament alignment in the same
manner as in the data. We estimate error bars using the standard error of the mean of each
bin, and average over 100 random draws from the mass-redshift distribution. We assess the
discrepancy between data and simulation using χ2, with errors given by the quadrature sum
of the errorbars on the data and errorbars on the simulation.

This methodology yields different spin-filament alignments from the standard picture,
with weak anti-alignments seen at all masses, rather than a transition from alignments at low
mass to anti-alignments at high mass. This discrepancy arises from the enforced degeneracy
between mass and redshift: at high mass the sample is dominated by high redshift galaxies,
which are associated with more poorly measured filaments due to the lower number density
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Table 3.2 : Bisous filament alignments for different subsamples

Sample N 〈cos θ〉 SE Shuffle mean σ from shuffle

All 2546 0.6462 0.0079 0.6370 1.16
DF < 0.3 Mpc 635 0.6265 0.0178 0.6357 -0.57
0.3 < DF < 1.0 Mpc 637 0.6360 0.0151 0.6375 -0.04
1.0 < DF < 1.8 Mpc 636 0.6493 0.0152 0.6402 0.83
DF > 1.8 Mpc 638 0.6716 0.0150 0.6363 2.32
M? < 9.89 636 0.6377 0.0137 0.6369 0.08
9.89 < M? < 10.38 637 0.6619 0.0123 0.6371 2.05
10.38 < M? < 10.82 636 0.6487 0.0130 0.6388 0.94
M? > 10.82 637 0.6259 0.0160 0.6363 -0.67
u− r < 1.65 636 0.6369 0.0151 0.6367 0.02
1.65 < u− r < 2.06 637 0.6679 0.0146 0.6370 2.15
2.06 < u− r < 2.33 636 0.6343 0.0142 0.6393 -0.16
u− r > 2.33 637 0.6498 0.0159 0.6343 0.83
elliptical 1030 0.6489 0.0122 0.6368 1.01
spiral 667 0.6558 0.0147 0.6361 1.30
edge-on 338 0.6262 0.0211 0.6396 -0.50

Note. — MaNGA spin-Bisous filament alignments for the entire sample and sub-samples
split by distance to filament (DF ), stellar mass (in units of logM�), u − r color, and mor-
phology. 〈cos θ〉 is the mean dot product between the unit spin vector and the unit filament
vector. SE is the standard error of the mean, calculated using 50000 bootstrap resamples
of the data. We measure the expectation for random alignments using 50000 shuffles of
the data, and compute σ, the deviation between the data and the randoms in units of the
standard error.
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in the Main Galaxy Sample at higher redshift. While high mass galaxies show stronger
anti-alignments than low mass galaxies at fixed redshift, the strong anti-alignment at high
masses is weakened by the degeneracy between mass and redshift. The difference between
the simulation curves in Figure 3.7 and the standard picture highlights the importance of
constructing a simulation sample that closely mimics the methodology of the data.

For the fiducial case, we find modest tension between the mass-dependence of alignments
in the MaNGA sample of 2551 galaxies and the mass-dependence in the hydrodynamical
simulations, with χ2 = 14.26 over 4 degrees of freedom (p = 0.0065, equivalent to 2.7σ) for
MassiveBlack-II and χ2 = 11.09/4 dof (p = 0.026, equivalent to 2.2σ) for Illustris. We find
similar 2-3σ tensions when using different bins, and in fact find a higher χ2 = 15.52 when
using a stricter cut of σPA < 3◦, indicating that the tension is not an artifact of the binning
scheme and cuts used. However, this tension is clearly absent in the mass-dependence of
alignments for Hα emission line spins, for which we find χ2 = 2.59 over 4 degrees of freedom
between the data and MassiveBlack-II.

We confirm that the χ2 test is appropriate for this comparison: the mean dot product in
each stellar mass bin is normally distributed, and the covariance between neighboring bins
is small compared to the variance of each bin. Using 50,000 bootstrap resamples, we confirm
that the distribution of the mean dot product in each mass bin is normally distributed, even
in cases where there are only ∼ 50 galaxies in the smallest (most-massive) bin. We estimate
the covariance by resampling the galaxies in 100 deg2 blocks rather than re-sampling galaxy
by galaxy in order to preserve the source of the covariance, correlations between neighboring
galaxy spin-filament dot products arising from galaxy spin correlations, which drop rapidly
over ∼ 10 h−1 Mpc (Pen et al. 2000, Lee 2011). We find that computing the χ2 with this
covariance matrix rather than assuming a diagonal covariance matrix makes little difference,
and that the resulting covariance matrices are relatively robust to changes in the size of the
resampling blocks. Given that MaNGA galaxies are widely distributed over the sky, with the
average pair separation greater than the ∼ 10 h−1 Mpc spin correlation length (Figure 3.1),
we expect the covariance matrix to be nearly diagonal.

The sample of MaNGA galaxies with well measured spins is not complete: in fact, the
completeness varies as a function of mass, with low and high mass galaxies having relatively
low completeness of well-measured stellar spins, whereas intermediate-mass galaxies are quite
complete (Table 3.3). This incompleteness preferentially selects galaxies with higher specific
angular momentum j, for which it is easier to measure a spin direction. This could possi-
bly bias the mass-dependence of spin-filament alignments, if high j galaxies have different
alignments than low j galaxies. We attempt to estimate the bias introduced by this in-
completeness by removing low j subhalos in the mass bins in the simulation to match the
incompleteness of stellar spins in MaNGA. This is a conservative procedure, as incomplete-
ness is likely also caused by low-S/N stellar continuum and plane-of-sky inclinations, which
are not related to galaxy-filament alignment stength. Nevertheless, removing low-j subhalos
has an extremely modest effect on alignments in the simulations, changing the χ2 between
data and Illustris from 11.09 to 12.57.

These tests suggest that the comparison between data and simulations presented above
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Figure 3.7 : Mass-dependence of MaNGA spin-filament alignment, comparing MaNGA alignments
using both stellar (blue) and emission line (green) spins to alignments in the MassiveBlack-II (red)
and Illustris (orange) simulations. In each bin, points from different samples are offset for clarity.
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Table 3.3 : Completeness of spin measurement as a function of mass

Bin Stellar completeness Emission line completeness

9.6 < log h−1M� < 10 83.7% 91.3%
10 < log h−1M� < 10.5 97.1% 91.3%
10.5 < log h−1M� < 11 95.6% 90.0%
log h−1M� > 11 76.2% 76.2%

Note. — Fraction of MaNGA galaxies with well measured spins (error < 5◦) in different
mass bins.

is not impacted by covariance between the stellar mass bins or incompleteness in the spin
measurements. Therefore the discrepancy between the spin-filament alignments in data and
simulations remains unresolved.

3.4.1 3D alignments in simulations

While the mass-dependent alignment signal in data is quite modest, more significant
differences become apparent if we instead use simulated filaments with no regard to ob-
servational constraints, i.e. filaments in three dimensions and filaments measured using all
subhalos, rather than only using massive observable galaxies. This allows us to detect galaxy-
filament alignments at much higher significance.

Both MassiveBlack-II and Illustris show similar mass-dependence of the alignments be-
tween dark matter spins and filaments (Figure 3.8). This transition from aligned at low
masses to anti-aligned at higher masses is consistent with previous findings, mostly from
dark-matter-only simulations (Bailin & Steinmetz 2005, Aragón-Calvo et al. 2007, Hahn
et al. 2007a, Pichon et al. 2011, Codis et al. 2012, Trowland et al. 2013, Aragon-Calvo &
Yang 2014, Dubois et al. 2014, Codis et al. 2015, Wang et al. 2018).

In contrast, Illustris and MassiveBlack-II paint opposing pictures of the mass dependence
of stellar spin-filament alignments. In Illustris the mass-dependence of the stellar spin align-
ments is quite similar to the mass-dependence of the dark matter spin alignments, while in
MassiveBlack-II the stellar spin alignments show a qualitatively different behavior than the
dark matter spin alignments, remaining anti-aligned even at the lowest masses (Figure 3.8).
The z ∼ 0 results in Illustris are consistent with the findings of Dubois et al. (2014) in
the Horizon-AGN hydrodynamic simulation at z = 1.8, who measured alignments between
filaments and stellar angular momentum and found a transition from alignment to anti-
alignment atM? ∼ 1010.5 M�. Additionally, we find very similar mass-dependent alignments
to Wang et al. (2018), who also use Illustris to measure alignments between galaxies and the
third eigenvector of the deformation tensor, which defines the filament direction within the
Zel’dovich approximation.
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Figure 3.8 : 3D alignments between subhalo spins and “ideal” filaments measured using the 500,000
most-massive subhalos in Illustris (z = 0) and MassiveBlack-II (z = 0.06). In both panels, the black
dotted line is the 3D dot product expected for random alignments, the red (blue; green) points are
alignments between dark matter (stellar; gas) spins and filaments. Points are offset in mass for
clarity.

The mass-dependent trends in gas spin alignments are even more divergent between Il-
lustris and MassiveBlack-II. Gas-filament alignments in Illustris are quite similar to star-
filament and dark matter-filament alignments, but gas spins in MassiveBlack-II remain
aligned with filaments until M? ∼ 1011 M�, and the alignments are considerably stronger
than low-mass dark matter-filament alignments. While gas spins in MassiveBlack-II are
only measured for a subset of galaxies with > 1000 gas particles, this subset has very similar
stellar-filament and dark matter-filament alignments as the entire sample, implying that the
gas-filament alignments are not significantly impacted by selection bias.

Taken together, these results suggest that while the “transition mass” picture presented
in previous work (e.g. Codis et al. 2012) remains valid for dark matter spins, its validity for
stellar and gas spins of galaxies is questionable and apparently dependent on subgrid physics
and feedback models.

In conclusion, we find modest tension between the mass dependence of galaxy-filament
alignments in MaNGA and in the MassiveBlack-II and Illustris simulations. The tension
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is present if MaNGA spins are estimated using stellar continuum velocities, although it
disappears if we use MaNGA spins measured from the Hα emission line. While we find
minimal differences in alignments between MassiveBlack-II and Illustris using a sample of
simulated galaxies and filaments selected to mimic the MaNGA and SDSS galaxy samples,
an ideal measurement using filaments constructed from all subhalos in the simulations reveals
a significant difference in the behavior of spin alignments in Illustris and MassiveBlack-II at
low masses. While both simulations find that dark matter spins are aligned with filaments
at low mass, in agreement with previous results from N -body simulations, Illustris finds
stellar spin-filament alignment at low mass, while MassiveBlack-II finds stellar spin-filament
anti-alignment.

3.5 Discussion
We present the first measurement of alignments between filaments and galaxy spins as

measured from integral-field kinematics. We find no significant detection of galaxy spin
alignments with filaments. We find that the mass dependence of spin-filament alignments
from MaNGA are in 2-3σ tension with spin-filament alignments from the MassiveBlack-II
and Illustris simulations, although the tension disappears if we instead use galaxy spins
measured from the Hα emission line. While the predictions of MassiveBlack-II and Illustris
are essentially identical if we use a “mock-observational” sample, three-dimensional filaments
measured using all subhalos in the simulation reveal significant differences in alignment
behavior at low masses, suggesting that the “transition-mass” picture described in previous
works is dependent on details of feedback and subgrid physics.

Previous studies have measured galaxy spin-filament alignments using galaxy shape as
a proxy for galaxy spin (Tempel et al. 2013, Tempel & Libeskind 2013, Pahwa et al. 2016,
Chen et al. 2019). These studies find a weak dichotomy between spiral and elliptical galaxies,
with spirals aligned and ellipticals anti-aligned with filaments. We do not find evidence for
this dichotomy, but our error bars are larger than in previous studies and our results are
consistent with them.

The results in this work are limited by the relatively small sample size of ∼ 2600 MaNGA
galaxies with well-measured spins and sufficient proximity to “Cosmic Web Reconstruction”
filaments. The error bars on this measurement are dominated by intrinsic scatter rather
than measurement error on the spins or the filaments, suggesting that acquiring larger sam-
ples of galaxy spins is the most effective way to achieve a more precise measurement. The
full MaNGA sample will provide integral-field-unit spectroscopy for 10,000 galaxies, roughly
doubling the sample with sufficient spin measurements. This represents a significant step
forward, but even larger samples are needed to distinguish the alignment models of different
simulations at high significance. The proposed Hector survey on the Anglo-Australian Tele-
scope could deliver integral-field spectroscopy for up to 100,000 galaxies over the next decade
(Bryant et al. 2016), offering an unparalleled ability to learn about the relationship between
galaxy spin and large-scale structure and the acquisition of galaxies’ angular momentum.
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3.A Galaxy spin fitting
We use the FIT_KINEMATIC_PA routine (Krajnović et al. 2006) to determine the

kinematic position angle for each galaxy from the stellar velocity maps, using velocities from
the unbinned spaxels. We remove low quality or potentially problematic data by masking
spaxels with r-band SNR < 5, spaxels with the DONOTUSE or UNRELIABLE bitmasks
(Westfall et al., in prep), |v| > 350 km s−1, σv > 103 km s−1, or a velocity that is more than
a 5-σ outlier (i.e. |v| > 5 times the standard deviation of v). We also mask all contiguous
regions with SNR > 5 that are disconnected from the central part of the galaxy in order to
eliminate faint companion galaxies within the IFU. To avoid giving a large weight to any

www.sdss.org
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one spaxel, we set the minimum velocity error to 2 km s−1 (Pineda et al. 2017). From visual
inspection of the fits, we find that these settings give the best performance. We recenter each
galaxy about the unweighted centroid of its unmasked region, since the center of rotation in
some galaxies is offset from the center of the IFU. Finally, we perform each fit in curved-
sky coordinates (α cos δ, δ) and convert the resulting position angles to an equirectangular
projection for consistency with the filament catalog. We use this method as it fits the position
angles in a physical coordinate system.

FIT_KINEMATIC_PA fits a bi-antisymmetric model to a velocity map. For a specified
rotation of the xy coordinates relative to the native (α cos δ,δ) coordinates (i.e. position
angle), the bi-antisymmetric model at (x,y) is the average of the velocity at (±x, ±y), linearly
interpolating between neighboring points if need be. The best-fit position angle minimizes
χ2 computed from the data, the bi-antisymmetric model and the MaNGA velocity errors.
We initially loop over all PAs between 0◦ and 180◦ to ensure that we are near the global
minimum, then use Nelder-Mead minimization to find the global minimum χ2.

To estimate the error on the position angle, we create 100 realizations of the velocity
map, drawing the velocity in each spaxel from a Gaussian centered at the measured velocity,
with standard deviation equal to the velocity error, and assuming no covariance between
neighboring spaxels. We apply the same χ2 minimization process to each of the 100 re-
alizations, again using the MaNGA velocity errors and the bi-antisymmetric model from
FIT_KINEMATIC_PA. We define the position angle as the mean of the ensuing 100 po-
sition angles θi and the position angle error as the standard deviation of the 100 position
angles. We use the circular mean of headless (i.e. spin-2) vectors µ180:

µ180(~θ) =
1

2
arctan

∑
sin 2θi∑
cos 2θi

(3.1)

The standard deviation is adjusted similarly:

σ180(~θ) =

√
1

N

∑
min2(θi − µ180(~θ), 180− θi + µ180(~θ)) (3.2)

While this is only an approximate estimate of the position angle error, and may in par-
ticular underestimate the error due to nonzero covariance between neighboring spaxels, the
position angle errors are not an important contributor to the total error budget on the align-
ment measurements: they are dominated by the errors on the filament angles (Figure 3.5)
and as we show in Section 5.2, the measurement errors are dominated by the intrinsic scatter
in galaxy-filament alignments anyway.

3.B 3D vs 2D alignment measurements in simulations
We use measurements of galaxy-filament alignments in the MassiveBlack-II simulation

to determine how much signal is lost using two-dimensional rather than three-dimensional
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measurements of the filaments. We generate three-dimensional filaments using the redshift-
space positions of the top 500,000 subhalos in MBII by total mass (logMh/M� > 9.74)
and applying the Cosmic Web Reconstruction algorithm with a smoothing bandwidth of 1
h−1 Mpc. For the two-dimensional sample, we use the same subhalos and bandwidth, but
as in Section 3.2.4, we split the box into 7 slices along the z direction (∆z = 0.005 = 20
Mpc ∼ 14 h−1 Mpc) and separately find two-dimensional filaments in each slice. In both
cases, the number density of subhalos is much greater than the number density achievable
in the Main Galaxy Sample; we use these large samples in order to make a high signal-to-
noise measurement of three-dimensional and two-dimensional alignment, and assume that
the reduction in signal from three-dimensional to two-dimensional will be similar for the
realistic lower number-density samples.

We find that the mean dot product between the 3D filaments and the subhalo stellar
spins is 0.4882 ± 0.00136 compared to an expectation of 0.5 for random alignments for an
alignment strength signal-to-noise of 8.68. For the two-dimensional filaments, we find a
mean dot product of 0.6293± 0.00145 compared to 0.6366 for random alignments, yielding
an alignment strength signal-to-noise of 5.03. We also measure alignments between subhalo
spins and “ideal” two-dimensional filaments, which are the projection of the 3D filaments
onto the xy plane; here we find a mean dot product of 0.6267± 0.00146 and signal-to-noise
6.81. This indicates that most of the reduction in the ∆z = 0.005 case comes from loss of
filament information in the z direction and not from the finite ∆z of the slices. Therefore, we
estimate that using two-dimensional filaments in slices of ∆z = 0.005 reduces the alignment
signal strength by 40%. However, it is unlikely that we could realize a 40% improvement in
signal by using three-dimensional filaments, since the line-of-sight component of the galaxy
spin vector is significantly harder to measure than the transverse component, reducing the
signal gain from three-dimensional filaments (Krolewski et al. 2017).
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Chapter 4

A Detection of z ∼ 2.3 Cosmic Voids
from 3D Lyman-α Forest Tomography in
the COSMOS Field

Abstract
We present the most distant detection of cosmic voids (z ∼ 2.3) and the first detec-

tion of three-dimensional voids in the Lyman-α forest. We used a 3D tomographic map
of the absorption with effective comoving spatial resolution of 2.5h−1Mpc and volume of
3.15 × 105 h−3Mpc3, which was reconstructed from moderate-resolution Keck-I/LRIS spec-
tra of 240 background Lyman-break galaxies and quasars in a 0.16 deg2 footprint in the
COSMOS field. Voids were detected using a spherical overdensity finder calibrated from
hydrodynamical simulations of the intergalactic medium. This allows us to identify voids in
the IGM corresponding to voids in the underlying matter density field, yielding a consistent
volume fraction of voids in both data (19.5%) and simulations (18.2%). We fit excursion
set models to the void radius function and compare the radially-averaged stacked profiles of
large voids (r > 5 h−1 Mpc) to stacked voids in mock observations and the simulated density
field. Comparing with 432 coeval galaxies with spectroscopic redshifts in the same volume
as the tomographic map, we find that the tomography-identified voids are underdense in
galaxies by 5.95σ compared to random cells.

4.1 Introduction
Cosmic voids offer a laboratory for studying cosmology and galaxy formation in extreme

environments. Voids are large (Mpcs to tens of Mpcs), slightly prolate regions nearly devoid
of galaxies, which constitute the majority of the universe’s volume (van de Weygaert &
Platen 2011). Voids are surrounded by the beaded, filamentary network of the cosmic web
and expand and evacuate as matter streams onto filaments and collapses into halos (Bond
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et al. 1996). Matter streams outward most quickly in the center of voids, where the density
is lowest, creating a so-called bucket profile with a uniform inner density (δ ∼ −0.7 − 0.9;
Hamaus et al. 2014, Sutter et al. 2014a). The exact shape of the profile is dependent on both
the void finder and the large-scale environment of the void under consideration: small voids
are often subvoids within a large-scale overdensity and are surrounded by a ridge of higher
density, while large voids (as well as voids found by spherical overdensity finders; see White
& Padmanabhan 2017) typically have a smooth profile approaching the mean density from
below (Hamaus et al. 2014, Cai et al. 2016a). While isolated voids become more isotropic
over time (Sheth & van de Weygaert 2004), voids in the real universe remain prolate due
to external tides and collisions with neighboring sheets and filaments (van de Weygaert &
Platen 2011).

Voids are especially useful for studying components of the universe that cluster weakly,
such as dark energy (Lee & Park 2009, Lavaux & Wandelt 2012) or massive neutrinos
(Villaescusa-Navarro et al. 2013, Massara et al. 2015, Banerjee & Dalal 2016): since voids
are underdense in the clustered components of the universe (dark matter and baryons), un-
clustered components will have a maximal effect on the dynamics within voids (Goldberg &
Vogeley 2004). Voids are also sensitive probes of modified gravity theories, which may be
screened in higher density regions (Clampitt et al. 2013).

Prospects for void cosmology have been studied using several different observables. Since
voids are spherical on average, the Alcock-Paczynski test (Alcock & Paczynski 1979) can
be performed on sufficiently large stacks of voids (Ryden 1995, Lavaux & Wandelt 2012).
Other sensitive observables include void-galaxy cross-correlations and redshift-space distor-
tions (Cai et al. 2016a, Hamaus et al. 2017); the integrated Sachs-Wolfe effect from stacked
voids (Granett et al. 2008, Cai et al. 2017, Kovács et al. 2017); weak lensing of stacked voids
(Higuchi et al. 2013, Krause et al. 2013, Melchior et al. 2014, Clampitt & Jain 2015, Barreira
et al. 2015, Gruen et al. 2016, Cai et al. 2017); void counts to probe modified gravity (Li
et al. 2012, Clampitt et al. 2013, Lam et al. 2015, Cai et al. 2015, Zivick et al. 2015) or dark
energy (Pisani et al. 2015, Pollina et al. 2016); and void ellipticities (Park & Lee 2007, Bos
et al. 2012). Extending the study of cosmic voids to higher redshifts could allow for bet-
ter constraints on redshift-dependent models, such as early dark energy (Doran & Robbers
2006).

Studying galaxies in voids can illuminate the influence of environment on galaxy evolu-
tion. N -body simulations show that the halo mass function abruptly changes from sheets to
voids, leading to a dearth of dwarf galaxies in voids. This is the so-called “void phenomenon,”
originally identified as a tension with ΛCDM by Peebles (2001) but explained in the context
of the halo model by Tinker & Conroy (2009). Comparisons of void galaxies to galaxies in
average environments suggest that the change in the stellar mass function plays a dominant
role in modifying galaxy properties as compared to the field (Hoyle et al. 2005, Tinker et al.
2008, Alpaslan et al. 2015, Penny et al. 2015, Beygu et al. 2016) and void galaxies show a
similar diversity in morphology to field galaxies of the same stellar mass (Beygu et al. 2017).
Recently some hints have emerged that void galaxies may have a slightly higher mass-to-light
ratio than field galaxies of the same mass (Alpaslan et al. 2015), slightly higher HI masses
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at low stellar mass (Beygu et al. 2016) and slightly enhanced star formation rate to HI mass
ratio (Kreckel et al. 2012), although these effects remain quite subtle. Since the global star
formation rate of the universe is much higher at z ∼ 2 at z ∼ 0, it would be interesting to
study whether stellar mass remains the primary driver of void galaxy properties at z ∼ 2,
or whether environment begins to play a more significant role.

Observational studies of voids have been limited to low to moderate redshift where suf-
ficiently dense galaxy surveys are available to identify voids. Voids have been identified in
2dF (Ceccarelli et al. 2006), SDSS (Pan et al. 2012, Sutter et al. 2012), VIPERS (Micheletti
et al. 2014), BOSS (Mao et al. 2017b), DES (Sánchez et al. 2017), and DEEP2 (Conroy
et al. 2005). The SDSS and BOSS voids have also been used for cosmological analyses (Sut-
ter et al. 2014c, Hamaus et al. 2016, Mao et al. 2017a). Finding voids with radius of a few
Mpc requires a large-volume galaxy survey with resolution of a few Mpc, which becomes
increasingly difficult above z ∼ 1 (Stark et al. 2015).

At higher redshifts, Lyman-α forest tomography (Pichon et al. 2001, Caucci et al. 2008,
Lee et al. 2014a) offers an alternative method for obtaining large-volume, densely spaced
surveys of the matter density field. Using spectroscopic observations of closely-spaced quasars
and Lyman-break galaxies, Lyman-α forest tomography can reconstruct the 3D intergalactic
medium absorption field with resolution of a few Mpc and on cosmological volumes of 106

h−3 Mpc3 (Lee et al. 2014a). This technique allows for recovery of the cosmic web with
comparable fidelity to z < 0.5 galaxy surveys (Lee & White 2016, Krolewski et al. 2017),
which requires considerably greater spatial resolution than z ∼ 2 galaxy surveys can provide.
At z ∼ 2.5, absorption with optical depth unity arises from neutral hydrogen with three times
the mean density; thus, the Lyman α forest is ideal for probing underdense structures such
as voids. Indeed, Stark et al. (2015) found that a simple spherical overdensity void finder
could recover r ≥ 6 h−1 Mpc voids in the IGM flux field at 60% fidelity, allowing detection
of ∼ 100 such voids in a 1 deg2 survey.

In this paper, we make the first detection of z ∼ 2 cosmic voids in the 3D Lyman-α forest
using the COSMOS Lyman-Alpha Mapping and Tomography Observations (CLAMATO)
survey (Lee et al. 2017). CLAMATO is the first survey to systematically use Lyman-break
galaxies for Lyman-alpha forest analysis. It has produced a 3D map of the IGM absorption
field with resolution 2.5 h−1 Mpc and volume 3.15 × 105 h−3 Mpc3, using Keck-I/LRIS
observations of the central 0.16 deg2 of the COSMOS field.

While we are not the first to consider voids in the IGM, this work is distinct from previous
observational efforts: Tejos et al. (2012) worked at z ∼ 0; Rollinde et al. (2003) used only four
sightlines, leading to large uncertainties; and Viel et al. (2008b) were limited to analyzing
flux in 1D skewers.

The detection of z ∼ 2 voids extends observational studies of voids to a much higher
redshift range. In the future, high-redshift voids could allow for studies of the redshift
evolution of void galaxies and void properties over a much larger redshift baseline, and
better constraints on redshift-dependent dark energy and modified gravity models.

We begin by describing the data (Section 6.2) and simulations (Section 5.2.1) used in
this paper. Next we determine appropriate spherical overdensity thresholds by matching
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the void fraction in mock tomographic observations to the fraction of true voids in the density
field (Section 4.4.1). We apply these thresholds to data in Section 4.4.2. In Section 4.5, we
compare the tomography-identifed voids to the positions of coeval galaxies with spectroscopic
redshifts, and find that the voids are ∼ 6σ underdense in coeval galaxies. We discuss the
properties of the voids in Section 4.6 (including the void radius function and stacked void
profile) and present our conclusions in Section 6.8.

In this paper we use a flat ΛCDM cosmology with Ωm = 0.31 and h = 0.7. While the
simulations use a slightly different cosmology (see Section 5.2.1), the differences are small
enough that the discrepancy will have negligible impact on the results presented here.

4.2 Data
We identify voids in the reconstructed IGM tomographic map from the first data release

of the CLAMATO survey1. The observations are described in detail by Lee et al. (2017),
but we briefly summarize the pertinent details here.

The survey targeted 2.3 < z < 3 background Lyman-break galaxies and quasars with
the LRIS spectrograph (Oke et al. 1995, Steidel et al. 2004) on the Keck-I telescope at
Maunakea, Hawai’i, to measure the foreground Lyman-α forest absorption. This program
targeted the COSMOS field to take advantage of rich existing datasets and achieve a high
targeting efficiency. We observed 23 slitmasks (18 regular slitmasks and 5 “special” slitmasks
designed to fill in gaps in coverage) with ∼ 20 targets per mask. We successfully reduced 437
galaxies and AGN, of which 289 had high-confidence redshifts, and 240 were usable for the
Lyman-α forest analysis at our targeted absorption redshift range of 2.05 < z < 2.55. The
primary criterion for the selection of the background spectra was the signal-to-noise ratio
on the continuum in the Lyman-α forest (i.e. ratio of estimated continuum to pixel noise;
hereafter we refer to this quantity as “S/N”): we required S/N ≥ 1.2 per pixel.

The intrinsic continua of the background sources were estimated using mean-flux regu-
lation (Lee et al. 2012, 2013), which adjusts the mean Lyman-α forest transmission within
each sightline to be consistent with 〈F (z)〉 estimates from the literature — we used Faucher-
Giguère et al. (2008). Based on Lee et al. (2012), we estimate that the continuum errors are
approximately ∼ 10% rms for the noisiest spectra (S/N ∼ 2 per pixel) and improve to ∼ 4%
rms for S/N ∼ 10 spectra.

From the observed flux density and the fitted continuum, we compute the Lyα forest
fluctuations, δF :

δF =
f

C〈F (z)〉 − 1 (4.1)

where 〈F (z)〉 is the mean Lyα transmission from Faucher-Giguère et al. (2008) (the power-
law fit from Table 5, including metals, with bins of width ∆z = 0.1).

We use these values of δF as input for the Wiener-filter tomographic reconstruction. To
avoid a flared map geometry, we use a constant conversion between redshift and comoving

1We use CLAMATO v4, available here: https://doi.org/10.5281/zenodo.1292459.

https://doi.org/10.5281/zenodo.1292459
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distance, dχ/dz, and a constant transverse comoving distance χ, both evaluated at z =
2.3. With a fixed angular footprint on the sky, this amounts to a ∼ 20% change in the
reconstruction kernel size over the length of the map. While our mocks lack this redshift-
dependent reconstruction kernel, we find that our results are virtually unchanged when we
use an evolving χ(z) and dχ/dz(z). Specifically, the volume fraction of voids drops from
19.5% to 19.2% (0.2σ), the voids remain ∼ 6σ underdense in coeval galaxies, and the void
radius function and void profile change by < 1σ at all bins. Thus, we keep the simpler
redshift- and angle-distance conversions presented above, but caution that future, more
detailed analysis will likely require more accurate coordinate conversions and thus a more
complex map geometry.

We define an output grid with cells of comoving size 0.5 h−1 Mpc, transverse dimensions
30 h−1 Mpc × 24 h−1 Mpc, and line-of-sight length 438 h−1 Mpc, corresponding to 2.05 < z <
2.55. Thus the total comoving volume is 3.15×105 h−3 Mpc3 over an survey geometry which
is elongated along the line-of-sight (redshift) dimension but considerably smaller across the
transverse dimensions. The effective sightline spacing varies along the line of sight from 2.22
h−1 Mpc at z = 2.25 to 3.15 h−1 Mpc at z = 2.45.

We use a Wiener filtering algorithm developed by Stark et al. (2015) to reconstruct the
3D IGM absorption field:

δrec
F = CMD · (CDD + N)−1 · δF (4.2)

where N is the noise covariance, CDD is the data-data covariance, and CMD is the map-data
covariance. We assume that the noise covariance is diagonal, with Nij = n2

i δij where ni is
the pixel noise. To avoid weighting any sightlines too heavily, we set a minimum noise level
of 0.2. We further assume that CMD = CDD = C:

C = σ2
F exp

[
−∆x2

⊥
2l2⊥
−

∆x2
‖

2l2‖

]
(4.3)

We use σ2
F = 0.05, l⊥ = 〈d⊥〉 = 2.5 h−1 Mpc, and l‖ = 2.0 h−1 Mpc. While in previous

works we have additionally Gaussian-smoothed the output tomographic reconstruction, in
this paper we apply no additional smoothing to the map, following Stark et al. (2015).

Hereafter we identify voids in the Wiener-filtered map rather than in the pixel-level data.
While it should be possible to develop a void finder that can be applied directly to the
pixel-level data (a method which could in principle also be extended to the sparsely and
irregularly sampled galaxy field), we leave the development of this method to future work.

Figure 4.1 shows the distribution of δrec
F in the Wiener-filtered map and overplots a Gaus-

sian distribution with the same mean and standard deviation. Although the distribution of
δrec
F is reasonably well-approximated by a Gaussian, particularly in the high δrec

F region where
the voids lie, the underlying density field smoothed on scales of 2.5 h−1 Mpc is quite non-
Gaussian, indicating that there is cosmological information in the presence and distribution
of voids beyond the two-point statistics in the map.
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Figure 4.1 : Probability density and cumulative distributions of δrecF in the CLAMATO map com-
pared to a Gaussian. The lower edge of the gray shaded region is the threshold for average void
density, δrecF = 0.175.

4.3 Simulations
We use mock tomographic reconstructions from Lyα forest simulations to both calibrate

the thresholds for the spherical overdensity void finder and understand the effects of survey
geometry and sample variance on our results. We use both hydrodynamic simulations of
the IGM and N -body simulations of the density field with the Lyα forest modeled using
the fluctuating Gunn-Peterson approximation. Each simulation has its advantages and dis-
advantages: the hydrodynamic simulation more accurately models the physics of the IGM
but is hampered by a relatively small volume of (100 h−1 Mpc)3; the larger (256 h−1 Mpc)3

N -body simulation enables us to create many realizations of CLAMATO-like volumes with
approximately the correct survey geometry (though considerably shorter along the line of
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sight) but its IGM prescription is only approximate. Throughout this paper we use both
simulations and wherever possible we endeavor to compare the N -body and hydrodynamic
simulation results to ensure robustness to different simulation methods and different included
physics.

4.3.1 Hydrodynamical Simulations

The hydrodynamic simulations of the IGM are generated with the N-body plus Eulerian
hydrodynamics NYX code (Almgren et al. 2013). It has a 100 h−1 Mpc box size with 40963

cells and particles, resulting in a dark matter particle mass of 1.02× 106h−1M� and spatial
resolution of 24 h−1 kpc. As discussed in Lukić et al. (2015), this resolution is sufficient to
resolve the filtering scale below which the IGM is pressure supported and to reproduce the
z = 2.4 flux statistics to percent accuracy within the range of physics included (we neglect
radiative transfer and do not model high column-density systems well). We use a snapshot
at z = 2.4. This simulation uses a flat ΛCDM cosmology with Ωm = 0.3, Ωb = 0.047,
h = 0.685, ns = 0.965, and σ8 = 0.8, consistent with latest Planck measurements (Planck
Collaboration et al. 2016a). It uses the ionizing background prescription of Haardt & Madau
(1996), producing an IGM temperature-density relationship with T0 ∼ 104 K and γ ∼ 1.55
at z = 2. This simulation does not model star-formation and hence has no feedback from
stars, galaxies, or AGNs, but these are expected to have a negligible effect on the Lyα forest
statistics (Viel et al. 2013).

We generate 5122 absorption skewers with a spacing of 0.2 h−1 Mpc and sample from these
skewers to create mock data. We compute the Lyα forest flux fluctuation along each skewer,
then shift to redshift space and Doppler broaden the skewers using the gas temperature.
The H 1 optical depths, τ , in the mock spectra are adjusted to match the mean flux from
Faucher-Giguère et al. (2008) at z = 2.3 (〈F 〉 = 0.8189); we use a single mean flux throughout
the entire line of sight direction since neither simulation box is as long as the line-of-sight
length of the map. Absorption skewers are randomly selected with mean sightline spacing
〈d⊥〉 = 2.5 h−1 Mpc and rebinned along the line of sight with resolution 0.84 h−1 Mpc,
corresponding to the 1.2 Å LRIS pixels. Using a single sightline spacing is approximate,
as the mean transverse separation of CLAMATO sightlines varies with redshift (Lee et al.
2017); our choice of 〈d⊥〉 = 2.5 h−1 Mpc is slightly conservative compared to the CLAMATO
〈d⊥〉 = 2.37 h−1 Mpc. This difference should not be significant since we use the same
correlation lengths for the tomographic reconstructions (l⊥ and l‖ in Equation 4.3) in both
mocks and data. Finally, the skewers are smoothed with a Gaussian kernel with 2.8 h−1 Mpc
FWHM (∼ 4 Å) to account for the spectral resolution of LRIS at 4000 Å.

We add both random noise and correlated continuum error to each skewer. Random noise
is simulated assuming the S/N per pixel is a unique constant for each skewer. To determine
S/N for each skewer, we draw from a power-law S/N distribution dnlos/dS/N ∝ S/N−α

(Stark et al. 2015; hereafter S15b), where S/N ranges between 1.4 and infinity. From S15b,
we use α = 2.7 for the 〈d⊥〉 = 2.5 h−1 Mpc reconstructions. The minimum S/N of 1.4 in
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the mock sightlines is slightly higher than the minimum S/N of 1.2 in CLAMATO; the S/N
distribution in CLAMATO rolls over below S/N of 1.5, perhaps owing to the difficulty of
determining redshifts for low-S/N galaxies. Therefore, a minimum S/N of 1.4 provides the
best match to the CLAMATO S/N distribution, with median S/N of 2.1 in CLAMATO and
2.15 in the mock sightlines (Figure 4.2). We then use the S/N for each sightline to determine
the pixel noise n (i.e. the error on δF ):

n =
1

S/N〈F 〉 (4.4)

Subsequently, we add a random Gaussian deviate with standard deviation n to the δF values
in each pixel and use the resulting noisy δF and n as input to the Wiener filter (Equation 4.2).
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Figure 4.2 : Distribution of S/N per pixel for CLAMATO sightlines and Nyx mock sightlines.
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We also model continuum-fitting error:

Fobs =
Fsim

1 + δcont
(4.5)

where δcont is a random Gaussian deviate, identical for all pixels within a skewer, with mean
0 and standard deviation σcont. Following Lee et al. (2012), σcont is a function of the S/N,
with lower S/N spectra having higher continuum error and vice versa. We fit a function to
the data points in Figure 8 of Lee et al. (2012) for z = 2.35

σcont =
a

S/N
+ b (4.6)

where a = 0.2054 is a free parameter fit to the data and b = 0.015 is the rms fitting
error in the absence of continuum structure and noise, to which the continuum error should
asymptote in the case of infinite signal-to-noise. To be conservative, we cap the continuum
error for S/N > 10 at 4%.

We apply the same Wiener-filter interpolation to the mock sightlines as to our data, with
the same noise floor of 0.2 as in the data. Just as in the data reconstruction, we use pixels
0.5 h−1 Mpc on a side.

4.3.2 Large-Volume N-body Simulations

The hydrodynamical simulation is too small (L = 100h−1 Mpc) to mimic the elongated
CLAMATO survey geometry. To better understand the effect of survey geometry and sample
variance on our results, we therefore also use a larger N -body simulation (White et al. 2010).
This is a publicly-available simulation used in our previous papers (Lee et al. 2015, Stark
et al. 2015, Stark et al. 2015), so we describe it only briefly here.

The N -body simulation uses 25603 particles of 8.6×107 h−1M� in a 256 h−1 Mpc periodic
box. The cosmological parameters are Ωm = 0.31, Ωbh

2 = 0.022, h = 0.677, ns = 0.9611,
σ8 = 0.83, and initial conditions are generated using second-order Lagrangian perturbation
theory at zic = 150. The particles were evolved forward using the TreePM code of White
(2002), and we use output at z = 2.5. The Lyα absorption field was generated with the
fluctuating Gunn-Peterson approximation assuming a pressure filtering scale of 100 h−1 kpc
and a power-law temperature-density relationship with T0 = 2× 104 K and γ = 1.6.

Taking advantage of the larger volume of the N -body box, we create both a single
mock reconstruction spanning the entire 2563 box and 64 reconstructed subvolumes each
with dimensions 32h−1 Mpc× 32h−1 Mpc× 256h−1 Mpc, which roughly match the CLAM-
ATO survey geometry and volume. The exact CLAMATO survey geometry (30h−1 Mpc ×
24h−1 Mpc×438h−1 Mpc) cannot be reproduced even with the 256 h−1 Mpc simulation, but
it provides at least a rough comparison.

We generated skewers using 6403 grids of the Lyα absorption field. We followed exactly
the same procedures to generate mock CLAMATO observations from theN -body simulations
as from the hydrodynamic simulations.
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4.4 Void Finding

4.4.1 Calibrating the void finder

To identify cosmic voids in the IGM map, we use the void-finding procedure described
in Stark et al. (2015), which is analogous to the spherical overdensity techniques used for
halo-finding in N-body simulations but applied to underdensities. While this method cannot
fully capture the complex and anisotropic shapes of voids, it is simple, easy to use, and easy
to apply to both the density field and flux field. While alternative finders (i.e. watershed
methods; Neyrinck 2008) are widely used in the literature, the complexity of these void
finders may lead to poor performance in the presence of noise in the tomographic maps (e.g.
Stark et al. 2015). Moreover, as this is the first attempt at void detection in a qualitatively
new data set, the spherical overdensity finder has an attractive simplicity.

To identify voids, we begin by finding all points with δF greater than some threshold2,
or density lower than a separate threshold (“SO threshold”). Spheres are grown around all
these points until the average δF (density) in the sphere reaches a second threshold (“SO
average”). All spheres with r ≤ 2 h−1 Mpc are removed and overlapping voids are eliminated
by only keeping the void with the largest radius.

The SO threshold and SO average chosen in this paper are motivated by the values given
in Table 1 of Stark et al. (2015). However, these thresholds are inapplicable to CLAMATO
because they neglect continuum error in the mock sightlines and do not match the mean
flux of the observations. Continuum error is particularly important at the high-transmission
(high δF ) end (Lee et al. 2015). By combining Equation 4.1 and Equation 4.5 and Taylor-
expanding in the small quantity δcont, the change in δF due to continuum error is δcontF/〈F 〉;
thus continuum error is more important at the high-flux end than the low-flux end. Moreover,
since continuum error is correlated along a sightline, it will both create spurious voids and
erase real voids. Since continuum error increases the spread of δrec

F at the high-flux end,
adding continuum error will lead to more points with extreme values of δrec

F and thus increase
the void fraction.

Following Stark et al. (2015), we begin by finding voids in the real and redshift-space
density fields. We use the same real space thresholds as Stark et al. (2015), with SO threshold
of ρ = 0.2ρ̄ and SO average of ρ = 0.4ρ̄. The SO threshold is derived from the central density
of a void at shell-crossing in the spherical top-hat collapse model (van de Weygaert & Platen
2011); the SO average is less well-motivated, and was chosen by Stark et al. (2015) to best
create visually-identified voids surrounded by edges (i.e. the bucket profile). The values of
the SO threshold and SO average in the redshift-space density are arbitrary; we use the same
values as Stark et al. (2015), ρred = 0.15ρ̄ for the SO threshold and ρred = 0.3ρ̄ for the SO
average. We expect the thresholds to be lower in redshift space than in real space due to
outflows from voids.

We find similar volume fractions in the N -body and hydrodynamic simulations for voids
in the real-space and redshift-space density fields (17-18% in hydrodynamic simulations in

2Recall that δF has a negative sign convention with respect to overdensities.
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Table 4.1 : Volume fraction for different void thresholds in simulated catalogs

Field SO thresh SO average Vol. frac.

ρ 0.2ρ̄ 0.4ρ̄ 0.180
ρred 0.15ρ̄ 0.3ρ̄ 0.173
δF 0.192 0.152 0.180
δrec
F 0.220 0.175 0.180

δrec
F (N -body) 0.220 0.175 0.182
CLAMATO 0.220 0.175 0.195

Note. — Comparison of volume fraction of voids in data and simulations (100 h−1 Mpc
hydrodynamic box and 256 h−1 Mpc N -body box). All simulated fields are from the hydro-
dynamic box unless otherwise noted. The simulated fields include real and redshift-space
density fields, the underlying flux δF , and the reconstructed flux δrec

F , with CLAMATO-like
sightline spacing and realistic noise and continuum error. Both δF and δrec

F are adjusted to
the mean flux used in CLAMATO at z = 2.3.

Table 4.1 compared to 15% in N -body from Table 1 in Stark et al. 2015). The small remain-
ing discrepancies may arise from the slightly different cosmologies of the two simulations and
the fact that the N -body simulations neglect baryonic effects.

We choose the SO thresholds in the underlying flux field δF and the mock CLAMATO
reconstruction δrec

F to match the void fraction in the redshift-space density field. These
thresholds are listed in Table 4.1. We do not use the same thresholds for δF as Stark et al.
(2015), since we rescale 〈F 〉 to 〈F (z = 2.3)〉 from Faucher-Giguère et al. (2008), changing
the range of δF and necessitating the use of a different threshold. This allows us to apply the
same SO thresholds to both the observations and the two simulations. Furthermore, unlike
Stark et al. (2015), we do not use the same SO thresholds for δF and δrec

F , since the presence
of continuum error substantially broadens the PDF of δrec

F , yielding a 24% void fraction in
δrec
F versus 18% void fraction in δF for the same SO thresholds. Due to the sensitivity of
the void fraction to both the mean flux and the continuum error, we emphasize that picking
appropriate thresholds requires realistic mock reconstructions. As a result, these thresholds
are only applicable to the data presented in this paper.

In the presence of continuum error, void recovery is slightly poorer than reported in Stark
et al. (2015). As in Stark et al. (2015), we characterize the fidelity of void recovery using
the volume overlap fraction and match error between redshift-space density field and mock-
reconstruction voids. The volume overlap fraction is defined as the fraction of the volume of
voids in one catalog that overlap voids in another catalog, while the match error is defined
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Figure 4.3 : Purity and completeness of the volume overlap fraction and match fraction (fraction of
voids with ε < 0.3, see Equation 4.7) as a function of void radius, measured between voids in the
mock CLAMATO-like reconstructions and the redshift-space density field in the Nyx simulation.

for each pair of voids A and B:

ε =

√
(rA − rB)2 + |~xA − ~xB|2/32

rA
(4.7)

For each void in catalog A, the match error is the minimum of the match error with all voids
in catalog B. Following Stark et al. (2015), two voids are defined as well-matched if ε < 0.3;
thus the match fraction is the fraction of all voids in a catalog with ε < 0.3.

Depending on the comparison sample, these quantities can describe either the purity or
the completeness of the void catalog: the completeness is characterized by the (overlap or
match) fraction of density voids that are also found in the reconstruction, while the purity
is characterized by the fraction of voids in the reconstruction that also exist in the density
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field. We find that the completeness and purity drop 5 to 10 points compared to an identical
mock observation without continuum error. Overall, we amend the conclusion of Stark et al.
(2015) that 60% of r ≥ 5 h−1 Mpc voids are recovered by CLAMATO-like IGM tomography,
instead finding the recovery of these large voids to be closer to 40-45%.

In Figure 4.3, we plot the completeness and purity of the volume overlap fraction and
match fraction compared between voids in mock IGM tomography and the redshift-space
density field in the Nyx simulation as a function of void radius. For large voids, the com-
pleteness and purity of the match fraction and volume overlap fraction range between 30 and
45% for r ∼ 6 h−1 Mpc. For small voids, the match fraction drops rapidly to ∼ 5% for r ∼ 2
h−1 Mpc while the volume overlap fraction drops more slowly, to 35% for r ∼ 2 h−1 Mpc.
The same behavior was seen in Stark et al. (2015), and reflects the fact that small voids
may have poor centering and radius estimates due to tomographic noise artificially splitting
or joining voids, but the volume overlap fraction may nevertheless remain substantial. We
present Figure 4.3 as a guide for using the void catalog (Table 4.2). In Section 4.6, we only
use the high-quality r ≥ 5 h−1 Mpc sample for studying void profiles, as this sample is less
contaminated by noise in the tomographic reconstruction.

4.4.2 Application to data

Applying the SO void finder to the 2017 CLAMATO IGM tomography map (Lee et al.
2017), we identify 355 r > 2 h−1 Mpc cosmic voids, including 48 higher-quality r ≥ 5 h−1 Mpc
voids which we use for studying the void profile (Section 4.6). These voids fill 19.5% of the
tomographic volume. Table 4.2 presents the radii and positions of the voids in both sky
coordinates and tomographic map coordinates. In Figure 4.4, we overplot the voids and
positions of coeval spectroscopic galaxies from MOSDEF, VUDS, zCOSMOS, and our own
survey (see Section 4.5 for descriptions of these surveys). The figure shows slices through
the volume, sampled every 2 h−1 Mpc in the right ascension or longitudinal direction. While
most voids span more than one slice in this plot, for clarity we only show voids in the slice
where their respective centers are located. Voids in Figure 4.4 appear largely devoid of
galaxies, though a visual evaluation of the galaxy distribution is difficult owing to the very
non-uniform selection function of the coeval galaxy spectroscopy. A quantitative analysis of
galaxies within the tomography-identified voids is presented in Section 4.5.

Figure 4.5 shows projections onto the plane of the sky for the four largest voids in our
volume. In each projection, δrec

F is averaged across 20 h−1 Mpc along the line of sight (roughly
the diameter of these voids). We show all coeval galaxies within this slice; therefore, galaxies
with a different redshift from the void center may appear to lie in a void in Figure 4.5 while
actually lying outside the void boundaries.

We highlight a complex of several voids between RA 0 and 10 h−1 Mpc, declination 0
and 20 h−1 Mpc, and z = 2.32 − 2.37. While this structure is broken into many voids by
the spherical void finder, it is likely that these voids are part of a single structure spanning
10-20 h−1 Mpc, including the largest single void in the map, located at (x, y, z) = (1, 0, 244.5)
h−1 Mpc with radius 9.40 h−1 Mpc. As this void is located at the very bottom of the map,
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Figure 4.4 : Voids (circles) and spectroscopic galaxies (squares) in the 2017 CLAMATO map. Blue
indicates regions of low absorption and thus low density and high δF , while red indicates regions of
high absorption, high density, and low δF . Each strip is a slice through the RA direction, spaced
by 2 h−1 Mpc (strips are centered at RA = 1 h−1 Mpc, 3 h−1 Mpc, etc.). RA increases from the
bottom strip to the top strip and declination increases from bottom to top on each strip. In each
strip, we plot voids between 0 and 2 h−1 Mpc, 2 and 4 h−1 Mpc, etc. Note that we only plot voids
on the strip where they are centered, although they may span multiple strips.
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Figure 4.5 : Projections of δrecF onto the line of sight for the four largest voids in Table 4.2. In each
panel, we plot the mean δrecF averaged along a 20 h−1 Mpc length along the line of sight, centered
at the redshift of each void. The black circle shows the void and black squares are coeval galaxies
within ±10 h−1 Mpc of the void center.

future observations extending the map will better probe this structure.
While the void fraction in CLAMATO (19.5%) is slightly higher than the void fraction in

the mocks (18%), this difference can be entirely explained by sample variance. To quantify
the impact of sample variance on the void fraction, we compute the void fraction in 64
subvolumes from our 256 h−1 Mpc N -body simulation. We find that the void fractions in
the subvolumes range from 14.5% to 22.8%, with a mean of 17.9% and a standard deviation
of 1.8% (Figure 4.6). The small difference between the mean void fraction of this sample
and the void fraction of the full N -body box (18.2%) is attributable to the effects of an
elongated geometry on the N -body subvolumes, and suggests that further deviation from
the mean void fraction of the subvolumes due to the difference in survey geometry between
CLAMATO and the N -body subvolumes is negligible. The void fraction in the CLAMATO
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map is thus ∼ 1σ higher than the void fraction in the N -body and hydrodynamic mocks.
In principle, matching the void fraction and void statistics in the simulation requires

matching Lyα statistics such as the flux PDF and the flux power spectrum. In practice,
matching the flux PDF especially is notoriously difficult, creating an additional source of
systematic error that may lead to disagreement between void-finding in data and in sim-
ulations. Moreover, discrepancies between theory and data are especially significant at
the high-transmission end of the PDF, F > 0.8, where the voids lie (Bolton et al. 2016).
The high-transmission end of the flux PDF is particularly sensitive to the slope of the
temperature-density relationship γ (White et al. 2010). Early measurements of the flux
PDF suggested that γ . 1 (Bolton et al. 2008), in contrast to γ ∼ 1.6 used in simulations
here, though Lee (2012) pointed out that the effects of continuum error can be degenerate
with changing γ. Later measurements of the flux PDF from BOSS with better controlled
continuum fitting found γ ∼ 1.6 (Lee et al. 2015), though Rorai et al. (2017) claim that even
with improved continuum fitting, high-resolution quasar spectra still favor γ . 1, especially
in underdense regions. Overall, Lee et al. (2015) showed that careful modeling of noise and
systematic errors are critical for interpreting the flux PDF of low-resolution, noisy data such
as BOSS or CLAMATO, with spectral resolution, pixel noise and continuum error playing a
particularly prominent role. They also find that additional discrepancies remained at high
flux, which they solved by varying 〈F 〉. Therefore, we carefully model pixel noise, continuum
error, and Gaussian smoothing from the LRIS spectrograph. While we believe our current
mocks are sufficiently realistic for an initial void detection and characterization, more careful
mocks will be required for future cosmological analyses of IGM cosmic voids.

4.5 Void-Galaxy Counts in Cells
The cosmic voids in the CLAMATO volume are by far the most distant sample of cosmic

voids known at the present time. In comparison with the most distant z ∼ 1 voids previously
detected in galaxy redshift surveys (e.g., Conroy et al. 2005, Micheletti et al. 2014), our voids
at z ∼ 2.3 are ∼ 1.7× further in terms of comoving distance. Moreover, since CLAMATO
achieves & 3 times better density field resolution than existing or upcoming galaxy surveys
at z ∼ 2, it represents the best method for detecting high-z voids for the immediate future
(although all-sky interferometric 21cm surveys may be able to detect voids at z ∼ 1 − 2;
White & Padmanabhan 2017).

We validate the void-finding technique by counting coeval spectroscopic galaxies within
the tomography-identified voids and comparing these counts to the number of galaxies within
random cells with the same radius distribution and volume fraction. Exploiting the rich set of
spectroscopic data that already exists within the COSMOS field, we use 110, 109, 118, and 95
galaxies from the VUDS (Le Fèvre et al. 2015), MOSDEF3 (Kriek et al. 2015), CLAMATO,
and zCOSMOS-Deep (Lilly et al. 2007) surveys respectively, which directly overlap with the

3We use their 2016 August data release; http://mosdef.astro.berkeley.edu/for-scientists/

http://mosdef.astro.berkeley.edu/for-scientists/data-releases/
http://mosdef.astro.berkeley.edu/for-scientists/data-releases/
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Table 4.2 : Voids in CLAMATO 2017 Map

Tomographic map position (h−1 Mpc) Void Radius Sky position
x y z (h−1 Mpc) α (J2000) δ (J2000) redshift

1.0 0.0 244.5 9.40 149.96480 2.15000 2.33
15.5 0.0 179.5 9.10 150.17943 2.15000 2.26
0.0 23.0 273.5 7.90 149.95000 2.49016 2.36
0.0 14.5 233.5 7.70 149.95000 2.36445 2.32
29.5 11.0 186.0 7.65 150.38665 2.31268 2.26
23.0 0.0 366.0 7.45 150.29044 2.15000 2.47
29.5 12.5 323.0 7.40 150.38665 2.33487 2.42
0.0 10.5 264.5 7.25 149.95000 2.30529 2.35
29.5 1.0 171.0 7.00 150.38665 2.16479 2.25
3.5 0.0 293.0 6.95 150.00181 2.15000 2.39

Note. — Table 2 is published in its entirety in the machine-readable format. A portion is
shown here for guidance regarding its form and content.

Table 4.3 : Significances of galaxy underdensities in voids from IGM tomography

Galaxy survey Ngal Galaxies in voids Galaxies in Galaxies in Significance
randoms (mean) randoms (σ)

VUDS 110 13 20.36 4.29 0.0491
MOSDEF 109 6 18.49 5.45 0.0047
CLAMATO 118 10 22.07 4.67 0.0033
zCOSMOS 95 8 18.63 4.12 0.0035

Note. — Significance of galaxy underdensities in 4 coeval galaxy surveys. CLAMATO
uses the galaxies spectroscopically confirmed by our data that lie within the map volume.

http://mosdef.astro.berkeley.edu/for-scientists/data-releases/
http://mosdef.astro.berkeley.edu/for-scientists/data-releases/
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Figure 4.6 : Volume fraction of cosmic voids from 64 subvolumes each with dimensions 32×32×256

h−1 Mpc (light gray histogram), extracted from the N -body 256 h−1 Mpc simulation box, compared
to void fraction from entire box (black) and in CLAMATO data (blue).

http://mosdef.astro.berkeley.edu/for-scientists/data-releases/
http://mosdef.astro.berkeley.edu/for-scientists/data-releases/
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Figure 4.7 : Left: Positions of galaxies in the COSMOS field with known spectroscopic redshifts
that are coeval with the 2.05 < z < 2.55 CLAMATO map. The black box indicates the footprint
of the CLAMATO map. Right: Redshift distribution of coeval galaxies.

CLAMATO map volume at 2.05 < z < 2.55. By CLAMATO, we mean galaxies that were
spectroscopically confirmed by CLAMATO to lie inside the map volume, e.g. sightlines for
the lower redshift part of the map or galaxies with redshifts too low to be viable sightlines.

In Figure 4.7, we show the redshift distribution of these coeval galaxies and their spatial
coverage compared to the CLAMATO area. These surveys differ in their redshift accuracy:
the NIR-based redshifts from MOSDEF are most accurate (Steidel et al. 2010; σv ∼ 60 km
s−1, corresponding to σlos ∼ 0.7 h−1 Mpc), followed by the optical redshifts from VUDS,
CLAMATO, and zCOSMOS (Steidel et al. 2010, Kriek et al. 2015; σv ∼ 300 km s−1). For
this analysis, we do not include galaxies from two overlapping spectroscopic surveys, 3DHST
and ZFIRE. The grism redshifts from 3DHST have redshift uncertainties of σv & 500 km s−1

(Kriek et al. 2015, Momcheva et al. 2016b) which are comparable to the typical sizes of our
voids of a few cMpc. The ZFIRE survey (Nanayakkara et al. 2016) specifically targeted at
the z ∼ 2.1 protocluster (Spitler et al. 2012) and is therefore a poor choice for void validation
because the galaxies will not lie in an average environment.

Galaxy positions are converted to x, y, z coordinates with the origin at z = 2.05, right
ascension 149.95◦ and declination 2.15◦ using the transverse comoving distance evaluated at
z = 2.3. We convert galaxy redshift zgal to coordinate position z using

z = (zgal − 2.05)
dχ

dz

∣∣∣∣
z=2.3

(4.8)

Therefore, the conversion between (α, δ, z) and map coordinates (x, y, z) is identical for
coeval galaxies and Lyα forest pixels.

data-releases/.
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Figure 4.8 : Distribution of number of galaxies in random cells (red), compared to number of galaxies
in IGM voids (blue line), for 4 galaxy surveys. The p value is the fraction of the red histogram to
the left of the blue line.
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We emphasize that this comparison is simply a validation of the cosmic void sample, and
that the void-finding on the tomographic reconstruction is entirely self-sufficient. Conversely,
the spectroscopic redshift galaxy samples within the field are too sparse and incomplete4 to
define cosmic voids, but should be sufficient to falsify a spurious detection of cosmic voids.

To compare the abundance of galaxies in voids with a control sample, we create many
realizations of random catalogs with the same radius function as the void catalog. Many of
the largest CLAMATO voids are preferentially located near the edge of the CLAMATO vol-
ume. Therefore, in order to reproduce the correct volume fraction in the random catalogs, we
require each random cell to have the same distance from the boundary as the corresponding
void with the same radius.

In detail, for each void in the catalog, we create a random cell with the same radius. If
the void is located in a “corner” of the volume (i.e. the distance between both its x and
y positions and the box edge is smaller than the void radius), we assign the random’s xy
position by rotating the void’s xy position about the origin by either 0◦, 90◦, 180◦, or 270◦.
We then randomly assign the z position. For voids not located in a corner, we randomly
assign the position along the faces of a rectangular prism with distance to the CLAMATO
volume edge equal to the minimum distance between the void center and the box edge. Just
like the voids, the random cells are required to be non-overlapping. We find that the random
cells fill 18.9% of the CLAMATO volume (on average), compared to 19.5% of the CLAMATO
volume filled by voids. As a sanity check that the random cells are indeed unbiased regions,
we also find in the random cells an average absorption of 〈δrec

F 〉 = −6.57× 10−3± 5.1× 10−3

(1σ standard deviation) compared to 〈δrec
F 〉 = −7.23 × 10−3 for the entire map. In other

words, they are both consistent with zero as would be expected by definition (Equation 4.1).
For MOSDEF, we use separate random catalogs covering the smaller area probed by

this survey (Figure 4.7) rather than the entire CLAMATO volume. This allows the random
catalogs to accurately reproduce the void fraction within the MOSDEF survey region. We
use an area that extends 3 h−1 Mpc beyond the approximate MOSDEF footprint: in this
case, 150.001◦ > R.A. > 150.203◦ and 2.150◦ > Dec > 2.444◦. We include voids that are
slightly outside the MOSDEF footprint because these voids may still overlap with MOSDEF
galaxies; we choose a 3 h−1 Mpc buffer because the average void size is about 3 h−1 Mpc.
The random cells fill 12.5% of the MOSDEF region volume, compared to 12.6% void fraction
in this region, with average δrec

F −0.0113 ± 0.0091. The smaller void fraction may be due
to the fact that the MOSDEF region is slightly overdense, with 〈δrec

F 〉 = −0.0121 ± 0.0002
(standard error of the mean) compared to 〈δrec

F 〉 = −0.0073± 0.0001 in the entire map.
The significance of the galaxy underdensity in tomographic voids is the probability that

the number of galaxies in random cells is less than or equal to the number of galaxies in
voids. We calculate this probability by counting the number of realizations of the random
catalog with fewer galaxies in the randoms than in the tomographic voids, giving a p value
for each galaxy survey. Assuming that the constraints from the different galaxy surveys

4We find ng ∼ 1.1×10−3h3 Mpc−3 for VUDS, CLAMATO, and zCOSMOS redshifts combined, compared
to ng ∼ 5× 10−3h3 Mpc−3 in the VIPERS survey which detected z ∼ 1 voids.
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are independent, the combined constraint is simply the product of the p values for the
individual surveys. The distribution of galaxy counts in random cells is neither Gaussian
nor Poissonian, particularly as it approaches zero galaxies where the data lies; therefore,
calculating p values by direct simulation is essential and we emphasize that the conversion
to σ is purely for illustrative purposes. The error on p values computed this way are given
by
√
p(1− p)/N . In order to achieve < 10% errors on p values, we use 10,000 realizations

of the random catalog for VUDS, and 300,000 realizations for CLAMATO, MOSDEF, and
zCOSMOS.

We report significances in Table 4.3 and compare the number of galaxies in voids to the
number of galaxies in random cells in Figure 4.8. Assuming that the galaxy surveys are
independent, we find a combined p value of 3 × 10−9, equivalent to a 5.95σ detection of
galaxy underdensities in the tomography-identified voids.

The significance of the galaxy underdensity in the tomographically-identified voids is
similar for all four surveys, although modestly lower for VUDS. These galaxies are the faintest
of the surveys used (〈r〉 = 24.9, compared to 〈r〉 = 24.1 for CLAMATO and zCOSMOS and
〈r〉 = 24.8 for the primarily quiescent MOSDEF sample), and are thus likely have lower bias,
causing them to cluster towards voids (Conroy et al. 2005).

4.6 Void properties

4.6.1 Void radius function

We compare the void radius function in CLAMATO to the void radius function in mock
observations and in the real-space density field (Figure 4.9). Due to edge effects, voids are
significantly more likely to be found near the map boundaries of both the CLAMATO data
and the 64 subvolumes of the N -body box with roughly CLAMATO-like geometry. As a
result, we omit voids found within one void radius of the box edge. To compute the void
radius function, we weight each void by the effective volume over which it could have been
observed: for a void of radius r, this volume is (30 − 2r)(24 − 2r)438 h−3 Mpc3. Omitting
voids near the box edge leads to substantially better agreement with the void radius function
in both the density field and the full-volume reconstruction. We also overplot the range of
void radius functions found in the 64 subvolumes to give an estimate of the impact of sample
variance on this measurement; we do not plot the range for large voids where the Poisson
errors become large due to the relatively small volume of both the CLAMATO and simulated
survey volumes.

We compare the measured void radius function to predictions from excursion set theory
(Sheth & van de Weygaert 2004, Jennings et al. 2013). The excursion set model associates
voids with spherical regions that have just undergone shell crossing and have thus attained an
average density of 0.2ρ̄. The evolution of voids is modeled as a random walk with two barriers,
a lower barrier at δv = −2.71, the linear underdensity of shell-crossed voids, and an upper
barrier, δc, modeling voids squeezed out of existence by surrounding overdensities, ranging
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Figure 4.9 : Left: Comparison of void radius function in CLAMATO to void radius function from
the N -body real-space density field; the mean and range of the void radius function from mock
observations constructed from 64 (32×32×256) h−3 Mpc3 subvolumes of the N-body box; and the
void radius function from a mock observation constructed from the full 2563 h−3 Mpc3 box. In all
cases we exclude voids with distance to the boundary smaller than the void radius, except for the
blue dashed line, which gives the abundance of all CLAMATO voids and thus shows the impact
of edge effects on the CLAMATO void abundance. In all cases, we have centered each histogram
bin over the corresponding void radius: i.e. the bin centered at 3 h−1 Mpc gives the number of
voids with radius greater than or equal to 3 h−1 Mpc. Right: Comparison of the CLAMATO void
radius function to excursion set models (black lines), with the range of the 64 N -body subvolumes
overplotted to give a sense of the error on the measured void radius function. Error bars on the
data are Poisson error bars on the counts in each bin, divided by the effective volume of that bin.
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between 1.06 and 1.69. We fit two excursion set models to the data, the number-density-
preserving model of Sheth & van de Weygaert (2004) (SvdW) and the volume-preserving
model of Jennings et al. (2013) (Vdn). δv = −2.71 provides a poor fit in both cases, so we
allow the void threshold to vary as a free parameter, finding δv = −1.44 (−1.04) for the
SvdW (Vdn) models. We use χ2 minimization to determine the best-fit δv, with error bars
given by the Poisson errors on the number of voids in each bin divided by the effective volume
of that bin, i.e. (30 − 2r)(24 − 2r)438 h−3 Mpc3 for a bin at radius r. Owing to the large
range in n(≥ r), we minimize χ2 in log-space rather than linear space. We find that neither
model can adequately explain the void radius function at small r (< 3 h−1 Mpc), where the
error bars are substantially smaller than at large r. As a result, the best-fit curves for both
models are “tilted” relative to the data at r ≥ 3 h−1 Mpc due to the smaller errorbars and
thus larger impact of the points at small r. While neither model can fit the void radius
function at small radii, the Vdn model adequately fits the data at large r, and provides a
notably better fit than the SvdW model.

We expect a higher value of δv than -2.71 for the void radius function in our work because
we use a higher mean overdensity of voids (ρ̄ = 0.4); indeed, our results are similar to the
results of Jennings et al. (2013), who found δv = −1.24 for ρ̄ = 0.4. Our results also lie in
the same general range as previous results, which find δv between -0.2 and -1.0 (Sutter et al.
2014b, Pisani et al. 2015, Nadathur & Hotchkiss 2015). However, Jennings et al. (2013),
working between z = 0 and 1, recommend models with considerably smaller void abundance
than found here (1/5 the abundance of the Sheth & van de Weygaert (2004) prediction with
δv = −1.24, about 5 times lower than our data).

4.6.2 Radial void profile

We plot radially-averaged void profiles in Figure 4.10 for all voids with r ≥ 5 h−1 Mpc,
normalizing each void to its void radius and stacking in units of the void radius r/rV . There
is good agreement between void profiles in data and mock observations, with χ2 = 22.1
over 16 radial bins between the void profile in CLAMATO and the void profile in mock
observations from the N -body simulations. Since each bin is 0.1rv ∼ 0.5 h−1 Mpc, much
smaller than 〈d⊥〉 = 2.5 h−1 Mpc, the void profile is highly correlated between neighboring
bins, so we cannot assume a diagonal covariance matrix when computing χ2 (i.e. the χ2

quoted above uses the full covariance matrix and is much lower than if this covariance
matrix were diagonal). We compute the covariance matrix using the 64 subvolumes of the
N -body box and scale down the covariance by 0.8, the volume ratio between the N -body
subvolumes and the CLAMATO volume. We also use the unbiased estimator of Hartlap
et al. (2007) for the inverse covariance matrix, for the case where the mean is estimated from
the data (their Equation 17). The strong agreement between the radial void profile in mock
observations and data suggests that approximations in the map-making process (e.g. the
distance-redshift and angle-redshift conversion discussed in Section 6.2) make only a minor
impact on the void profile.
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The void profile in mock observations traces the void profile in the underlying Lyα flux
field, δF , well for r > rV but deviates badly inside the void. This deviation is due almost
entirely to noise in the spectra, with the profiles in noiseless reconstructions resembling the
δF profiles much more closely. Unfortunately, the deviation between void profiles in δrec

F

and δF means that void profiles in the reconstruction do not trace void profiles in matter,
and thus we do not try to fit a functional form to the void profile (e.g. Ceccarelli et al.
2006, Hamaus et al. 2014, White & Padmanabhan 2017) as it could not be compared with
low-redshift results.

Qualitatively, the void profile in the data is missing the “compensation wall” that is
present in some low redshift void profiles, particularly voids with r < 20 h−1 Mpc like those
discussed here (Hamaus et al. 2014). It is unclear whether the absence of a compensation
wall is indicative of physical differences between high and low redshift voids, or is merely
an artifact of our void finder and void sample. For instance, while our voids are small at
z ∼ 2.3, they will become much bigger by z ∼ 0: Sheth & van de Weygaert (2004) find
rv ∝ (1 + z)−2/(3+n), where n ∼ −1.5 is the slope of the power spectrum on scales of the void
size. Therefore 5 h−1 Mpc voids at z = 2.3 correspond to 25 h−1 Mpc voids at z = 0, which
generally have a very weak or absent compensation wall (Cai et al. 2015, Hamaus et al.
2016). On the other hand, White & Padmanabhan (2017) suggest that spherical overdensity
finders may not find compensation walls, while Cai et al. (2016a) argue that compensation
walls are only present in voids found in overdense environments.

We also study the impact of redshift-space distortions on z ∼ 2 voids. Redshift-space
distortions modify the void profile along the line of sight and are often measured using the
quadrupole of a correlation function or void profile. Numerical simulations find that for
r & rV in uncompensated voids, iso-density contours are flattened along the line of sight in
the same sense as the Kaiser (1987) effect for overdensities (Cai et al. 2016a, Nadathur &
Percival 2017). On smaller scales, nonlinear effects such as velocity dispersion may lead to
extended profiles along the line of sight (Cai et al. 2016a), although the magnitude of these
effects is unclear (see discussion in Nadathur & Percival 2017). We replicate these findings
for simulated voids at z ∼ 2 in the underlying flux and density fields for the entire 2563 h−3

Mpc3 box.
However, we find that when measured in (32 × 32 × 256) h−3 Mpc3 CLAMATO-like

subvolumes, the void quadrupole is significantly distorted by edge effects in the Wiener filter
and void finder. We also find that the void quadrupole is significantly distorted by continuum
error, since continuum error is correlated along the line of sight. Due to the large impact
of these systematic effects, we do not present redshift-space distortion measurements in
CLAMATO voids here. Future surveys with larger contiguous area (e.g. an IGM tomography
survey on the Subaru Prime Focus Spectrograph over 20 deg2) will be less impacted by
continuum errors: we find very good agreement between the void quadrupole in a 128×128×
256 h−3 Mpc3 subvolume and the full TreePM box. However, continuum error will remain a
major source of systematic error for modeling redshift-space distortions in Lyα forest voids:
either the effects of continuum error must be removed, e.g. by ignoring correlated pixels along
the line of sight, or we require accurate end-to-end modeling of the effects of continuum error
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on void shapes.

4.7 Conclusions
We present the first detection of cosmic voids at z ∼ 2 using a spherical overdensity finder

applied to a tomographic map of the 3D Lyα absorption field from the CLAMATO survey
carried out on the Keck-I telescope. By targeting background LBG and quasar sightlines
with mean transverse separation 2.5 h−1 Mpc at z ∼ 2.3, we create a Wiener-filtered map of
the neutral hydrogen density on few Mpc scales, which is an excellent tracer of the underlying
matter density. This allows us to measure the density field on scales considerably smaller
than current galaxy surveys can achieve at this redshift, enabling cosmic void detection at
far greater (∼ 1.7×) cosmic distance than hitherto the most distant cosmic voids at z ∼ 1.

Building on the results of Stark et al. (2015), we use realistic mock observations based on
hydrodynamical and N -body simulations to calibrate thresholds for identifying voids in IGM
maps. This is necessary to better model the Lyman-α forest and continuum errors in the
survey, which were neglected in Stark et al. (2015). Within the simulations, we find worse
void recovery from IGM tomography than Stark et al. (2015): ∼ 40% of tomographically-
identified voids are well-matched to density-field voids for r ≥ 5 h−1 Mpc.

Using thresholds calibrated from simulations, we apply the void finder to the CLAMATO
map to find a 19.5% volume fraction of voids. After removing voids affected by edge effects,
we find good agreement between the void radius function in simulations and data. Excursion
set models can fit the void radius function only if the excursion set threshold is adjusted
considerably from the Sheth & van de Weygaert (2004) prediction of −2.71.

We also study the stacked void profiles for the higher-confidence subsample of large (r ≥ 5
h−1 Mpc) voids. As in Stark et al. (2015), we find no compensation ridge in the radial void
profiles, consistent with other spherical overdensity finders (White & Padmanabhan 2017).

We validate the void detection by finding that these voids are ∼ 6σ underdense in coeval
galaxies from the MOSDEF, VUDS, and zCOSMOS spectroscopic redshift surveys, as well
as CLAMATO-confirmed galaxies falling within the tomographic volume. While the galaxy
catalogs are unable to detect voids on their own, they validate the detection of voids in IGM
tomography by showing that our voids have significantly fewer galaxies than random regions
with the same radius distribution.

Identifying cosmic voids requires both a large volume and a reasonably dense sampling
of the density field. Previous detections of voids from galaxy surveys have extended to z ∼ 1
(Conroy et al. 2005, Ceccarelli et al. 2006, Sutter et al. 2012, Micheletti et al. 2014, Mao
et al. 2017b, Sánchez et al. 2017), while IGM tomography can detect voids at z ∼ 2.3,
providing by far the most distant sample of voids owing to much denser sampling of the
density field than galaxy surveys at comparable redshifts. Moreover, upcoming surveys will
dramatically increase the number of z ∼ 2.5 voids detected via IGM tomography. We find 48
voids with r ≥ 5 h−1 Mpc (for which we expect ≥ 45% void recovery); the full CLAMATO
survey will cover ∼ 3− 5 times more volume than the data used in this paper and thus we
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expect to find > 100 r ≥ 5 h−1 Mpc voids, in line with the estimates in Stark et al. (2015).
Moreover, the Prime Focus Spectrograph (PFS) on the Subaru telescope will begin operation
by 2020 (Takada et al. 2014); it will allow for surveys covering a much wider area, owing
to the much larger field of view of PFS compared to LRIS. A dedicated IGM tomography
survey building on the PFS galaxy evolution survey could cover 15-20 deg2 with sightline
separation 3-4 h−1 Mpc, i.e. comparable or slightly worse sampling than CLAMATO — the
exact parameters are currently under discussion within the PFS collaboration. Thus, such
a survey on PFS could find 2000 z ∼ 2.5 voids (Stark et al. 2015) with comparable fidelity
to CLAMATO. The larger area could be particularly crucial to detecting void redshift space
distortions at high significance.

At low redshifts, voids have been used for Alcock-Paczynski tests to measure cosmological
parameters, since voids are on average spherical in real-space (Sutter et al. 2014c, Mao et al.
2017a). Stark et al. (2015) estimates that a competitive high redshift measurement of the
Alcock-Paczynski parameter will require 10,000 voids, which could be achieved by a dedi-
cated 100-night tomography survey on PFS, or by shorter surveys on even more ambitious
instruments such as the Maunakea Spectroscopic Explorer (McConnachie et al. 2016) or the
Billion Object Apparatus (Dodelson et al. 2016). On the other hand, Stark et al. (2015)
find that linear theory accurately predicts the radial velocity profile of voids, suggesting that
studying the velocity field either to infer cosmological parameters (e.g. Hamaus et al. 2016;
using redshift-space distortions at low redshift) or to test modified gravity theories could be
promising avenues of exploration. In particular, Clampitt et al. (2013) estimates that mod-
ified gravity theories could alter void profiles in a way that could be observed with samples
of 20 voids.

Finally, voids offer an intriguing test-bed for galaxy formation, as they contain halos that
have grown primarily by diffuse accretion rather than mergers (Fakhouri & Ma 2009). Exist-
ing studies of galaxy formation in voids have been limited to low redshift, where differences
in void galaxy properties can be attributed largely to their different stellar masses (Hoyle
et al. 2005, Tinker et al. 2008, Alpaslan et al. 2015, Penny et al. 2015, Beygu et al. 2016).
However, this may be different at high redshift, particularly since the global star formation
rate at z ∼ 2 is much higher than at z ∼ 0. In principle, we have already identified 35
galaxies in voids; however, if a tomography-identified void contains a galaxy, it is more likely
that it is a fluctuation due to noise than otherwise. Stark et al. (2015) point out that “true”
voids are expected to be devoid of such bright galaxies, but that voids could contain faint
L ∼ 0.3L? galaxies that could be observed by the NIRSPEC spectrograph on JWST.
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the mock CLAMATO-like observations in the Nyx and TreePM box, including void catalogs
from both the full TreePM box and the 64 subvolumes, and void catalogs from the (real and
redshift-space) density fields and underlying flux of the Nyx simulation, corresponding to
the void fractions reported in Table 4.1. We have also included the mock CLAMATO maps
from these simulations.
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Chapter 5

Thermal Sunyaev-Zel’dovich effect from
quasar host halos

Abstract
The thermal Sunyaev-Zel’dovich (tSZ) effect is a powerful probe of ionized gas in massive

halos. Recent measurements of the tSZ signal around quasars have interpreted it as arising
from thermal energy injection via AGN feedback into the gas directly adjacent to the accre-
tion disk, rather than from virialization of hot gas in the host halo. In this paper, we examine
the tSZ-quasar cross-correlation. We show that on large scales, the cross-correlation is domi-
nated by the two halo term from correlated halos around the AGN, rather than from hot gas
near the AGN or its host halo. In this regime, the tSZ-quasar cross-correlation probes the
Compton-y bias of the universe, essentially the amplitude and redshift distribution of the
thermal pressure from hot halo gas. Because quasar samples extend over a broad redshift
range, the tSZ-quasar cross-correlation is an excellent tomographic probe of the amplitude
of the halo gas pressure profile, which is in turn sensitive to details of AGN feedback and
cluster formation. On small scales, the tSZ-quasar cross-correlation is highly sensitive to
the uncertain halo mass distribution of quasars. We fit physically-motivated quasar models,
built from galaxy-black hole and stellar mass-halo mass scaling relations, to luminosity func-
tion and clustering data. We then show that the tSZ-quasar cross-correlation is a sensitive
discriminant of these models. We argue that the tSZ signal from fainter upcoming quasar
samples (i.e. in the DESI survey) is likely dominated by virialization of the host halo rather
than thermal energy injection from AGN feedback. Therefore, future small scale quasar-tSZ
cross-correlations may play a powerful role in testing quasar formation and evolution.

5.1 Introduction
The thermal Sunyaev-Zel’dovich effect (Sunyaev & Zeldovich 1970, 1972) arises from in-

verse Compton scattering of CMB photons by hot electrons along the line of sight, distorting
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the blackbody spectrum of the CMB. Massive individual clusters have been detected via their
tSZ flux (e.g. Carlstrom et al. 2002), while on the other extreme, large-area CMB and large-
scale structure surveys have enabled stacking analyses around halos down to 4 × 1012 M�
(Hand et al. 2011, Planck Collaboration et al. 2013b, Greco et al. 2015). Furthermore, de-
tections of the global tSZ signal (Planck Collaboration et al. 2014e) have enabled constraints
on σ8, taking advantage of the scaling CtSZ

` ∼ σ7
8 (Komatsu & Seljak 2002).

The tSZ spectral distortion along a single line of sight is given by

∆T

Tcmb

=

[
x
ex + 1

ex − 1
− 4

]
y (5.1)

where x ≡ hν/KTcmb and y is the dimensionless Compton-y parameter, proportional to the
integrated electron pressure along the line of sight. The tSZ distortion is negative at low
frequencies and crosses zero at 217 GHz. A more observationally relevant quantity is Y , the
Compton-y parameter integrated over some aperture (e.g. the radius of a halo or the beam
of a CMB map) and thus with units of solid angle.

Y is proportional to the pressure and is thus sensitive to any source of keV electrons.
At cluster masses, the requisite electrons are generated primarily by gravitational heating
as they fall into the deep potential well. Since gravity is scale-free and the power spectrum
is close to a power law on the relevant scales, this process leads to a nearly power-law
relationship between Y and the halo mass Y ∝ M5/3E(z)2/3 (Kaiser 1986), where E(z) =
H(z)/H0 =

√
Ωm(1 + z)3 + ΩΛ. In the purely gravitational case, deviations from power-law

behavior due to the preferred scale of structure formation are modest. Non-gravitational
physical processes with preferred length scales (such as radiative cooling, star formation,
and feedback) will break the self-similar scaling relation, leading to mass dependence of the
temperature and gas density profiles (Kravtsov & Borgani 2012). In general, deviations from
self-similarity in simulations are mild and primarily affect the mass-dependence of the scaling,
for which deviations are parameterized by α, the logarithmic slope minus 5/3 (Kravtsov &
Borgani 2012).

Radiative cooling primarily affects the tSZ scaling relation by reducing the gas fraction
at low mass as gas is converted into stars (Kravtsov et al. 2005, Battaglia et al. 2013). Other
physical effects of cooling, such as its impact on the entropy profile, are less important than
the decrease in gas fraction (da Silva et al. 2004, Reid & Spergel 2006). The induced devi-
ations from self-similarity are thus quite modest, though the impact on the normalization
may be larger (da Silva et al. 2004, Nagai 2006). Feedback plays a similar role, breaking self
similarity by modifying the gas profile towards flatter outer slopes at low mass (Battaglia
et al. 2012b). AGN feedback is thought to be more important at M > 1013 M� whereas
stellar feedback can affect the Y −M slope at smaller masses (van de Voort et al. 2016).
Early work also considered the impact of ‘pre-heating’ on the ICM where a large quantity
of heat was injected at high redshift (da Silva et al. 2001, White et al. 2002), but these
models are incompatible with high-redshift Lyα forest constraints and star-formation histo-
ries (Kravtsov & Borgani 2012). Moreover, simulations suggest AGN feedback is neceessary
to resolve the “cooling crisis,” or overproduction of stars in simulations with radiative cool-
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ing only (McCarthy et al. 2010). Since both feedback and cooling create departures from
self-similarity through the gas fraction, Böhringer et al. (2012) proposes that the self-similar
scaling relations can be modified to account for hydrodynamics by using a halo mass and
redshift-dependent gas fraction.

The presence of radiative cooling is well-established and necessary to account for the
presence of stars in a galaxy cluster, but prescriptions for AGN feedback in simulations are
more uncertain. To remain agnostic about the details of feedback, we consider two very
simplified schemes for feedback: an overall increase or decrease in the tSZ signal from all
halos (similar to the approach taken in Efstathiou & Migliaccio (2012), who model the tSZ
signal using a universal pressure profile from Arnaud et al. (2010) with adjustable amplitude
and redshift evolution); and direct energy injection into the gas surrounding the AGN,
proportional to the energy output of the quasar (as used in galaxy formation and evolution
models; Springel et al. 2005, Hopkins et al. 2006a).

5.1.1 Review of observational and theoretical literature

AGN feedback both reduces the baryon fraction in groups and small clusters by pushing
baryons to large radii and thus decreasing the tSZ signal in the inner part of the profile
(Battaglia et al. 2012b, Le Brun et al. 2015); and heats the gas on small scales, potentially
enhancing the tSZ signal close to the quasar (Scannapieco & Oh 2004, Scannapieco et al.
2008, Rowe & Silk 2011, Chatterjee & Kosowsky 2007, Chatterjee et al. 2008, Spacek et al.
2017a, Soergel et al. 2017). Sufficiently efficient AGN feedback in simulations causes a
break in the Y −M relationship, typically around 1013 M� (Henden et al. 2018) or 1014

M� (McCarthy et al. 2017, Le Brun et al. 2017), with α ∼ 0.5 (a steeper slope below the
break). However, other simulations with less efficient AGN feedback do not show evidence
for a change in logarithmic slope (Planelles et al. 2017). Above 1014 M�, deviations for self-
similarity are milder, α ∼ 0.1− 0.2, but nevertheless often measured in simulations (Stanek
et al. 2010, Battaglia et al. 2012b, Kay et al. 2012, Planck Collaboration et al. 2014d, Barnes
et al. 2017, Gupta et al. 2017). Direct comparisons between simulations and observations
yield a consistent slope, suggesting that simulations are sufficiently realistic to interpret data
(Jakobs et al. 2017).

While early studies neglecting AGN feedback argued for a universal pressure profile (Na-
gai et al. 2007, Arnaud et al. 2010), simulations with AGN feedback predict that pressure
profiles deviate from self-similarity in both their mass and redshift scalings, with AGN feed-
back expelling gas from the center of the halo and creating a shallower outer pressure profile
(Battaglia et al. 2012b, Kay et al. 2012, Le Brun et al. 2015, Gupta et al. 2017). Despite
these deviations from self-similarity, in these simulations integrated Y remains self-similar if
integrated over a sufficiently large aperture (Battaglia et al. 2012a). This is because the AGN
feedback prescriptions in these simulations does not destroy hot gas altogether but merely
pushes it to larger radii. However, it remains possible that other feedback prescriptions not
considered in these simulations could increase the amount of hot gas immediately around
the quasar (Scannapieco & Oh 2004, Scannapieco et al. 2008)
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Observational evidence for the self-similarity of the Y −M relationship has been mixed.
Planck Collaboration et al. (2013b) find a self-similar Y − M relation down to 4 × 1012

M�, but this result could be consistent with significant deviations from self-similarity in the
pressure profile (Greco et al. 2015, Le Brun et al. 2015). At cluster scales (> 1014M�), Planck
Collaboration et al. (2013a) find that a universal pressure profile is appropriate, though with
a shallower outer slope than Arnaud et al. (2010). On the other hand, Tanimura et al.
(2020) find that the pressure profile around SDSS LRGs requires AGN feedback in addition
to gravitational collapse. Future observations may be able to push to even smaller masses
and test different feedback models in the CGM around ∼ 1012M� halos, although constraints
are likely to be better from X-ray stacks than from tSZ stacks (Singh et al. 2016).

There are other indirect probes of the thermal state of the gas (and thus the impact of
AGN feedback) besides stacking on halos. At low masses, the tSZ-halo cross-correlation is
dominated by the 2-halo term, which provides information about gas in all halos. Vikram
et al. (2017) use the 2-halo tSZ signal around SDSS groups to constrain the bias-weighted
electron pressure1 at z = 0.15. Hill et al. (2018) compare this measurement to 2-halo
predictions from broken and unbroken power law Y −M relations, and find that a power law
broken at 1014 M� is moderately (2σ) preferred by the data, in agreement with expectations
for AGN feedback. Similarly, Pandey et al. (2019) find that the two-halo term of galaxy-
tSZ cross-correlations is consistent with gravitational collapse and shock heating, and is
beginning to place interesting constraints on the contribution from AGN feedback. Future
measurements with CMB S4/Simons Observatory and the DESI BGS sample will both be
able to constrain the pressure profile and to infer the Y − M relationship to constrain
simulations of AGN feedback (Pandey et al. 2020). The tSZ-galaxy cross-correlation can
also be interpreted to constrain the hydrostatic mass bias (Makiya et al. 2018); i.e. the
discrepancy between true cluster masses and the X-ray determined cluster masses used to
calibrate the Planck pressure profile, which may be due to deviations from hydrostatic
equilibrium in the X-ray cluster sample. tSZ measurements of the hydrostatic mass bias
are generally consistent with Planck cluster counts and do not find evidence for redshift
evolution, though they have a relatively restricted redshift range (z ≤ 0.4) (Koukoufilippas
et al. 2020).

The tSZ power spectrum can be used to constrain departures from self-similarity on small
angular scales ` > 1000 (Ramos-Ceja et al. 2015), where the power spectrum is dominated by
gas at small radii around 1014 M� halos, which are more sensitive to feedback. Conversely,
the tSZ power spectrum at low `, as measured by Planck, is robust to effects of AGN
feedback (McCarthy et al. 2014, Horowitz & Seljak 2017). Nonthermal pressure support can
also change the shape of the power spectrum on large scales (Shaw et al. 2010).

Recently, several studies have used the tSZ-lensing cross-power spectrum to both con-
strain cosmology and ICM parameters. Simulations suggest that most of the tSZ-lensing
cross-correlation comes from hot gas in the ICM, rather than gas beyond the virial radius
(“missing baryons”), though the ∼20% of the signal from “missing baryons” may still offer

1Following Hill & Spergel (2014) we refer to this quantity as the Compton-y bias.
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interesting constraints on the diffuse intergalactic medium, which is generally very hard to
study (Battaglia et al. 2015, Hojjati et al. 2015, Ma et al. 2015).

Van Waerbeke et al. (2014) detect the first cross-correlation between tSZ and weak lensing
maps, interpreting this result as a constraint on the Compton-y bias. Hill & Spergel (2014)
consider both cosmology and ICM constraints from the cross-correlation of Planck tSZ and
CMB lensing. Their ICM constraints depend on the assumed cosmology but generally favor
ICM pressure profiles with AGN feedback over adiabatic ICM profiles with no star formation
or feedback. Similarly, Timmons et al. (2017) uses the CMB skewness power spectrum to
measure the tSZ-CMB lensing cross-correlation and constrain the shape of the ICM pressure
profile. Osato et al. (2018) cross-correlates tSZ with optical weak lensing to place constraints
on σ8 and the nonthermal pressure fraction in the semi-analytic model of Flender et al. (2017).
Hojjati et al. (2017) measure the cross-correlation between Planck tSZ and RCSLens weak
lensing, and compare their results to simulations with varying levels of AGN feedback. They
find modest preference (1.5− 2σ) for AGN feedback simulations over adiabatic simulations,
and also point out that the impact of AGN feedback on the tSZ-weak lensing cross-correlation
is maximal for θ < 30 arcmin. Battaglia et al. (2015) shows the tSZ-CMB lensing cross-
spectrum from simulations with shock heating only; radiative cooling and star formation;
and AGN feedback. They find that ongoing and future experiments will be able to constrain
the outer slope and normalization of the pressure profile, and the redshift evolution of the
normalization. Similarly, Battaglia et al. (2017) finds that future LSS cross tSZ and LSS
cross kSZ measurements will be able to constrain non-thermal pressure and AGN feedback
efficiency to percent level.

Alternatively, AGN feedback has been directly probed by stacking the tSZ signal around
quasars and searching for a small-scale excess tSZ signal (e.g. Chatterjee & Kosowsky 2007,
Chatterjee et al. 2008). However the evidence for such an excess remains unclear. Chatterjee
et al. (2010) reported 2.5σ evidence for a tSZ decrement in WMAP data around photometric
SDSS quasars; however, the limited frequency coverage prevented them from definitively
identifying the signal as tSZ. Later, Ruan et al. (2015) reported a strong tSZ signal around
SDSS quasars, much larger than would be expected based on reasonable estimates of their
halo masses. However, later work pointed out that the signal was also far larger than
expectation for quasar feedback (Crichton et al. 2016, Verdier et al. 2016, Soergel et al.
2017) and argued that the signal was due to CIB contamination in the Compton-y maps (by
Hill & Spergel 2014) used by Ruan et al. (2015).

An alternative approach is to make a very high-resolution observation of a single system,
probing only the innermost part of the AGN where emission from feedback or a wind should
be much brighter than emission from gravitational collapse. Lacy et al. (2019) use ALMA
to observe the hyperluminous quasar HE 0515-4414, observing SZ emission from the wind
with 0.01% of the total radiative energy of the quasar.

Subsequent studies have explicitly modelled CIB emission as well as the tSZ distortion
and have come to conflicting conclusions: Crichton et al. (2016) found 3.5σ evidence for a
stacked tSZ signal around SDSS quasars using CMB maps from ACT and sub-mm maps
from Herschel -SPIRE; Verdier et al. (2016), using Planck CMB maps, found evidence for
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tSZ signal but only around quasars at z > 2.5, and Soergel et al. (2017) found only 1.6σ
evidence for an SZ signal using Planck CMB data and AKARI far-infrared maps to constrain
CIB emission. All three studies reached significantly different conclusions about the levels
of CIB emission, suggesting that different dust models significantly affect the SZ results.
Moreover, none of these studies were able to explicitly identify the SZ signal with quasar
feedback rather than virialization of the host halos, due to uncertainties in the quasar halo
occupation distribution (Dutta Chowdhury & Chatterjee 2017). Indeed, hydrodynamical
simulations of the Planck-SDSS measurement performed by Soergel et al. (2017) find that
the feedback signal is only 10-20% of the virialization signal. A further challenge arises from
two-halo SZ signal from correlated nearby halos; Cen & Safarzadeh (2015) suggests that this
two-halo term dominates the SZ signal for the coarse Planck beam.

Perhaps the most robust detection of SZ around AGN comes from Gralla et al. (2014)
and Hall et al. (2019). Gralla et al. (2014) find a 5σ detection of SZ signal around radio-loud
AGN, corresponding to halo masses of a few 1013 M�; this measurement agrees with halo
masses measured from weak lensing and confirms that radio-loud AGN are more massive
than optical AGN. Gralla et al. (2014) find that their SZ measurements are consistent with
SZ signal from virialized halo gas only and rule out the most extreme theoretical predictions
for the feedback SZ signal. Hall et al. (2019) find a 4-σ tSZ excess using multi-wavelength
data from radio to far-infrared, and modelling a multi-component quasar SED. This either
comes from quasar host halos with mass 6× 1012 h−1 M�, or feedback which deposits 5% of
the quasar bolometric luminosity into the IGM over a quasar lifetime of 100 Myr.

Another similar method for probing AGN feedback involves stacking on massive elliptical
galaxies, the descendants of z ∼ 2 quasars. Spacek et al. (2016) finds 3.9σ evidence for SZ
signal in SPT using VISTA Hemisphere Survey and Blanco Cosmology Survey galaxies at
0.5 < z < 1.0; they find no convincing evidence at 1.0 < z < 1.5, nor do they find a
significant SZ signal around WISE-selected SDSS galaxies using ACT data (Spacek et al.
2017b). The WISE galaxies and high redshift VHS/BCS galaxies are consistent with SZ
signal from gravitational heating, whereas the low z VHS/BCS galaxies exhibit a 1σ excess
consistent with simple AGN feedback models. However, Spacek et al. (2017a) compares
these measurements to predictions of hydrodynamic simulations with and without AGN
feedback and find a strong preference for no AGN feedback, a constraint driven by the ACT
measurement around the more massive M? > 5× 1011M� WISE galaxies.

In this paper, we study two of the major difficulties with previous quasar-tSZ cross-
correlations: contributions from the two-halo term at large scales (which comes from corre-
lated nearby halos and thus is not affected by direct energy injection around the accretion
disk); and uncertainty in the small-scale tSZ signal due to the uncertain halo occupation of
quasars. We show that the large-scale (two halo) tSZ signal is most useful for constrain-
ing AGN feedback, whereas the small-scale signal holds promise for discriminating between
quasar halo occupation models.
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5.1.2 Outline of this paper

We introduce our methods and simulations in Sec. 5.2. In Sec. 5.3, we use the Dark-
Sky N -body simulation to demonstrate that the large-scale tSZ-quasar cross-correlation is
dominated by the two-halo term from correlated matter. In Sec. 5.4.1 and Appendix 5.B,
we update the quasar model of Conroy & White (2013) with superior luminosity function
and clustering data, and create mock quasar samples appropriate for the DESI survey (Levi
et al. 2013, DESI Collaboration et al. 2016). In Sec. 5.5, we show how the small-scale tSZ
signal can discriminate between quasar models which otherwise match the observed lumi-
nosity function and clustering. While the one-halo signal from virialization is in principle
degenerate with the energy injection from feedback, based on past findings we expect the
feedback signal to be subdominant for DESI quasars. This is because the feedback signal
scales with luminosity and the DESI quasars are ∼1 mag fainter than previous samples.
Finally, in Sec. 5.6, we show that the two-halo term is easily detectable with DESI and
Simons Observatory (The Simons Observatory Collaboration et al. 2018), and can be used
to place constraints on the evolution of the Compton-y bias, which in turn is sensitive to
AGN feedback. In sum, we argue that the tSZ-quasar cross-correlation is a rich probe of
astrophysics. On large scales, it can constrain global modifications to the tSZ signal arising
from AGN feedback, and on small scales, it can break degeneracies between quasar halo
occupation models.

5.2 Methods and simulations

5.2.1 Simulations

To look at the domain of validity of our analytic results we compare to the DarkSky N-
body simulation suite2, specifically simulation ds14_a (Skillman et al. 2014). This simulation
used the 2HOT code of Warren (2013) to evolve 102403 particles in an 8h−1Gpc volume to
model the growth of structure in a ΛCDM cosmology with ΩM = 1−ΩΛ = 0.295, h = 0.688,
ns = 0.968 and σ8 = 0.835. Initial conditions were generated from a glass using 2nd order
Lagrangian perturbation theory at z = 93. Halos were found using the Rockstar code
(Behroozi et al. 2013). The mass resolution is 3.9× 1010 h−1 M�, yielding a minimum halo
mass of 1012 M� at 20 particles per halo. We use the output lightcone in this work, which
extends to z = 2.38. Consistent with the mass defintions in Battaglia et al. (2012b), all halo
masses are defined as M200c, that is the mass enclosing a spherical overdensity of 200 times
the critical density.

5.2.2 Compton-y model

We paint Compton-y on to the lightcone using the Battaglia et al. (2012b) pressure
profiles, cut off at a radius of 4 Mpc. While Battaglia et al. (2012b) only determine the

2http://darksky.slac.stanford.edu
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Figure 5.1 : Left: Darksky Compton-y map from halos with 1.4 < z < 1.6. Red dots are 5000
quasars randomly selected from halos following Eq. 5.2 with σ = 0.5 dex. Right: Comparison of
tSZ power spectrum for Darksky and Planck Collaboration et al. (2014e).

pressure profile for halos at M200c > 5 × 1013 M� and z < 1.5, we extrapolate their fits to
higher redshift and mass.

In Fig. 5.1, we show the Compton-y map from the Darksky simulation (§5.2.2) in a
narrow redshift bin, 1.4 < z < 1.6, with simulated quasars overplotted. We also show that
the tSZ power spectrum in Darksky matches the Planck Collaboration et al. (2014e) quite
well except near ` = 100; at these angular scales the tSZ power spectrum is dominated by the
nearest clusters and such a disagreement could be driven by sample variance in the nearby
universe.

5.3 Quasar-tSZ Cross-correlation with uncertain HOD
Quasar autocorrelations and cross-correlations have measured quasar bias from z = 0 to 4

(Croom et al. 2005, Shen et al. 2009, White et al. 2012, Shen et al. 2013, Laurent et al. 2017).
Most of these studies measure quasar clustering on large scales (the two-halo term) (though
see Hennawi et al. 2006; for small-scale quasar clustering). These measurements yield an
estimate of the mean halo mass of quasars (though with large spread between different
measurements; Porciani et al. 2004, Croom et al. 2005, Richardson et al. 2012, White et al.
2012, Shen et al. 2013), but the width remains largely unconstrained, in large part due to
the unknown duty cycle, which prevents us from constraining the quasar halo occupation
using the space density. Other, indirect constraints on the HOD width still provide a large
range of possibilities. Models in which quasars occupy a very narrow range in halo mass
are disfavored by the scatter observed in the local M − σ relations (Magorrian et al. 1998,
Gebhardt et al. 2000, Ferrarese & Merritt 2000, Marconi & Hunt 2003) and their extensions
to MBH−Mh relations (Ferrarese 2002); given typical factor of two scatter in the MBH−M?

relation and in theM?−Mh relation (Moster et al. 2010, Behroozi et al. 2013), quasars must
occupy a nonzero range in halo mass. On the other hand, while the strong clustering at high
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redshifts limits the scatter in the halo mass at z > 3 (White et al. 2008, Shankar et al. 2010,
Degraf et al. 2011), no such constraint exists at lower mass. Tight constraints on the HOD
form must come from additional modeling assumptions.

Since both the 1-halo and 2-halo contributions to the tSZ signal are non-linear functions
of the halo mass, this uncertainty in the HOD translates into a large uncertainty in the
predicted signal.

5.3.1 Lognormal quasar Halo Occupation Model

To illustrate these points, we first consider a toy model of the quasar halo occupation
distribution, specifically that the probability of a halo hosting an active QSO is lognormal
in the halo mass. While it has only weak physical motivation, it has qualitatively the right
behavior compared to more complex models and is useful for cleanly establishing two points:
the dominance of the two-halo clustering term at ` . 2000 and the uncertainty in the one-
halo term arising from the poorly constrained quasar HOD width at fixed bias. We take the
probability of a halo hosting a quasar to be Gaussian in log halo mass m ≡ log10M200c:

pqso(m) ∝ exp

[
−(m− µ)2

2σ2

]
(5.2)

where the normalization is proportional to the quasar duty cycle and is adjusted to match the
observed quasar number density. Given σ, we adjust µ to match the clustering of quasars.
Therefore, we use σ to parameterize the range of allowed halo occupation models. We
generalize pqso to a wide range in redshift by holding σ fixed and re-fitting µ at each redshift.

We adjust the log-normal model to impose “physical priors” on the quasar halo occupa-
tion. We begin by computing the number density of quasars brighter thanMg(z = 2) = −23,
using the luminosity function of Palanque-Delabrouille et al. (2016a) (PLE plus LEDE
model). We then require the duty cycle be 10% or less by capping pqso at 0.1 and it-
eratively and uniformly adjusting pqso upwards outside of the capped region to match the
normalization. This duty cycle is consistent with the largest estimates of the quasar lifetime,
tQ . 108 yr (Yu & Tremaine 2002, Martini 2004, Schmidt et al. 2017, Davies et al. 2018). We
also require that all quasars live in halos with galaxy mass greater than 109 M�, using the
Moster et al. (2010) stellar mass to halo mass relation to assign stellar masses. We use 109

M� as the lower limit host galaxy mass since that is the mass at which a Mi(z = 2) = −23
quasar emitting at the Eddington limit has a black hole mass 1% of the host galaxy mass,
roughly the upper bound seen in the local universe(McConnell & Ma 2013).

We show the resulting quasar halo mass functions in Fig. 5.2. We compute quasar
HODs both using the Tinker et al. (2008) mass function and using the halos in the Darksky
simulation, which are incomplete below 1012 M�. The low-mass cutoff is apparent on the
left side of the plot, and the saturation at duty cycle of 10% leads to a cuspy behavior
particularly prevalent at high redshift. The restricted scatter in halo mass at high redshift
pointed out by White et al. (2008), Shankar et al. (2010), Degraf et al. (2011) also becomes
apparent at z > 2.
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Figure 5.2 : Left: Quasar number density from lognormal quasar halo occupation model from
z = 0.5 to 2 and from σ = 0.1 to 1.0 dex. Solid lines use the Tinker et al. (2008) mass function and
dashed lines use halos from the Darksky simulation, which is incomplete below ∼ 1012 M�. Right:
Redshift distribution for the lognormal model, computed by integrating the Palanque-Delabrouille
et al. (2016a) luminosity function down to Mg(z − 2) = −23. For ease of display we divide the
σ = 0.1 curve by 3 in all 4 panels.

We match quasar clustering observations by matching the mean bias:

〈bqso(z)〉 =

∫∞
0
dM dn(M,z)

dM
b(M, z) pqso(M, z)

∫∞
0
dM pqso(M, z) dn(M,z)

dM

(5.3)

where we use halo bias b(M, z) from Tinker et al. (2010). Again, we perform this step twice,
both with the halo mass function dn/dM from Tinker et al. (2008) and with the halos from
the Darksky simulation. We convert from M200m presented in Tinker et al. (2008) to M200c

by multiplying by a constant factor,
√

∆200c/∆200m. This assumes that ρ ∝ R−2 in the outer
halo profile. We match to the quasar bias from Laurent et al. (2017),

〈bqso(z)〉 = 0.278((1 + z)2 − 6.565) + 2.393 (5.4)

Note that while this bias measurement is appropriate to the eBOSS survey, the observed
independence of bias with luminosity (Shen et al. 2013, Zhang et al. 2013, Krolewski &
Eisenstein 2015) implies that this bias evolution is also valid for deeper quasar samples.

5.3.2 One Halo tSZ

Following the procedure described in Sec. 5.3.1, we determine µ for each σ with 0 < z < 3.
Since we have incorporated observational constraints on the duty cycle and the host stellar
mass into the lognormal model, σ is a completely free parameter. The large allowed range
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in σ maps to a large range in the tSZ signal, since the tSZ signal scales as M5/3 and is thus
very sensitive to the high-mass end of the halo occupation.

We show this explicitly in the right panel of Fig. 5.3. Over 0 < z < 3, we compare the
scaling of the tSZ signal to its value at σ = 0.5 dex; that is, we compute the ratio of 〈Y (σ)〉
to 〈Y (σ = 0.5)〉:

Y (σ, z)

Y (σ = 0.5, z)
=

∫∞
0

dM M5/3 pqso(M,σ, z) dn(M,z)
dM∫∞

0
dM pqso(M, 0.5, z) dn(M,z)

dM

(5.5)

This ratio can be computed at any redshift, since pqso varies with redshift. We therefore
also determine the redshift-integrated ratio, using dN/dz from the Palanque-Delabrouille
et al. (2016a) luminosity function Φ integrated over absolute magnitude Mg:

Y (σ) ∝
∫ 3

0

dz Y (σ, z)E(z)2/3

∫ −23

−∞
dMg Φ(Mg, z) (5.6)

and we can likewise determine the ratio Y (σ)/Y (0.5) in the same manner as Eq. 5.5.
We find nearly an order of magnitude spread in Y/Y (σ = 0.5) at z = 0.5, compared to

a spread of only 60% at z = 2.5. This reflects the increasingly constrained halo occupation
at higher redshift, since the quasar bias is increasing as the number of high-mass halos is
exponentially dropping. This reflects the observations of White et al. (2008) and Shankar
et al. (2010) that the spread in the quasar halo occupation must be limited at high z.
Averaged over the entire redshift range 0 < z < 3, we find a factor of 5 change in Y as σ
varies from 0.1 to 1.0. Even if we restrict σ > 0.5, Y is still uncertain by 50% due to the
uncertainty in the quasar halo occupation. This implies that the relatively mild enhancement
expected from AGN feedback (∼ 20% Soergel et al. 2017) will be completely undetectable
given the uncertainty in the quasar HOD.

5.3.3 Two halo term

We measure the cross-correlation between quasars and Compton-y, Cyq
` , for our entire

quasar sample as a function of the quasar HOD parameter σ. We use anafast to measure the
cross-power spectrum between quasar and Compton-y Healpix (Górski et al. 2005) maps. To
minimize sample variance, the quasar map is the weighted mean of the halo map, weighted
by pqso. We display the binned cross-correlations with bins of width ∆` = 100.

On large scales, Cyq
` is dominated by the two-halo term and is thus entirely determined

by the quasar and Compton-y biases (or equivalently the distribution of Compton-y as a
function of halo mass) (left panel of Fig. 5.3). At ` > 1000, Cyq

` transitions to the one-halo
regime described in Sec. 5.3.2, where the uncertainty in σ maps into a large range of possible
amplitudes of Cyq

` at fixed quasar bias.
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of M5/3 to M5/3 (i.e. the scaling of the 1-halo signal) at σ = 0.5 decades for lognormal quasar
HODs with the halo mass function given by Tinker et al. (2008).
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5.4 Empirical quasar halo occupation model
In the previous section, we showed that a one-parameter family of lognormal models,

characterized by the width of the quasar HOD σ, can reproduce the quasar clustering exactly
while varying wildly in the one-halo tSZ signal. However, it is difficult to physically interpret
σ in the context of quasar formation and triggering. Therefore, in this section we use a set
of empirically-motivated quasar models both to discuss the constraints those measurements
would give on different models of black hole triggering and growth (Sec. 5.5) and to forecast
future tSZ-quasar cross-correlations (Sec. 5.6).

5.4.1 Empirical quasar halo occupation model

We use a set of empirically-motivated quasar halo occupation models based on Conroy
& White (2013). This model connects halo mass to galaxy stellar mass via empirical models
(e.g. Moster et al. 2010, Behroozi et al. 2013, 2018) and galaxy mass to black hole mass
through a simple relation inspired by local black hole-galaxy relations. We use Behroozi
et al. (2018) as our fiducial stellar mass-halo mass relation and find little difference if we use
Moster et al. (2010) instead.

While Conroy &White (2013) found that a linear black hole-galaxy relation was sufficient
to reproduce both the luminosity function and quasar function, we find that updates to the
stellar mass-halo mass relation and better quasar clustering data disfavor this simple model
(Appendix 5.B). To reproduce both the luminosity function and quasar clustering, we instead
use a piecewise-linear relationship

logMBH =

{
α + log (1 + z)2 + β1 logMgal logMgal,∗ < 11

α2 + log (1 + z)2 + β2 logMgal logMgal,∗ > 11
(5.7)

where α2 is chosen to ensure continuity. We use β1 = 1 and β2 = 2. This is motivated by
low-redshift black hole scaling relations, which generally measure the MBH-Mbulge,∗ relation
rather than MBH-Mgal,∗. Since bulges are more prominent in high-mass galaxies, the steeper
slope for high-mass galaxies accounts for the transition between high-mass bulge-dominated
galaxies and low-mass galaxies with small bulges (Khochfar et al. 2011, Mendel et al. 2014,
Kormendy 2016, Bentz & Manne-Nicholas 2018).

The abundance of black holes of a given mass is then a fixed fraction fon (the duty
cycle) of the abundance of halos of that mass, which can be converted to a quasar lifetime
tQ = fontHub.

Black hole mass is then related to quasar luminosity through an assumed Eddington ratio
distribution:

LQ = 3.3× 104η
MBH

M�
L� (5.8)

In the simplest model, the Eddington ratio distribution is lognormal, corresponding to a
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“scattered lightbulb” model of quasar triggering:

PLN(η) =
fon

σ
√

2π
exp

(−(log η − log η0)2

2σ2

)
(5.9)

Assuming that the scatters in each relation are independent, the width of the lognormal is
the quadrature sum of the scatter in the galaxy-halo, galaxy-black hole, and Eddington ratio
distributions.

This model can then be fit to the quasar luminosity function. It has two free parameters,
α and fon. The mean Eddington ratio η0(z) is a fixed function; following Conroy & White
(2013), we consider both a model with constant η0 = 0.1 and a model with a linear ramp in
η0 from 0.1 at z = 0.5 to 1.0 at z = 3.5.

We describe fits to the AGN UV luminosity function data of Kulkarni et al. (2018) in
Appendix 5.B. We use α and fon for a model with a fiducial scatter of 0.52 dex, corresponding
to 0.3 dex of scatter in each of the galaxy-black hole mass, galaxy-halo and Eddington ratio
distributions.

We also consider two variations on the fiducial model to illustrate the range of 1-halo tSZ
signal from different quasar models. First, we consider a model where the Eddington ratio
distribution is a power law rather than log-normal (e.g. Veale et al. 2014):

PPL(η) = fon
ln 10 (η/η0)−β exp (−η/η0)

Γ(−β, ηmin/η0)
(5.10)

where Γ is the incomplete gamma function, and fon is the duty cycle as before. Both
Equations 5.9 and 5.10 are normalized such that

∫
Pd log η = 1. The slope of the faint-end

(power-law) slope β lies between 0 and 1, and we define the distribution from ηmin to ∞.
Following Veale et al. (2014), we hold ηmin fixed at 10−3; since ηmin only affects very low-
luminosity quasars, it is essentially only degenerate with fon with no other effects on the
quasar luminosity function or tSZ signal. As in the lognormal model, the free parameters
are α and fon, with the characteristic Eddington ratio η0 a fixed function of redshift and β
playing the role of σ in Eq. 5.9. Following Hopkins & Hernquist (2009), who directly measure
the distribution of η using quasar luminosities and virial masses, we fix η0(z = 0) to 0.4. At
higher redshifts we tune η0(z) to generate consistent BH growth histories by using a linear
ramp from 0.4 to 4.0 between z = 0.5 and z = 3.5.

The power-law model leads to a luminosity-dependent quasar lifetime (Hopkins & Hern-
quist 2009), and is motivated by both theoretical expectations for a luminosity-dependent
lifetime (Hopkins et al. 2006b, Novak et al. 2011) and by measurements of the Eddington ra-
tio distribution, which generally favor luminosity-dependent lifetime models over “scattered
lightbulb” models (Kauffmann & Heckman 2009, Hopkins & Hernquist 2009, Aird et al. 2012,
Bongiorno et al. 2012, Kelly & Shen 2013) and see compilation in Hickox et al. (2014).

As in Veale et al. (2014), we find that the power law model fits the data similarly well
as the scattered lightbulb model. Unlike the scattered lightbulb model, for which σ is fairly
well-constrained by the data, we find that a wide range of β fits the data well, and thus we
take two representative values of β for the power-law model, β = 0.2, and β = 0.6.
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In the power law model, the quasar lifetime is mass independent but varies with lu-
minosity due to the shape of the Eddington ratio distribution. We also consider a model
where the Eddington ratio distribution remains lognormal, but the lifetime is explicitly mass-
dependent:

PMDL(η) =
fon

(
MBH

108M�

)−γ

σ
√

2π
exp

(−(log η − log η0)2

2σ2

)
(5.11)

This model is motivated by the observational results and modelling of Hopkins & Hernquist
(2009), which suggests an explicitly mass-dependent lifetime with more massive quasars
having a shorter lifetime (see their figure 9). As in the lognormal model, we use the varying
η0 model with a linear ramp between 0.1 and 1.0 between z = 0.5 and 3.5 to ensure consistent
BH growth. For the mass-dependent lifetime model, we find that γ = 0.3 and σ = 0.52 are
able to adequately fit the luminosity function data.

Matching quasar clustering requires adjusting the stellar mass-halo mass relation for the
power-law and mass-dependent lifetime quasar models. We find that decreasing the stellar
mass by 0.3 dex from the Behroozi et al. (2018) relation yields a better match to quasar
clustering for these models. This is well within the uncertainty in the z ∼ 1 SM-HM relation
(Fig. 35 in Behroozi et al. (2018)).

For each of the four models under consideration (lognormal, power-law with β = 0.2
and 0.6, and mass-dependent lifetime), we fit the luminosity function in 12 bins of redshift
between 0 < z < 7, as described in Appendix 5.B. We linearly interpolate between α at dif-
ferent redshifts (and log-linearly interpolate fon) to assign black hole masses and abundances
at each redshift.

5.4.2 Creating a DESI-like sample

We then apply an observational flux cut to mimic the DESI selection function (N.
Palanque-Delabrouille, priv. comm.). The selection function is estimated by applying DESI
quasar cuts to deep imaging, and comparing the resulting redshift and r-band magnitude dis-
tribution to expectations from a complete, variability-selected luminosity function (Palanque-
Delabrouille et al. 2016a,b).3 This allows us to derive the probability of DESI observing a
quasar as a function of r magnitude and redshift. The quasar cuts are a Random Forest
selection (Kitanidis et al. 2019) applied to deep DES imaging in Stripe 82 from the Legacy
Survey (Dey et al. 2019). This is the fiducial procedure for determining the magnitude and
redshift distribution of DESI quasars.

This yields the resulting selection functions in r magnitude and z, i.e. the fraction of all
3The luminosity is slightly different from the corrected version in Palanque-Delabrouille et al. (2016b),

with a very minor change at the faint end of the luminosity function (Palanque-Delabrouille et al., in prep).
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optical quasars passing DESI target selection

P (r) =





0 r ≤ 17.5

1 17 ≤ r ≤ 21

1− 0.2
1.25

(r − 21) 21 ≤ r ≤ 22.25

0.8− 0.3
0.45

(r − 22.25) 22.25 ≤ r ≤ 22.7

0 r ≥ 22.7

(5.12)

and in redshift

P (z) =





0.8− 0.8
0.5

(0.5− z) z ≤ 0.625

1 0.625 ≤ z ≤ 2.5

1− 0.5(z − 2.5) 2.5 ≤ z ≤ 4.5

0 z > 4.5

(5.13)

Applying this selection function requires us to relate LQ to r magnitude; we use the
relation from Shen et al. (2009) to relate LQ to Mi(z = 2):

Mi(z = 2) = 72.5− 2.5 logLQ (5.14)

the Richards et al. (2006) K-correction to translate from Mi(z = 2) to i magnitude, and a
5th order polynomial fit to the dereddened r − i distribution of SDSS and BOSS quasars in
narrow redshift bins for 0.5 < z < 3.5:

r − i(z) =





0.2177 z ≤ 0.5

−0.1482z5 + 1.636z4 − 6.716z3

+12.55z2 − 10.39z + 3.017 0.5 ≤ z ≤ 3.5

0.1058 z ≥ 3.5

(5.15)

5.5 Constraining quasar models from small-scale tSZ
While Planck lacks the necessary resolution to detect the one-halo term at high signif-

icance, such a detection will be well within reach for SO owing to its much smaller beam.
Because the tSZ signal scales asM5/3, it is a sensitive probe of the quasar halo mass distribu-
tion, discriminating between models with similar predictions for the quasar auto-correlation.
Moreover, while in principle the one-halo signal is degenerate with extra contributions from
AGN energy injection around the accretion disk, we expect the feedback signal to be sub-
dominant to the halo virialization signal for DESI quasars, since they are less luminous than
previous samples.

We compare the bias and tSZ energy from the four quasar models described in Sec. 5.4.1.
We average the tSZ energy (both from feedback and virialization) and bias over the quasar
models using the Tinker et al. (2008) mass function and Tinker et al. (2010) mass-bias
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relation. We use the analytic mass function to include contribution from halos below the
DarkSky resolution limit.

We compute the thermal energy from virialization Ethermal following Crichton et al. (2016),
Hall et al. (2019), which is in turn based on the empirical relation from Planck Collaboration
et al. (2013b): ∫

PedV

1060 erg
= 0.011E(z)2/3

(
Mh

1012 M�

)5/3

(5.16)

Ethermal =
3

2

(
µe
µ

)∫
PedV (5.17)

where µe = 1.17 and µ = 0.61 are appropriate for solar abundances and a fully ionized gas.
We compare the virialization energy to energy injection from feedback

Efeedback = fLbolτ (5.18)

where Lbol is the quasar luminosity and τ is the lifetime. following the prescription in
Crichton et al. (2016), Hall et al. (2019). This assumes that some fixed fraction of the total
energy emitted by the quasar is deposited as feedback into the surrounding gas. Simulations
generally require ∼ 5% of the quasar’s radiative energy to be deposited in the surrounding
medium (Hopkins et al. 2006a), in rough agreement with observational results (Crichton
et al. 2016, Hall et al. 2019).

Figure 5.4 shows that even quasar models with very similar bias evolution can yield
drastically different tSZ signals. As a result, the one halo tSZ-quasar cross-correlation is
very promising for constraining models of quasar growth and behavior.

We also find that for a DESI-like quasar sample, the virialization signal is generally much
larger than the feedback signal. Thus, a one-halo measurement of the DESI quasar-tSZ cross-
correlation can likely be interpreted solely in terms of the virialization energy of the quasar
host halo.

This result is in some tension with the previous observational literature, which generally
finds that the feedback signal is equal to or even exceeds the virialization signal (Ruan et al.
2015, Crichton et al. 2016, Verdier et al. 2016, Hall et al. 2019), although Soergel et al. (2017)
argue the feedback signal should be subdominant to virialization. However, the DESI-like
quasar sample considered here is ∼ 1 magnitude fainter than the faintest sample used in
previous work (eBOSS), since DESI extends to fainter magnitudes than eBOSS. At z = 2,
the DESI-like sample considered here has mean Mi(z = 2) = −24.06, compared to mean
Mi(z = 2) = −25.14 for the DR14 quasar sample at 1.8 < z < 2.2 (Pâris et al. 2018). This
decreases the feedback signal by a factor of 3, but barely affects the virialization signal, since
quasar luminosity is very weakly dependent on host halo mass. Previous work has generally
also studied quasars at z ∼ 2, where the feedback signal is larger compared to virialization,
because halos at high redshift are less massive. In constrast to BOSS and eBOSS, which
focus on higher-redshift quasars, DESI aims to use quasars to trace matter clustering at
0.8 < z < 2. By probing both fainter and lower redshift quasars, Fig. 5.4 shows that in
DESI, virialization of the host halo will dominate over energy injection from AGN feedback.
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Thus, DESI is more suitable for measuring the host halo virialization signal than previous
samples.

Nevertheless, the thermal energy from feedback depends also on the parameters f and τ ,
which are also very uncertain. Thus it is possible that Fig. 5.4 underestimates the feedback
contribution. However, τ is unlikely to exceed the fiducial value of 108 yr by a substantial
amount. Indeed, our models favor a considerably smaller τ , closer to 107 yr (Fig. 5.9),
although we keep τ = 108 yr in Fig. 5.4 for consistency with past work.

Thus, for the feedback energy to match the virialization energy at z ∼ 2, the efficiency
of energy injection needs to be considerably higher, ∼ 20%, which is in tension with expec-
tations. Given the large uncertainty in AGN feedback, efficiencies of 20% are disfavored but
cannot be ruled out.

Another way to distinguish feedback from virialization energy is the luminosity depen-
dence of the signal. At z = 2, changing the quasar luminosity by an order of magnitude will
change the feedback signal by an order of magnitude, but only increase the virialization signal
by 50%. Thus, splitting the sample by luminosity can isolate the two signals: the lowest-
luminosity subsample is dominated by the virialization signal, while the highest-luminosity
subsample may be dominated by the feedback signal.

5.6 Forecasts for large-scale tSZ constraints
We predict Cyq

` for the cross-correlation of DESI quasars with tSZ, using the fiducial
CW13 model described in Sec. 5.4.1 (Fig. 5.5). We forecast the detection significance from
both current Planck data and future data from the Simons Observatory.

To determine the detection significance we compute the noise as follows:

(Nyq
` )2 =

1

fsky(2`+ 1)

[
(Cyq

` )2 + (Cyy
` +Nyy

` )(Cqq
` +N qq

` )
]

exp(`2θ2
beam) (5.19)

where fsky is the fraction of sky covered (fiducially 0.3 for Planck and 0.23 for SO cross-
correlation); Nyy

` is the noise on the tSZ map; N qq
` is the noise on the quasar map arising

from Poisson fluctuations, N qq
` = 1/nq, where nq is the mean number density over the sky;

and the final term corrects for the degradation of the signal by the finite beam size assuming
a Gaussian beam with width θbeam (1.4’ FWHM for SO and 10’ FWHM for Planck). We
directly measure Cqq

` +N qq
` from the simulation by creating a realization of the quasar catalog

with the proper number density and measuring the autocorrelation of this catalog.
We use the homogeneous noise spectrum for the MILCA maps from Planck Collaboration

et al. (2016f). Planck Collaboration et al. (2016f) present noise curves from both the NILC
and MILCA methods; we conservatively use the MILCA noise curves, which are slightly
higher on large scales. However, using MILCA reduces the expected detection significance
by ∼ 0.5σ compared to NILC.

The Simons Observatory tSZ noise curves (The Simons Observatory Collaboration et al.
2018) are computed using a harmonic-space internal linear combination method from their
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of the weak dependence of quasar bias on luminosity. Right: Fractional one-halo thermal energy
signal from virialization (solid lines) in bins of redshift, dE1halo

dz , for different quasar models. Dashed
line gives the feedback signal for the fiducial values of the quasar lifetime and fractional energy
injection. Quasar models with similar clustering produce dramatically different tSZ signals, and
because DESI quasars are fainter than previous samples, the feedback signal is likely smaller than
the virialization signal.
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Figure 5.5 : Left: Cyq` forecasts for Simons Observatory and Planck cross-correlations with DarkSky
quasars across the entire redshift range (0 < z < 2.38) populated according to the CW13 model
and the DESI flux cut. Planck errorbars are offset for clarity. Right: same as left panel but zoomed
in on the range 100 < ` < 500, to show that Planck achieves lower noise on large scales due to its
greater sky coverage.

fiducial sky and noise model. In this work we use their “standard ILC” noise from the
full 16000 deg2 survey with baseline sensitivity. We also show the noise curve with CIB
deprojected to show the impact of CIB uncertainties, since this is a major systematic in
previous tSZ-quasar cross-correlations (Verdier et al. 2016, Soergel et al. 2017, Hall et al.
2019).

We find that given the coarse Planck beam, any quasar-tSZ cross-correlation using Planck
will be dominated by the two-halo term. This implies the quasar-tSZ cross-correlation can
only constrain energy injection (e.g. from AGN feedback) across all halos, rather than energy
injection from a particular quasar into its host halo (i.e. Ruan et al. 2015, Crichton et al.
2016). Moreover, this implies that Planck cross-correlations cannot differentiate between
quasar models due to the poor resolution of the one-halo term.

We also forecast the sensitivity of the tSZ cross-spectrum between DESI and Simons
Observatory tSZ measurements, using a 1.4’ FWHM beam. Here we find similar errorbars
but a higher expected significance owing to the much smaller beam. As a result, the SO-DESI
measurement is much more sensitive to the one-halo term.

The two-halo cross-correlation is directly proportional to the product of the quasar bias
bQ, the Compton-y bias by and the redshift distribution of total y in the universe, dy/dz
(Komatsu & Kitayama 1999) In Appendix 5.A, we show this explicitly by writing down the
equations for a halo model of the tSZ-quasar cross correlation. We can therefore directly
translate forecasts for the tSZ-quasar cross-correlation in the two-halo regime to constraints
on by dy/dz, given a fiducial 5% uncertainty in the quasar bias (Laurent et al. 2017). In
Fig. 5.6, we show that by dy/dz can be measured to ∼ 20% in ∆z = 0.25 bins using either
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Planck or SO, if we conservatively cut at `max = 2000 to eliminate any possible one-halo
contamination. In fact, the constraints are slightly worse for SO than for Planck, since Planck
has slightly lower noise on the large scales over which the 2-halo term will be measured and
a slightly larger area overlap with DESI. Using the CIB deprojected noise curves rather than
the standard ILC for SO reduces the detection significance by 40%, suggesting that CIB
uncertainties may increase the fractional error on bydy/dz to ∼30%, and will not destroy the
constraining power of the measurement.

Under the assumption of fixed cosmology, these constraints may be further translated
to direct constraints on ICM physics. by dy/dz is directly proportional to the amplitude of
the Y −M relationship (Appendix 5.A), so assuming a fixed pressure profile shape, these
constraints can be directly translated to 20-30% constraints on P0, the amplitude of the
pressure profile, in ∆z = 0.25 redshift bins, or a 5% constraint on a redshift-independent P0.
This is quite competitive with existing constraints, including a 5% measurement of P0 at
z ∼ 0.15 from the SDSS group sample (Hill et al. 2018), a 5% constraint from the tSZ auto
spectrum (Hill & Spergel 2014) and a 20% constraint from the tSZ-lensing cross spectrum
(Hill & Spergel 2014). However, due to the strong dependence of the tSZ power spectrum on
σ8, all of these one-halo constraints on P0 are near the bound (5-10%) set by the uncertainty
in σ8. In contrast, two-halo measurements of P0 are much less sensitive to σ8 (∝ σ2

8 rather
than σ7

8) and so offer better hope for higher-precision measurements of P0.

5.7 Conclusions
In this paper we have studied how the combination of large redshift surveys and future

CMB experiments can be used to study quasar models and hot halo gas through measure-
ments of the Sunyaev-Zeldovich effect in stacked QSO samples.
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We argue that the large-scale two-halo term from the quasar-tSZ cross-correlation is
the cleanest probe of AGN feedback. The two-halo term depends only on the large-scale
quasar and Compton-y biases, and is insensitive to the highly uncertain details of the quasar
halo occupation. AGN feedback can modify the total thermal energy in all halos (or a mass-
selected subset, if it creates a break in the Y−M relation), thus changing the Compton-y bias.
The large scale quasar-tSZ cross-correlation is a particularly powerful probe of the Compton-
y bias because quasars have an extended redshift distribution, so they can tomographically
map the history of ionized gas throughout the universe.

As part of this project we have developed and calibrated a technique for making mock
catalogs of QSOs. These catalogs reproduce the luminosity functions and clustering of optical
Type I QSOs over the redshift range of interest for surveys such as DESI (0.5 < z < 2 ).
This is a substantial update to the quasar model of Conroy & White (2013), as we re-fit the
model with the updated UV luminosity function of Kulkarni et al. (2018) and also present
two generalizations of the model with varying lifetimes and Eddington ratio distributions.

We show how the small-scale tSZ signal can discriminate between these quasar models,
which otherwise match the luminosity function and clustering data. We argue that because
DESI quasars are fainter than previous quasar samples, they are more sensitive to tSZ from
halo virialization and less sensitive to energy injection from AGN feedback. As a result, large
scales offer the best prospects for learning about AGN feedback from the two halo term of the
tSZ-quasar cross-correlation, whereas small scales are most useful for constraining quasars’
halo occupation, informing models of quasar triggering and evolution.
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5.A Analytics
While all of our quantitative forecasts in the main text are based on simulated maps, we

derive here some expressions using an analytical halo model in order to give intuition on the
unique information obtainable by cross-correlating Compton-y with a spectroscopic sample
on large scales.
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5.A.1 Mean y-distortion

The mean value of y is obtained by summing the contribution of halos over mass and
redshift,

y =

∫
dzVc(z)

∫
dm

dn

dm
Y (m, z), (5.20)

where Vc(z) ≡ 4πχ2(z)dχ/dz, the total sky-averaged contribution to y from a halo at mass
M and redshift z is

Y (m, z) ≡
(

σT
mec2

)
(1 + z)2

χ2(z)
Eth(m, z), (5.21)

and the total thermal energy in electrons is

Eth(m, z) ≡ 4π

∫
r2drPe(r|m, z). (5.22)

A useful quantity to define is the contribution to the mean y-distortion per unit redshift,

dy

dz
≡ Vc(z)

∫
dm

dn

dm
Y (m, z). (5.23)

5.A.2 Cross-correlation with linearly biased tracer

The cross-correlation between Compton-y and a linearly biased tracer is the sum of one-
halo

C1h−yq
` =

∫
dzVc(z)

∫
dm

dn

dm
pqso(m, z)Y (m, z)uy` (m, z), (5.24)

and two-halo

C2h−yq
` =

∫
dzVc(z)P (`/χ, z) (5.25)

×
∫
dm

dn

dm
bh(m, z)Y (m, z)uy` (m, z) (5.26)

×
∫
dm

dn

dm
bh(m, z)pqso(m, z), (5.27)

terms, where

uy` (m, z) ≡
4π

Eth(m, z)

∫
drr2Pe(r|m, z)

sin(r`/χ)

r`/χ
(5.28)

is the Fourier transform of the projected pressure profile, normalized such that as ` → 0,
uy` → 1, pqso(m, z) encapsulates the redshift-selection and halo occupation probability, and

nqso(z) =

∫
dm

dn

dm
pqso(m, z). (5.29)
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5.A.3 Large-scale Compton bias and P0(z)

On angular scales much larger than individual objects,

C2h−yq
` ≈

∫
dzbq(z)by(z)nqso(z)

dy

dz
P (`/χ, z), (5.30)

where the bias of the tracers is

bq(z) ≡ n−1
qso(z)

∫
dm

dn

dm
bh(m, z)pqso(m, z) (5.31)

and the Compton bias is

by(z) ≡
(
dy

dz

)−1

Vc(z)

∫
dm

dn

dm
bh(m, z)Y (m, z). (5.32)

Using a distant spectroscopic sample with a narrow redshift distribution allows for a accurate
measurement of the quantity by(z)dy/dz since, for a uniform sample in a redshift bin of width
∆z, equation (5.30) becomes

C2h−yq
` ≈ by(z)

dy

dz
nqso(z)bq(z)P (`/χ, z)∆z, (5.33)

and nqso(z) and bq(z)P (`/χ, z) are known from the clustering properties and abundance of
the sample, independent of the cross-correlation measurement. No assumption about the
quasar duty cycle or halo occupation distribution needs to be made in this case.

Additionally, because on large scales the shape of the pressure profile does not enter, there
is no degeneracy with its overall normalization, unlike for cross-correlation with lensing in
which the large-scale contribution from individual massive objects at lower redshift cannot
be separated out due to projection affects associated with the lensing kernel. Specifically,

by(z)
dy

dz
= P0(z)

∫
dm

dn

dm
bh(m, z)Yfid(m, z) = P0(z)

[
by(z)

dy

dz

]

fid

, (5.34)

where
P0(z) ≡ Y (m, z)

Yfid(m, z)
. (5.35)

5.B Quasar model: fits to luminosity function
We update the fits of Conroy & White (2013) for our fiducial quasar model for forecasting

purposes. Compared to Conroy & White (2013), we incorporate three major changes to the
quasar model: we use a broken power-law relationship between MBH and Mgal,∗ (Eq. 5.7);
we use the updated stellar mass to halo mass relation of Behroozi et al. (2018); and we use
the updated, homogenized quasar UV luminosity function data from Kulkarni et al. (2018).
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Following Kulkarni et al. (2018), we present the luminosity function in units of M1450, the
absolute magnitude at 1450Å, rather than Mi(z = 2) as in Conroy & White (2013). As an
additional minor change, we use the cosmology of the DarkSky N -body simulation.

We start with the halo mass functions of Tinker et al. (2008), and convert from M200c

to Mvir assuming an NFW profile with the concentration given by the Duffy et al. (2008)
concentration-mass relation. We use the updated Behroozi et al. (2018) relation to relate
halo mass to stellar mass. Stellar mass is related to black hole mass through Eq. 5.7,4 and
the intercept α varied as a free parameter. We then assume that quasars radiate at some
fraction of the Eddington luminosity, η, and convert quasar luminosity toM1450 using Eqs. 3-
8 in Conroy & White (2013)5. As in Conroy & White (2013), we find that a model with
η0(z = 0) = 0.1 and a linear ramp to η0 = 1 from z = 0.5 to 3.5 produces self-consistent
black hole growth, while a model with constant η0 = 0.1 fails to do so; as a result we favor
the varying Eddington ratio as our fiducial model (Fig. 5.10).

We also fit several models to the quasar luminosity function beyond the “scattered light-
bulb” model of Conroy & White (2013). For the scattered lightbulb model, we find that
fiducial 0.52 dex scatter (0.3 decades scatter in each of the galaxy-halo, galaxy-black hole,
and Eddington ratio distributions) is in better agreement with the data than either a high-
scatter (0.7 dex) or low-scatter (0.3 dex) case for z < 2.4; at higher redshifts the three cases
fit the data equally well. For the power law Eddington ratio model (Eq. 5.10) we find that
β = 0.2 or 0.6 fit the data similarly well as the scattered lightbulb model. Likewise, we
find that for the mass-dependent lifetime model (Eq. 5.11), γ = 0.3 provides an adequate fit
to the data6. Similarly to the scattered lightbulb model, a linear ramp in η0 is required to
produce consistent black hole growth for the power-law and mass-dependent lifetime models
(Fig. 5.10), although as described in Section 5.4.1, the linear ramp for η0 in the power law
model is from η0 = 0.4 at z = 0.5 to η0 = 4 at z = 3.5. To match the clustering, we
must lower Mgal,∗ by 0.3 dex for the power-law and mass-dependent-lifetime models; this is
roughly the 1-σ uncertainty on the stellar mass-halo mass relation at z ∼ 1 (Behroozi et al.
2018).

These models have two free parameters, α and the quasar duty cycle fon (which can
be recast into a quasar lifetime tQ = fontH), and we adjust these two parameters to fit the
luminosity function by minimizing χ2. We fit the models in 12 bins of redshift over 0 < z < 7.

4Eq. 1 in Conroy & White (2013), with the logarithmic slope β fixed to one, fits the luminosity function
equally well, but under-predicts the clustering. Other slopes, such as β = 1.5 or β = 1.33, fit the luminosity
function equally well but under-predict the clustering if a non-broken galaxy-black hole relationship is used.
Several recent works argue that theMBH−Mbulge,? relation is not universal (Graham & Scott 2015, Savorgnan
et al. 2016) and therefore may be nonlinear for all galaxies (Bentz & Manne-Nicholas 2018), motivating the
broken galaxy mass-black hole mass relation.

5There is a typo in Eq. 7 in Conroy & White (2013) translating Mi(z = 2) to M1450. The correct
conversions can be found in Eq. 3 of Richards et al. (2006) or Eq. B8 of Ross et al. (2013), M1450 = Mi(z =
2) + 1.486.

6In all cases, at z < 3 the χ2 for the models is formally quite different. However, as discussed the formal
errors on the luminosity function are likely grossly underestimated, so the χ2 differences are not meaningful.
Qualitatively, all four models yield similarly good fits to the data.
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Figure 5.7 : Homogenized quasar luminosity function data from Kulkarni et al. (2018) compared
to Kulkarni et al. (2018) double power-law fits (dashed) and physical quasar models: the “scattered
lightbulb” model of Conroy & White (2013) with a lognormal Eddington ratio distribution; the same
model but with a power-law Eddington ratio distribution, either with β = 0.2 or 0.6 (Eq. 5.10);
and a “scattered lightbulb” model with an explicitly mass-dependent lifetime, with fon ∝ M−0.3

BH .
Data from SDSS DR7 (Schneider et al. 2010) (red); 2SLAQ (Croom et al. 2009) (blue), BOSS (Ross
et al. 2013) (green), Glikman et al. (2011) (yellow), McGreer et al. (2013) (brown), Yang et al.
(2016) (light blue), Kashikawa et al. (2015) (magenta), Willott et al. (2010) (orange), and Jiang
et al. (2016) (gray).
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Figure 5.8 : comparison to wp(rp) in eBOSS quasars as measured by Rodríguez-Torres et al. (2017).
Right panel shows ratio of the mock wp to the data wp. We find that a broken MBH-Mgal,∗ better
reproduces the eBOSS clustering than the linear MBH-Mgal,∗ from Conroy & White (2013). The
remaining discrepancy is likely due to the incompleteness of the DarkSky simulation at small halo
masses.

In Fig. 5.7 we show the luminosity function in these 12 bins and in Fig. 5.9 we show the
evolution of α and fon with redshift. We find generally smooth redshift evolution in α and
tQ. To compare the models, we show the distribution of halo masses for DESI-like quasar
samples selected according to Sec. 5.4.2 in Fig. 5.11.

We also compare these models to quasar clustering measurements (Fig. 5.8). We focus
on quasar clustering from the eBOSS survey, since it has a much higher signal-to-noise than
previous quasar clustering measurements. We compare to wp measurements from Rodríguez-
Torres et al. (2017). In our DarkSky mock, we move the quasars into redshift space, match
πmax = 60 h−1 Mpc, impose a flux cut of r < 22 to match the eBOSS quasar selection,
and down-sample quasars to match the observed eBOSS dN/dz. We find that using a linear
MBH-Mgal,∗ relation, as in Conroy & White (2013), leads to clustering 30-40% too low in
the simulation. Instead using a broken MBH-Mgal,∗ relation leads to considerably better
agreement, although the clustering in the mock is still 20% too low. However, since we
can match the large-scale bias of eBOSS (Laurent et al. 2017) using analytic mass and
bias functions from Tinker et al. (2008, 2010), we suspect that the discrepancy is due to
incompleteness in the DarkSky simulation in halos below 1012 M�, which still contain some
quasars (Fig. 5.11). We tried a number of other fixes for the clustering, including increasing
the scatter to 0.7 dex, changing from the default varying Eddington ratio distribution to a
constant Eddington ratio, changing the slope β of theMBH-Mgal,∗ relation, using Moster et al.
(2010) SM-HM relation rather than Behroozi et al. (2018), modifying the flux cut, and scaling
down the input halo masses. The only other change that makes a substantial difference is
scaling the input halo masses; however, the amount of scaling required is inconsistent with
uncertainties in the SM-HM relation or halo mass definitions. Therefore, we favor changing
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Figure 5.9 : Parameters α and tQ as a function of redshift. Shaded band is the range of local
normalization measurements. For the mass-dependent lifetime, tQ is the lifetime of a quasar with
black hole mass 108 M�.



5.B. QUASAR MODEL: FITS TO LUMINOSITY FUNCTION 129

0 1 2 3 4 5 6

z

0

2

4

6

8

10

lo
g

M
B

H
(z

)

Mh(z = 0) = 1012

Mh(z = 0) = 1013

Mh(z = 0) = 1014

Figure 5.10 : Black hole mass as a function of redshift for halos of a given z = 0 halo mass, using
Behroozi et al. (2013) accretion rates. Line styles for the four quasar models match Fig. 5.7.

to a broken MBH-Mgal,∗.
As in Conroy & White (2013), we find that at z < 4 the lifetime is redshift-independent,

and at higher redshifts it drops. While we caution that the errors on tQ are underestimates,
since the corresponding errors on the luminosity function are only Poisson uncertainties, the
drop in tQ at z > 4 is consistent with lifetime estimates of 105-107 yrs from quasar proximity
zones and IGM damping wings at z ∼6-7 (Eilers et al. 2017, Davies et al. 2018). At lower
redshifts, the constraints on the quasar lifetime are consistent with alternative measurements
of tQ . 108 yr (Yu & Tremaine 2002, Martini 2004, Schmidt et al. 2017).

We find that the normalization α is 0.5 dex lower than Conroy & White (2013) for the
“scattered ligthbulb” model, although the other models are more nearly consistent with the
Conroy & White (2013) normalization. We found that this discrepancy persists if we use
either the stellar mass-halo mass relation or the luminosity function data from Conroy &
White (2013); thus both changes drive α to a lower value. For the scattered lightbulb model,
α is degenerate with the assumed scatter (Fig. 2 in Conroy & White 2013), but very low
values of the scatter (< 0.3 dex) are required to bring α into agreement with Conroy & White
(2013). These values of the scatter are both highly disfavored by the luminosity function
data and in conflict with constraints on the MBH −Mgal,? scatter (Kormendy & Ho 2013)
and the stellar mass-halo mass scatter (Tinker et al. 2017). Systematics in the low-redshift
luminosity function data are also likely not the culprit for the discrepancy: Kulkarni et al.
(2018) argue that an increase in the faint-end slope of their double power-law model at
z < 0.6 is a spurious, driven by systematic errors in the completeness due to host galaxy
contamination. However, scaling the low-luminosity data at z = 0.417 to match the faint-end
slope at higher redshifts reduces α by only 0.2 decades (and in fact exacerbates the tension
with local measurements and Conroy & White 2013). We also find a consistently low value
of α in the z > 0.8 bins, suggesting that any mismeasured completeness in the lowest redshift
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bin (z = 0.417) does not have a significant effect on α.
For all four models, the best-fit z = 0 normalization lies on the low end of local measure-

ments, which range from -2 to -3.5 (Merritt & Ferrarese 2001, Kormendy & Gebhardt 2001,
McLure & Dunlop 2002, Marconi & Hunt 2003, Häring & Rix 2004, Kormendy & Bender
2009, Jahnke et al. 2009, Kormendy & Ho 2013, McConnell & Ma 2013, Marleau et al. 2013,
Reines & Volonteri 2015, Bentz & Manne-Nicholas 2018). Our models only constrain the
sum log η0 + α, so the discrepancy could be trivially resolved by reducing η0(z = 0). How-
ever, this would conflict with direct determinations of the Eddington ratio distribution using
quasars with virial black hole mass estimates (Kollmeier et al. 2006, Shen et al. 2008), which
favor η0 ∼ 0.1. Therefore, we disfavor modifications to our fiducial Eddington ratio model.

Local estimates of the normalization are subject to a variety of systematic effects and
caveats. Most obviously, most local estimates measure the normalization of the MBH −
Mbulge,? relation (but see Bentz & Manne-Nicholas (2018) and Reines & Volonteri (2015) for
local measurements ofMBH−Mgal,? normalization), which is equivalent to the normalization
of MBH −Mgal,? relation only for high-mass bulge-dominated systems and would thus nat-
urally lead to a lower normalization in the MBH −Mgal,? relation. Moreover, uncertainties
in the mass-to-light ratios and IMFs can drive significant changes in both the slope and
normalization (Bentz & Manne-Nicholas 2018), while the normalization may be biased high
by up to a factor of 3 for directly-measured inactive black holes in early type galaxies, due
to the requirement that the black hole sphere of influence be resolved (Shankar et al. 2016).
Our results favor lower values of the normalization, although given the large error bars and
systematics associated with the local normalization measurements, we do not ascribe too
much significance to the discrepancy.

In conclusion, we use the fiducial varying Eddington ratio model as our quasar model,
with α, tQ and luminosity functions given in Fig. 5.9. Specifically, at each redshift we assign
α and tQ using a linear interpolation between the points in Fig. 5.9.
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Chapter 6

unWISE tomography of Planck CMB
lensing

Abstract
CMB lensing tomography, or the cross-correlation between CMB lensing maps and large-

scale structure tracers over a well-defined redshift range, has the potential to map the am-
plitude and growth of structure over cosmic time, provide some of the most stringent tests of
gravity, and break important degeneracies between cosmological parameters. In this work,
we use the unWISE galaxy catalog to provide three samples at median redshifts z ∼ 0.6, 1.1
and 1.5, fully spanning the Dark Energy dominated era, together with the most recent Planck
CMB lensing maps. We obtain a combined cross-correlation significance S/N = 79.3 over the
range of scales 100 < ` < 1000. We measure the redshift distribution of unWISE sources by a
combination of cross-matching with the COSMOS photometric catalog and cross-correlation
with BOSS galaxies and quasars and eBOSS quasars. We also show that magnification
bias must be included in our analysis and perform a number of null tests. In a companion
paper, we explore the derived cosmological parameters by modeling the non-linearities and
propagating the redshift distribution uncertainties.

6.1 Introduction
As they travel from the surface of last scattering to the Earth, Cosmic Microwave Back-

ground (CMB) photons are deflected by the gravitational potentials associated with large-
scale structure (LSS), providing a probe of late-time physics directly in the CMB sky (see
Lewis & Challinor 2006, Hanson et al. 2010; for reviews). The lensing effect is dominated
by structures on Mpc scales over a very broad range of redshifts from z < 1 to z ∼ 10. By
cross-correlating the lensing map with another tracer of large-scale structure which spans a
narrower range in redshift, we can simultaneously increase the signal-to-noise ratio and iso-
late particular redshifts of interest. Doing this on multiple lens redshift planes (“CMB lensing



6.1. INTRODUCTION 133

tomography”) breaks important degeneracies between the expansion history and the growth
of perturbations, as well as providing greater control over systematics (Hu 1999, 2002). The
first detections of CMB lensing were obtained in cross-correlation between galaxy samples
and WMAP data (Smith et al. 2007, Hirata et al. 2008), and some of the early work em-
ploying cross-correlations with ACT, SPT and Planck are presented in Sherwin et al. (2012),
Bleem et al. (2012), Planck Collaboration et al. (2014c) respectively. Since then, there have
been a large number of cross-correlation analysis with a wide variety of samples (see for
example Omori & Holder 2015, Allison et al. 2015b, Bianchini et al. 2015, Baxter et al. 2016,
Giannantonio et al. 2016, Omori et al. 2018, Marques & Bernui 2019).

In this work, we use galaxies from the unWISE catalog (Schlafly et al. 2019), containing
angular positions and magnitudes of over two billion objects observed by the Wide-field In-
frared Survey Explorer (WISE, (Wright et al. 2010)) mission. The unWISE catalog builds
upon earlier WISE-based catalogs by including additional data from the post-hibernation
NEOWISE mission, and is the largest full-sky galaxy catalog currently available (Schlafly
et al. 2019), containing over half a billion galaxies across the full sky. We further divide
the catalog based on magnitude and color and reject stars based on Gaia data (Gaia Col-
laboration et al. 2016), creating three samples, referred here as “blue”, “green” and “red,”
at median redshifts ∼ 0.6, 1.1 and 1.5, respectively, allowing a tomographic analysis of the
amplitude of fluctuations in the Dark Energy dominated era. Previous cross-correlations
between WISE-derived catalogs and CMB lensing were presented in Planck Collaboration
et al. (2014c), Ferraro et al. (2015), Ferraro et al. (2016), Hill et al. (2016), Shajib & Wright
(2016), Peacock & Bilicki (2018), Marques & Bernui (2019).

In this paper, we present the auto correlation of the galaxy samples and their cross-
correlation with the Planck CMB lensing maps (Planck Collaboration et al. 2018f). We also
measure the redshift distribution of the unWISE galaxies, which is crucial for the cosmological
interpretation of the signal. While obtaining photometric redshifts from the two WISE colors
alone is not feasible, cross-matching sources with the COSMOS photometric catalog as well as
cross correlation with a number of spectroscopic surveys allows us to determine the ensemble
redshift distribution of our samples, together with an estimate of its uncertainty.

The outline of the paper is as follows: In Section 6.2 we summarize the data used and
in Section 6.3 we describe our modelling. In Section 6.4 we discuss the auto and cross
correlation measurements and in Section 6.5, we measure the redshift distribution of the
unWISE sample and characterize its uncertainties. The results are presented in Section
6.6. Possible systematics and null tests are explored in Section 6.7, and in Section 6.8 we
summarize our results. This paper is focused on the measurement of the cross-correlation.
In a companion paper (Krolewski et al. 2020), we will extract cosmological information by
modeling the non-linearities in the signal and marginalizing over uncertainties in the stellar
contamination fraction and the galaxy redshift distribution.

Where necessary we assume a fiducial ΛCDM cosmology with the Planck 2018 maximum
likelihood parameters (the final column in Table 2 in Planck Collaboration et al. (2018e)).
We quote magnitudes in the Vega system, noting that we can easily convert these to AB
magnitudes with AB = Vega + 2.699, 3.339 in W1, W2, respectively.
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Figure 6.1 : Plot of the maps used in the analysis (κ for Planck lensing convergence and density
contrast δ for the galaxy samples). The maps have been filtered to only contain the range of scales
used in this analysis, i.e. `min = 100 and `max = 1000, and this explains the lack of large-scale
power.
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6.2 The data

6.2.1 Planck CMB lensing maps

Gravitational lensing of the CMB remaps the temperature and polarization fields, altering
their statistics in a well-defined way (Lewis & Challinor 2006). By searching for these
statistical patterns it is possible to reconstruct the lensing convergence, κ, from quadratic
combinations of the foreground-cleaned maps (Hu & Okamoto 2002). We use the latest
CMB lensing maps from the Planck 2018 release (Planck Collaboration et al. 2018f) and
their associated masks, downloaded from the Planck Legacy Archive.1 These maps are
provided as spherical harmonic coefficients of the convergence, κ`m, in HEALPix format
(Górski et al. 2005) and with `max = 4096. In particular, for our fiducial analysis we use the
minimum-variance (MV) estimate obtained from both temperature and polarization, based
on the SMICA foreground-reduced CMB map. Since the MV reconstruction is dominated
by temperature, residual galactic and extragalactic foregrounds may contaminate the signal.
Extensive testing has been performed by the Planck team, indicating no significant problems
at the current statistical level. Nonetheless, thermal Sunyaev-Zel’dovich (tSZ) contamination
has been shown to be one of the largest potential contaminants to cross correlations with
tracers of large-scale structure in other analyses (Schaan & Ferraro 2019, Madhavacheril &
Hill 2018, van Engelen et al. 2014, Osborne et al. 2014). For this reason, as a test, we shall
repeat the analysis with a lensing reconstruction on SMICA foreground-reduced maps where
tSZ has been explicitly deprojected (Planck Collaboration et al. 2018f), and we will refer to
this analysis as “tSZ-free.” Possible foreground contamination is discussed more in detail in
Section 6.7.2.

6.2.2 unWISE

The WISE mission mapped the entire sky at 3.4, 4.6, 12, and 22µm (W1, W2, W3, and
W4) with angular resolutions of 6.1′′, 6.4′′, 6.5′′ and 12′′, respectively (Wright et al. 2010).
The AllWISE data release encompassed the full WISE cryogenic mission as well as the
initial NEOWISE post-cryogenic mission, from 2010 January to 2011 February, after which
the instrument was placed into hibernation (Mainzer et al. 2011, Cutri et al. 2013). The
W1 and W2 bands do not require cryogen to operate efficiently, motivating reactivation of
WISE in December 2013 (Mainzer et al. 2014). Observations from the continuing NEOWISE
mission have been incorporated into increasingly deep “unWISE” coadded images of the sky
(Meisner et al. 2017b,a, 2018), which now feature more than 4× longer exposure times than
were available for the AllWISE data release. In the future, at least another two years of
NEOWISE data will be available (NEO5 and NEO6), which would further increase the
depth by ∼0.2 magnitudes.

The deeper imaging coupled with the ∼ 6.5′′ angular resolution leads to crowded im-
ages with many overlapping sources, requiring a new approach to the analysis of the WISE

1PLA: https://pla.esac.esa.int/

https://pla.esac.esa.int/
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Label W1−W2 > x W1−W2 < x W2 < x z̄ δz n̄ s
Blue (17−W2)/4 + 0.3 16.7 0.6 0.3 3409 0.455
Green (17−W2)/4 + 0.3 (17−W2)/4 + 0.8 16.7 1.1 0.4 1846 0.648
Red (17−W2)/4 + 0.8 16.2 1.5 0.4 144 0.842

Table 6.1 : Color and magnitude cuts for selecting galaxies of different redshifts, together with the
mean redshift, z̄, and the width of the redshift distribution, δz (as measured by matching to objects
with photometric redshifts on the COSMOS field (Laigle et al. 2016)), number density per deg2

within the unWISE mask, n̄, and response of the number density to magnification, s ≡ d log10N/dm.
Galaxies are additionally required to have W2 > 15.5, to be undetected or not pointlike in Gaia (see
§6.2.3), and to not be flagged as diffraction spikes, latents or ghosts. s is measured using galaxies at
ecliptic latitude |λ| > 60◦, where WISE reaches fainter limiting magnitudes due to increased depth
of coverage (see Appendix 6.C).

coadded images. The crowdsource crowded field photometry pipeline (Schlafly et al. 2018),
originally designed for surveys of the Galactic plane, was employed to generate a new cata-
log based on the deep unWISE coadded images (Schlafly et al. 2019). The resulting catalog
provides a sample of > 500 million galaxies with 0 < z < 2 and improves the uniformity of
the depth and photometric calibration of the WISE survey.

6.2.3 Galaxy selection

Galaxies are selected on the basis of their WISE W1 and W2 magnitudes. Inspection of
the average colors of galaxies detected in WISE as a function of redshift shows a clear trend
in which fainter and redder galaxies tend to be at higher redshift. Accordingly we made
three selections of galaxies in W1 −W2 color, with a sliding cut on color with magnitude
reflecting that fainter galaxies tend to be at higher redshifts. Table 6.1 gives the adopted
color selection for the three samples considered in this work, which we term the blue, green,
and red samples (Schlafly et al. 2019). Table 6.1 also summarizes important properties of
each sample including the redshift distribution, the number density, and the response of
number density to galaxy magnification s ≡ d log10N/dm. We measure s using galaxies
with ecliptic latitude |λ| > 60◦, where the WISE depth of coverage is greater and thus the
measurement of s is less affected by incompleteness. We describe the measurement of s in
Appendix 6.C.

We require that the blue and green samples have 15.5 < W2 < 16.7, and the red sample
has 15.5 < W2 < 16.2. If we allow the red sample to include sources with 16.2 < W2 < 16.7,
we find that the red-blue cross-correlation is inconsistent at the 2-3σ level with the expected
cross-correlation given the bias measured from the CMB-cross spectra (Appendix 6.D). The
fainter red samples also exhibit a decrease in number density closer to the Galactic plane,
and may have more angular variation in dN/dz. As a result, we suspect that the fainter
red sample is more affected by stellar contamination or systematics-driven fluctuations, and
exclude it from our fiducial definition of the red sample.
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Each of the samples is required to be either undetected or not pointlike in Gaia. Here a
source is taken as “pointlike” if

pointlike(G,A) =

{
log10A < 0.5 if G < 19.25

log10A < 0.5 + 5
16

(G− 19.25) otherwise ,
(6.1)

where G is the Gaia G band magnitude and A is astrometric_excess_noise from Gaia
DR2 (Gaia Collaboration et al. 2018). A source is considered “undetected” in Gaia if
there is no Gaia DR2 source within 2.75′′ of the location of the WISE source. High
astrometric_excess_noise indicates that the Gaia astrometry of a source was more uncer-
tain than typical for resolved sources; this cut essentially takes advantage of the 0.1′′ angular
resolution of Gaia to morphologically separate point sources from galaxies. We additionally
remove sources classified as diffraction spikes, first or second latents, or ghosts in either W1
or W2, corresponding to “unWISE flags” 1, 2, 3, 4 or 7.2

6.2.4 Masks

For the lensing map, we use the official 2018 Planck lensing mask, provided together
with the other data products (Planck Collaboration et al. 2018f). This is created using a
combination of the SMICA 70% Galactic mask, retaining the cleanest 70% of the sky, together
with the 143 and 217 GHz point source masks and the tSZ-detected clusters with S/N >
5 (Planck Collaboration et al. 2018f). We additionally masked a small region of the sky
with |b| < 10◦ that was unmasked in the Planck map. Overall, this leaves an unmasked sky
fraction fsky = 0.670 for the lensing map. As a test of Galactic contamination we also use the
60 and 40% temperature masks from the Planck 2018 data release3, masking an increasing
fraction of the Galactic plane. The impact on the results is discussed in Section 6.7.3.

For WISE, we found it convenient to use the Planck lensing mask as an effective galactic
mask, to avoid excessive stellar contamination close to the galactic plane. We additionally
mask stars, galaxies, planetary nebulae, and NSIDE = 2048 HEALPix pixels with substantial
area lost due to sub-pixel unWISE masks (e.g. for diffraction spikes from bright stars).

We mask the 6678 brightest stars in the infrared sky (6156 at |b| > 20◦) with W1 < 2.5
or W2 < 2 or K < 2 (where the WISE magnitude is the brighter of the AllWISE or unWISE
magnitudes). We use the bright star list provided by the CatWISE team (Eisenhardt et
al., in prep)4 for these objects.5 We find that a disk of radius 0.5◦ is adequate to prevent
contamination due to spurious detections around the majority of these bright sources. For
the very brightest stars, diffraction spikes extend beyond the ∼ 1◦ extent of the diffraction
spike mask; we therefore use a 1.5◦ radius around 32 stars with −3 < W2 < −2 and a

2See Table 5 here: http://catalog.unwise.me/files/unwise_bitmask_writeup-03Dec2018.pdf
3Always multiplied by the original lensing mask.
4catwise.github.io
5We additionally add the carbon star IRC+20326, which had problematic photometry in both AllWISE

and unWISE.

http://catalog.unwise.me/files/unwise_bitmask_writeup-03Dec2018.pdf
catwise.github.io
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3◦ radius around 11 stars with W2 < −3. Finally, we mask 0.2◦ around 6212 stars with
2 < W2 < 2.5, W1 > 2.5, and K > 2, where we find that in rare cases, the unWISE PSF
model does not extend far enough into the wings of the star, leading to spurious sources at
the edge of the modeled region.

We also mask bright galaxies using the LSLGA catalog6, selecting 715 galaxies from
Hyperleda (Makarov et al. 2014) with magnitudes < 13 (almost always in the B filter,
though in rare cases the K or I filter), diameter D25 > 3 arcmin, and surface brightness
within D25 of < 26 mag/arcsec2. Using the position angle and ellipticity in the catalog we
mask ellipses around each galaxy out to 1.5R25, and we visually confirm that this radius
removes the impact of galaxies on our samples.

We also find that planetary nebulae can contaminate our samples, particularly the red
sample. We mask 1143 planetary nebulae (Acker et al. 1992), masking out to twice the
optical radius of each planetary nebula.

In all three cases (stars, galaxies, and planetary nebulae) we create a binary mask on an
NSIDE = 2048 HEALPix map, masking all pixels within the specified distance of the source.
For the planetary nebulae, we additionally use the “inclusive=True” option in the HEALPix
query_disc command since the pixels in our map are often larger than the mask radius.

Finally, we correct for area lost in each (NSIDE = 2048) HEALPix pixel from sub-pixel
masking. Sub-pixel masking arises from two sources: foreground Galactic stars from Gaia,
which will mask any unWISE source within 2.75′′ due to our Gaia point-source exclusion,
and unWISE masking of diffraction spikes, latents and ghosts around bright stars7. We apply
a binary mask to remove all pixels with more than 20% area lost due to sub-pixel masking,
and we correct the density in the remaining pixels by dividing by the fractional unmasked
area of each pixel.

We apodize the Planck lensing mask (with additional exclusion of |b| < 10◦) with a 1◦
FWHM Gaussian. We do not apodize the stellar, large galaxy, planetary nebulae or area
lost masks. We use the apodized Planck lensing mask for the CMB lensing map and the
product of the apodized lensing mask and the unapodized stellar, large galaxy, planetary
nebulae and area-lost masks for the unWISE galaxy map. This yields fsky = 0.586 for the
unWISE galaxy map.

6.3 Model

6.3.1 Angular Clustering

Both the CMB lensing convergence κ and the unWISE projected galaxy density are
projections of 3D density fields. We define the projection through kernels W (χ), where χ
is the line-of-sight comoving distance. Given two such fields X, Y on the sky their angular

6https://github.com/moustakas/LSLGA
7http://catalog.unwise.me/files/unwise_bitmask_writeup-03Dec2018.pdf

https://github.com/moustakas/LSLGA
http://catalog.unwise.me/files/unwise_bitmask_writeup-03Dec2018.pdf


6.3. MODEL 139

cross-power spectrum is

CXY
` =

2

π

∫ ∞

0

dχ1 dχ2 W
X(χ1)W Y (χ2)

∫ ∞

0

k2 dk PXY (k; z1, z2)j`(kχ1)j`(kχ2) . (6.2)

On small angular scales (high `) one may make the Limber approximation (Limber 1953),
under which C` reduces to a single integral of the equal-time, real-space power spectrum:

CXY
` =

∫
dχ

WX(χ)W Y (χ)

χ2
PXY

(
k⊥ =

`+ 1/2

χ
, kz = 0

)
(6.3)

where we have included the lowest order correction to the Limber approximation, `→ `+1/2,
to increase the accuracy to O(`−2) (Loverde & Afshordi 2008).

Lensing is sourced by the Weyl potential, which is related to the total matter power
spectrum (including neutrinos) by the Poisson equation. Writing C` in terms of the galaxy-
matter and matter-matter power spectra Pmg and Pgg, the weight functions W (χ) are

W κ(χ) =
3

2
(Ωm + Ων)H

2
0 (1 + z)

χ(χ? − χ)

χ?
, W g(χ) = b(z)H(z)

dN

dz
(6.4)

with χ? the distance to last scattering and
∫
dz dN/dz = 1.

Besides density-density and density-lensing correlations, there are also correlations in-
duced by lensing magnification of background sources:

Cκg
` → Cκg

` + Cκµ
` (6.5)

Cg1g2
` → Cg1g2

` + Cg1µ2
` + Cg2µ1

` + Cµ1µ2
` (6.6)

where
W µ,i(χ) = (5s− 2)

3

2
(Ωm + Ων)H

2
0 (1 + z)gi(χ) (6.7)

gi(χ) =

∫ χ?

χ

dχ′
χ(χ′ − χ)

χ′
H(z′)

dNi

dz′
(6.8)

where s ≡ d log10N/dm is the response of the number density to a multiplicative change
in brightness. Given our complex selection function, we measure the response by finite dif-
ference, artificially changing each magnitude by the same amount (in analogy to lensing
magnification) and measuring the change in number of galaxies satisfying our selection cri-
teria. This procedure is discussed in detail in Appendix 6.C for both the unWISE galaxies
(necessary for modeling the angular power spectra) and for the spectroscopic samples (nec-
essary for determining magnification bias contamination to the clustering redshifts). For
the color-selected unWISE samples, the response s may be significantly different from the
slope of the luminosity function at the magnitude limit because the color cut is magnitude
dependent.
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6.3.2 HaloFit model

In order to compute C` we need to model Pgg(k, z), Pmg(k, z) and Pmm(k, z). In this
paper, we do not explore the cosmological implications of our measurement, but rather seek to
characterize the unWISE samples and their redshift distribution, and present a measurement
of the cross-correlations. For this purpose, a phenomenological fit will be sufficient, and we
choose to model the auto and cross correlation in terms of a linear bias, multiplied by the
“HaloFit” fitting function (Takahashi et al. 2012) to the non-linear matter power spectrum
as implemented in the CLASS code (Blas et al. 2011):

Pmg(k, z) = blin(z)Pmm(k, z) , Pgg(k, z) = b2
lin(z)Pmm(k, z) + Shot Noise (6.9)

This procedure has been shown to produce fairly reasonable phenomenological fits to the
auto and cross correlations.8 While the fit may be good, Modi et al. (2017) has shown that
the value of the inferred cosmological parameters can be significantly biased if HaloFit is
used, and for this reason we will explore a more sophisticated bias model to better model
non-linearities in our cosmological analysis in Krolewski et al. (2020).

Since the galaxy field responds to dark matter and baryons only (Costanzi et al. 2013,
Villaescusa-Navarro et al. 2014, Castorina et al. 2014, 2015, Vagnozzi et al. 2018), Pgg is
the power spectrum of non-neutrino density fluctuations. Although lensing responds to the
power spectrum of total fluctuations, on the scales of interest here the neutrinos cause a
scale-independent suppression of power. Therefore, using the non-neutrino power spectrum
throughout and substituting Ωm + Ων → Ωm greatly simplifies the modelling and makes less
than 1% difference compared to the exact calculation.

6.4 Angular clustering
In this section we discuss our method of estimating the auto and cross spectra, as well

as their covariance matrix.

6.4.1 Angular power spectra estimation

In order to estimate the binned cross and auto power spectra, we use a pseudo-C` esti-
mator Hivon et al. (2002) based on the harmonic coefficients of the galaxy and lensing fields.
The measured pseudo-C` on the cut sky are calculated as

C̃XY
` =

1

2`+ 1

∑

m

X`mY
?
`m (6.10)

8For the magnification bias terms, each ` maps to higher k than for the clustering terms; therefore
the linear bias times Halofit model is less adequate for Cµg` . However, the magnification bias terms are
subdominant compared to the clustering terms, so inaccuracy in modeling Cµg` is not significant.
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where X, Y ∈ {g1, g2, g3, κ} are the observed fields on the cut sky. Because of the mask,
these differ from the true C` that are calculated from theory, but their expectation value is
related through a mode-coupling matrix, M``′ , such that

〈C̃`〉 =
∑

`′

M``′C`′ (6.11)

The matrix M``′ is purely geometric and can be computed from the power spectrum of the
mask itself. While Eq. (7.11) is not directly invertible for all `, the MASTER algorithm
(Hivon et al. 2002) provides an efficient method to do so assuming that the power spectrum
is piecewise constant in a number of discrete bins, b. Defining a “binned” mode-coupling
matrix,Mbb′ (Alonso et al. 2018), we can recover unbiased binned bandpowers

Cb =
∑

b′

M−1
bb′ C̃b′ . (6.12)

We use the implementation in the code NaMaster9 (Alonso et al. 2018). Finally, the theory
curve must be binned in the same way as the data when comparing theory and measurements.
Since the true C` are not piecewise constant, this involves the following steps (Alonso et al.
2018): First, the theory curve is convolved with M``′ using Eq. (7.11). Then the convolved
theory, C̃theory

` , is binned in the same bins, b, as the data to form bandpowers, C̃theory
b , and

finally the bandpowers are decoupled using Eq. (7.12) to obtain Ctheory
b . While for simplicity

the plots show unbinned theory curves, all of the calculations are performed with binned
quantities.

In short, our pipeline works as follows: first, we mask the Planck lensing map with the
mask provided by the Planck team, apodized with a Gaussian smoothing kernel with FWHM
1 deg. For the unWISE galaxies, we use the custom-made mask described in Section 6.2.4,
which includes different apodization schemes for the wide Galactic mask and point sources.
In addition, we have to consider that Galactic stars can mask galaxies behind them or in
their vicinity, a problem that becomes more severe closer to the galactic plane. To correct
for this, we create an “area lost” mask (described in Section 6.2.4) and divide the observed
galaxy number count by the area available in each pixel, to obtain an unbiased estimate of
the local number of galaxies. Then a galaxy overdensity field is created, and cross-correlated
with the CMB lensing maps using NaMaster. Finally, we need to correct for the pixel window
function, due to the assignment of galaxies to discrete pixels: we divide Cκg

` by the HEALPix
pixel window function at the center of each bandpower. The procedure is more complicated
for Cgg

` : a shot-noise power spectrum has correlation length zero and thus does not need to
be corrected for the pixel window function, whereas the signal part of Cgg

` should be divided
by the square of the pixel window function. Therefore, we first subtract the estimated shot
noise from Cgg

` using n̄ from Table 1, then divide by the squared pixel window function, and
then add the estimated shot noise back.

9https://github.com/LSSTDESC/NaMaster

https://github.com/LSSTDESC/NaMaster
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We tested this pipeline on Gaussian realizations of the CMB lensing and galaxy fields,
and noted that the final “deconvolved” C` are rather sensitive to the choice of apodization
scale, especially for the CMB lensing map, but are not affected by the inclusion of unapodized
components in the galaxy mask. Our choice of smoothing was determined by optimizing the
recovered power spectrum in simulations with known input angular correlation. In particular,
we use the above NaMaster pipeline to measure C` for 100 simulated Gaussian lensing and
galaxy maps (generated with the correct cross-correlation). We find significant biases of
several percent due to power leakage outside the measured range, if the `NaMaster

max used in
NaMaster is close to the `max = 1000 used in our analysis. To remedy this, we run NaMaster
with `NaMaster

max = 6000, before extracting the bandpowers in our analysis range and discarding
the higher ` ones.

With the Gaussian simulations, we also find biases of several percent in the recovery
of the galaxy auto-spectrum at ` < 300 (Figure 6.2). Mask-induced mode coupling causes
` < 50 systematic power in the auto-spectrum to leak to considerably higher `. We find that
if we turn off the extra low-` power by using the theory prediction rather than the measured
Cgg
` as the input power spectrum, we can recover Cgg

` with no bias.
We therefore filter all modes with ` < 20 in the unmasked galaxy map. To do this, we take

the spherical harmonic transform of the raw galaxy map (before applying the mask), apply
a sharp cut setting all modes with ` < 20 to zero, and apply the inverse transform to recover
the filtered map. We then use the filtered map as input for our NaMaster pipeline. We find
this procedure leads to considerably less biased recovery of the auto-spectrum (Figure 6.2).
Other approaches (i.e. setting the edge of the smallest-` bin to `NaMaster

min = 20 or filtering
` < 50 modes instead) also recover the unbiased auto and cross-spectra. We correct the
auto-spectra for the residual mask-transfer bias. Since the residual bias is ≤ 1%, smaller
than the statistical errors on the cross spectrum or the statistical errors from uncertain
dN/dz, this correction has only a small impact on our results (compare the “no transfer
function” row to the fiducial row in Figure 6.12).

We conclude that with our pipeline we can measure all of the auto and cross-correlations
between the different samples with sub-percent accuracy over the whole range of scales
considered, once the input maps have been filtered and the mask-deconvolution transfer
function has been applied.

6.4.2 Covariance matrix

While an exact computation of the covariance matrix after applying the MASTER al-
gorithm for a Gaussian random field is possible, it is computationally very demanding, in-
volving O(`6

max) operations. Efstathiou (2004), García-García et al. (2019) have proposed an
approximate method to estimate the Gaussian part of the covariance matrix that makes it as
computationally expensive as the power spectrum itself. This procedure has been validated
on simulations and shown to work extremely well (García-García et al. 2019). This algorithm
is implemented in NaMaster, and takes as input the true auto and cross spectra (for example,
from the theory curves with the correct value of parameters including the galaxy bias). Since
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Figure 6.2 : Mask deconvolution transfer function for the CMB lensing cross-spectra (left) and galaxy
auto spectra (right), i.e. comparison between input power spectrum and output after masking,
pseudo-C` estimation, and mask deconvolution. Maps were generated from power spectra assuming
a Gaussian field. Colored curves are transfer functions for different samples after filtering ` < 20

modes from the unmasked map, whereas no filtering was applied to black curves. Recovery of
the cross-spectrum is unbiased even without filtering, but recovery of the auto-spectrum requires
filtering ` < 20 modes. To ensure sub-percent accuracy, we additionally correct the auto-spectrum
by the transfer function displayed here.
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measuring the bias requires a covariance matrix to start with, an iterative approach may be
used. For computational simplicity, we adopt a further approximation which will assume the
decoupled covariance matrix to be diagonal, and where the on-diagonal elements for binned
bandpowers of width ∆` are given by Hivon et al. (2002):

Cov(CXY
` , CXY

`′ ) = σ2(CXY
` )δ`,`′ =

[
CXX
` CY Y

` +
(
CXY
`

)2
]

measured

fsky(2`+ 1)∆`

w4

w2
2

δ`,`′ (6.13)

Here the weights w2 and w4 are defined in terms of the arbitrary mask weights W (n̂) as:

wifsky =
1

4π

∫

4π

dΩn̂W
i(n̂) (6.14)

with w1fsky = fsky. If X 6= Y and the fields have different masks, we take w2 and w4 to be
the geometric means of the ones computed with each of the individual masks.

Using the method for analytic Gaussian pseudo-C` covariance in Efstathiou (2004),
García-García et al. (2019), we have checked that the largest off-diagonal correlation be-
tween bandpowers is 4% for the two lowest ` bins, and that the on-diagonal elements agree
to percent level. Therefore we conclude that the approximation in Equation 6.13 is adequate
for our purposes. Furthermore, we neglect any non-Gaussian contribution to the covariance
matrix, since we will only model scales that are in the linear or mildly non-linear regimes,
where these corrections are expected to be small.

6.5 Galaxy redshift distribution
Since the unWISE galaxy sample is selected from two-band imaging, dN/dz cannot be de-

termined by photometric redshifts. We instead measure dN/dz using cross-correlations with
large-area spectroscopic surveys (Newman 2008, McQuinn & White 2013, Ménard et al.
2013), supplemented by redshifts from cross-matching to deep multi-band photometry in a
small field. Cross-correlation redshifts measure b(z)dN/dz (in the absence of a small con-
tribution from magnification bias), which is the relevant kernel for modeling Cκg

` and Cgg
`

(Section 6.3). Therefore, unlike previous work, we are not concerned with disentangling
dN/dz from the bias evolution of the unWISE galaxies. Cκg

` and Cgg
` do contain a subdomi-

nant contribution from magnification bias, which depends on dN/dz alone; in this context,
we use dN/dz measured from cross matches to the COSMOS photometric catalog. Consis-
tency between the cross-match dN/dz and cross-correlation b(z)dN/dz requires that the bias
increase strongly with redshift. In Appendix 6.B, we show that a simple halo occupation
distribution of the unWISE galaxies exhibits a similar increase in bias, demonstrating that
our approach is self-consistent.

In Sections 6.5.1 and 6.5.2 we describe our methodology for measuring the cross-correlation
and cross-match redshifts and estimating their uncertainties, which constitute a substantial
portion of the error budget in modeling the angular power spectra. In Figure 6.3 we list
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Measure unWISE-spectroscopic cross-correlations

Subtract magnification bias

Divide by spectroscopic bias

Combine bsml,pdNp/dz from 4 spectroscopic tracers

Fit smooth bsml,pdNp/dz using B-splines and normalize

Compute Cℓκg and Cℓgg from normalized bsml,pdNp/dz
 and measure best-fit beff for both auto and cross

Average over 2.5-10 h-1 Mpc to produce w̄

Create 100 samples of bsml,pdNp/dz
 assuming diagonal Gaussian noise

Clustering term

Measure dN/dz from COSMOS cross-match

Estimate errors from HSC subsamples

Fit smooth dN/dz using B-splines and normalize

Magnification term

Create 100 samples of dN/dz
 assuming diagonal Gaussian noise

Measure beff on 100 samples to estimate impact 
of uncertain redshift distribution

Clustering term Magnification term

Figure 6.3 : An outline of the steps required to interpret the angular clustering of the unWISE
samples: estimate the redshift distribution, fit a linear bias to Cκg` and Cgg` , and estimate the
impact of uncertainty in the redshift distribution on the fitted biases.

the steps outlined in Sections 6.5 and 6.6 to interpret the clustering of the unWISE sam-
ples: estimate the redshift distribution, determine the best-fit linear bias of each sample,
and estimate the uncertainty on the bias due to uncertain redshift distribution. Throughout
Sections 6.5 and 6.7, we quantify systematic errors in terms of their impact on the best-fit
bias to the CMB cross (Cκg

` ) and galaxy auto power spectra (Cgg
` ) of the unWISE samples.

6.5.1 Cross-match redshifts

One estimate of dN/dz can be obtained by matching the unWISE samples to deep cata-
logs with photometric redshifts. The deepest sample of well-measured photometric redshifts
comes from the COSMOS field, where deep photometry in many bands spanning the ul-
traviolet through infrared allows precise photometric redshifts for all sources detected by
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WISE with ∆z/(1 + z) = 0.007 (Laigle et al. 2016). We first trim the COSMOS catalog to
include only objects brighter than 20.7 (19.2) Vega mag at 3.6 (4.2) µm. These depths are
roughly 2.5mag fainter than the 50% completeness limit for the unWISE catalog (Schlafly
et al. 2019), so excluding fainter objects removes no objects that WISE could conceivably
detect. We then match COSMOS sources to unWISE sources at a radius of 2.75′′ over the
2 deg2 overlap, considering the closest COSMOS source within 2.75′′ to be the true match.

The COSMOS catalog marks many bright stars as galaxies, so we additionally edit the
COSMOS catalog so that bright objects which Gaia identifies as pointlike are classified as
stars, as long as those objects are not X-ray selected. We find that stellar contamination of
the unWISE samples is very low, with 1.8%, 1.6%, and likely < 1% 10 of the blue, green and
red samples classified as stars.

For each source, we use the redshift corresponding to the median of the likelihood dis-
tribution (“photoz” in the COSMOS catalog). If the SED is better fit by an AGN template
than a galaxy template, we instead use the redshift from the AGN template fit (“zq” in the
catalog); we find 19%, 30% and 41% of the blue, green and red sample are classified as AGN
by this criterion. However, for these objects “zq” and “photoz” are very similar.

Due to the small area of the COSMOS field, sample variance can be larger than the
Poisson variance on dN/dz. We therefore estimate uncertainty on dN/dz by constructing 44
subsamples, each of ∼2 deg2, from the HSC SSP survey (Aihara et al. 2018, Tanaka et al.
2018). Compared to COSMOS, HSC is slightly shallower but covers a much larger area
(∼120 deg2). However, the HSC photometric redshifts are less accurate than COSMOS and
become biased at z > 1.5,11 where a substantial fraction of galaxies scatter to zHSC ∼ 1,
biasing dN/dzHSC at z ≥ 1 compared to dN/dzCOSMOS. As a result, we restrict the HSC
comparison to z < 1. We use the DEmP photometric redshifts, as these are the most
accurate redshifts available for all “primary” HSC objects (Tanaka et al. 2018). We require
that the HSC objects have clean photometry: we only use “primary” sources, and remove
sources with pixel flags indicating saturated or interpolated pixels, bad pixels, cosmic ray
hits, suspect and clipped pixels, and poor centroid measurements. We also require that the
objects are classified as extended sources or have i > 23, where the star-galaxy classification
performs poorly. As with COSMOS, we use the closest match within 2.75′′.

We find that the dN/dz errors are larger than Poisson statistics would indicate, by
roughly redshift-independent factors of 3.8, 1.9 and 1.1 for the blue, green and red samples
at z < 1. Since we cannot use HSC to determine dN/dz errors at z > 1, where the DEmP
photometric redshifts become significantly biased, we extrapolate the dN/dz uncertainty to
higher redshift by multiplying the Poisson error bars by a constant factor of 3.8, 1.9 and
1.1 for blue, green and red samples. This extrapolation yields error bars appropriate for the

10The red sample only has 188 matches to the COSMOS photometric catalog and none of them are stars;
the error on the stellar contamination fraction may therefore be quite large. For the fainter red samples
reaching to W2 = 16.5 or 16.7, we find stellar contamination of 0.6% and 0.8%, respectively.

11See page A5 in https://hsc-release.mtk.nao.ac.jp/doc/wp-content/uploads/2017/02/s16a_
demp_median.pdf, which plots bias, scatter, and outlier fraction as a function of reference redshift for
the training set used by HSC.

https://hsc-release.mtk.nao.ac.jp/doc/wp-content/uploads/2017/02/s16a_demp_median.pdf
https://hsc-release.mtk.nao.ac.jp/doc/wp-content/uploads/2017/02/s16a_demp_median.pdf
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Color Median z Std Percentile Median z Median z Median z Std Percentile
(b-weighted) (5%-95%) ` < 155◦ ` > 155◦ (5%-95%)

Blue 0.72 0.031 0.11 0.75 0.72 0.63 0.022 0.06
Green 1.38 0.026 0.09 1.35 1.38 1.09 0.019 0.06
Red 1.70 0.064 0.23 1.71 1.68 1.46 0.030 0.09

Table 6.2 : Summary statistics of the redshift distribution of the WISE sample. Statistics on the
left are computed from samples of bsml,pdNp/dz (i.e. clustering redshifts), while statistics on the
right are computed from samples of the cross-match dN/dz. Std gives the standard deviation of the
medians of the 100 dN/dz samples. Galactic longitude 155◦ approximately splits the sky in half, so
the ` = 155◦ split provides another estimate of the uncertainty on the clustering redshifts.

cosmic variance contribution alone; in Section 6.7.4 we discuss the impact of photometric
redshift errors on dN/dz and on our bias results.

We give summary statistics for the cross-match dN/dz in Table 6.2 and plot the cross-
match dN/dz in Figure 6.7. Even at low redshift, there is a systematic shift between the
COSMOS and HSC dN/dz for the red sample; this may be due to errors in the z < 1 HSC
redshifts. The impact of this shift is limited because the cross-match dN/dz is only used to
model the magnification bias term. Therefore, even the ∆z = 0.3 shift required to reconcile
the COSMOS and HSC dN/dz for the red sample makes . 0.7σ difference on the bias fitted
to the auto and cross-correlation.

6.5.2 Cross-correlation redshifts

Another method for determining dN/dz is through cross-correlation with a spectroscopic
sample. This is an old method has been revived in several recent works (Newman 2008,
Ménard et al. 2013, McQuinn & White 2013, Schmidt et al. 2013, 2015, Rahman et al. 2015,
2016b,a, Scottez et al. 2016, 2018, Johnson et al. 2017, Davis et al. 2018, Cawthon et al. 2018,
Gatti et al. 2018, Bates et al. 2019) (including validation against spectroscopic redshifts in
Rahman et al. (2015)), but here we present one of its first applications to modeling galaxy
power spectra. We therefore discuss and quantify several sources of systematic error, includ-
ing nonlinear clustering and nonlinear bias evolution; magnification bias contribution to the
photometric-spectroscopic cross-correlation; and bias evolution of the various spectroscopic
samples as required to combine cross-correlations with multiple spectroscopic samples.

In the Limber approximation the cross-correlation of a photometric survey with scale-
independent bias bsml,p(z) and redshift distribution dNp/dz, and a spectroscopic survey with
bias bsml,s(z), in a narrow bin between zmin and zmax is

Cp−s cross
` = bsml,s(z) bsml,p(z)H(z)

dNp

dz

∫ zmax

zmin

dz
dNs

dz

Pmm

(
k = (`+ 1

2
)/χ, z

)

χ2
+Cmag

` (6.15)

where Cmag
` includes the contributions from the three lensing magnification bias terms; we

assume the bin is sufficiently narrow that the biases and dNp/dχ are constant across the bin;
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and both biases are assumed to be scale-independent.
We refer to the biases here as bsml to emphasize that they are defined on relatively

small scales (2.5 − 10 h−1 Mpc) on which we measure the spectroscopic-photometric cross-
correlations. This is in contrast to the large-scale bias, blin, relevant to the modeling of the
angular power spectrum in Section 6.3. However, as discussed below and in Section 6.7, bsml

and blin are within 15% of each other for all of the unWISE samples, and the systematic
error from the discrepancy between bsml and blin is subdominant to the statistical error from
uncertainty in b dN/dz.

We have implemented a cross-correlation dN/dz estimate in both harmonic and configu-
ration space, obtaining consistent results. It is convenient, and consistent with past results,
to first present the spectroscopic-photometric cross-correlations in configuration space. We
use the estimator of Ménard et al. (2013), in which the correlation function is weighted by
r−1 to increase the signal-to-noise ratio and integrated over a range of scales:

w̄sp(z) =
∑

i

r−1
i ∆riwsp,binned(ri, z) (6.16)

where we use three log-spaced bins in r between 2.5 and 10 h−1 Mpc. The binned correlation
function is given by

wsp,binned(ri, z) =

∫
`d`

2π
Cp−s cross
`

1

π(r2
max,i − r2

min,i)

∫ rmax,i

rmin,i

2πrdr J0(`θ) (6.17)

Noticing that θ = r/χ12 and switching integration variables from ` to k we can write

w̄sp(z) = bsml,s(z) bsml,p(z)H(z)
dNp

dz
I(z) + w̄mag(z) (6.18)

with

I(z) =

∫
k dk

2π

∫ zmax

zmin

dz
dNs

dz
Pmm(k, z)

∑

ri

r−1
i ∆ri

πr2
max,i − πr2

min,i

∫ rmax,i

rmin,i

2πr J0(kr) dr (6.19)

In the linear regime I(z) is equal to D2(z) times a redshift-independent integral, which
is degenerate with the normalization of dNp/dz. On our scales of interest, I(z) deviates
only slightly from D2(z) (∼ 5% at z = 2). To compute I(z) we use the HaloFit nonlinear
matter power spectrum from Mead et al. (2015) for Pmm(k, z) and continue to assume scale-
independent bias. While the I(z) term introduces a cosmology dependence into the clustering
redshifts, normalizing the clustering redshifts eliminates the relationship between redshift
distribution and power spectrum amplitude, allowing us to constrain the power spectrum
amplitude (i.e. σ8(z)) averaged over the redshift distribution of each unWISE sample.

12 When measuring w(θ), we count pairs in angular bins with θi = ri/χcentral, where χcentral is the
comoving distance to the center of the sub-bin. Therefore, within each sub-bin, r = θχcentral, which is well
approximated by r = θχ because the sub-bins are narrow. This simplifies the triple integral in Equation 6.19
by allowing the r integral to be redshift-independent.
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Lensing magnification can correlate samples widely separated in redshift and therefore
bias clustering redshifts in the tails of the distribution (McQuinn & White 2013, Gatti et al.
2018). We estimate the contribution of magnification bias w̄mag(z) using the COSMOS cross-
match dN/dz and the measured s for unWISE and the spectroscopic samples (Appendix
6.C), and assuming a scale-independent bias times the HaloFit power spectrum. We use the
following form for the bias evolution of each sample:

bsml,p(z) = 0.8 + 1.2z Blue (6.20a)
bsml,p(z) = max (1.6z2, 1) Green (6.20b)
bsml,p(z) = max (2z1.5, 1) Red (6.20c)

with max (a, b) meaning the larger of a and b. This form is roughly consistent both with
the observed clustering given the cross-match dN/dz and the expected bias evolution from
a simple HOD of the unWISE samples (Figure 6.19). Since the unWISE bias evolution is
only required to model the magnification bias correction to the cross-correlation redshifts,
more quantitative agreement with the observed clustering is not needed. If we instead use
bsml,p(z) from the cross-correlation redshifts after the initial magnification bias correction,
the bias fitted to Cκg

` and Cgg
` changes by < 0.4σ.

We show w̄ and the magnification bias correction in Figure 6.5. Magnification bias has
the largest impact on the blue sample, with CMASS galaxies at z > 0.6 showing the largest
impacts.

We can invert Equation 6.18 to derive bp,smldNp/dz given a measurement of w̄sp. We
measure the binned correlation function using the estimator of Davis & Peebles (1983)

ŵsp,binned(θ) =
DsDp

DsRp

NR

ND

− 1 (6.21)

using three log-spaced bins between13 2.5 and 10h−1 Mpc, with the inner radius set to reduce
the contributions from scale-dependent bias and “1-halo” effects. Since the unWISE galaxy
density varies across the sky (slightly decreasing towards the Galactic center), we measure
the normalization NR/ND(θ) in NSIDE = 8 HEALPix pixels. If the annulus in which we
count pair straddles two NSIDE = 8 pixels, we average the normalization in the two pixels.
Our correlation function code is publicly available at https://github.com/akrolewski/
BallTreeXcorrZ and has been tested to ensure that the correlation function as measured
on the curved sky is correct.

We cross-correlate the unWISE photometric galaxies with spectroscopic quasars from
BOSS DR12 (Pâris et al. 2017) and eBOSS DR14 (Ata et al. 2018)14 and galaxies from

13At all redshifts, the lower limit corresponds to much larger angular scales than those affected by the
WISE PSF and suppression by nearby bright sources; see Fig. 25 in http://wise2.ipac.caltech.edu/
docs/release/allsky/expsup/sec6_2.html#brt_stars for estimation of this scale.

14While the BOSS and SDSS quasar catalogs are independent, eBOSS includes previously observed quasars.
We remove these quasars to create an independent sample; they comprise 45% of the northern eBOSS catalog.

https://github.com/akrolewski/BallTreeXcorrZ
https://github.com/akrolewski/BallTreeXcorrZ
http://wise2.ipac.caltech.edu/docs/release/allsky/expsup/sec6_2.html#brt_stars
http://wise2.ipac.caltech.edu/docs/release/allsky/expsup/sec6_2.html#brt_stars
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Figure 6.4 : Left: Sky maps of spectroscopic samples used for cross-correlation redshifts in Galactic
coordinates. Right: Redshift distributions of spectroscopic samples (black curves) used for cross-
correlation redshifts. unWISE galaxy distributions (colored curves) are overplotted with arbitrary
amplitude.
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BOSS CMASS and LOWZ (Reid et al. 2016). We plot the redshift and sky distributions of
the spectroscopic samples used for the clustering redshifts in Figure 6.4.

We split the spectroscopic samples into bins of width ∆z = 0.05 at z < 0.8 and ∆z = 0.2
at z > 0.8 where the errorbars become much larger due to the sparser quasar samples. As
∆z becomes narrower, the signal-to-noise in each individual bin decreases, but the total
signal-to-noise of dN/dz increases modestly (by ∼ 35% as ∆z changes from 0.1 to 0.02).
We prefer having a relatively high signal-to-noise in the individual bins, particularly at high
redshift where dN/dz is nearly zero but our errorbars are also relatively large.

We restrict the BOSS quasars to the “core”-like sample from Eftekharzadeh et al. (2015)
(similar to the “qso_core_main” targeting flag, but only including quasars that would
have been selected by the xdqso method (Bovy et al. 2011),15 and removing quasars lying
in regions where the targeting completeness is < 75%), as was done in previous quasar
clustering analyses (White et al. 2012, Eftekharzadeh et al. 2015). We remove all objects
in the southern galactic cap (SGC), which are a small fraction of the total spectroscopic
sample. Differences in photometric calibration between the SGC and NGC lead to slightly
different galaxy samples (Alam et al. 2017, Ross et al. 2017), unexplained differences in
quasar clustering between NGC and SGC (White et al. 2012, Eftekharzadeh et al. 2015,
Myers et al. 2015), and differences in ŵsp, possilby resulting from the different spectroscopic
bias evolution. We remove DR12 quasars at z < 2, DR14 quasars at z > 2.2, and DR14
quasars at z < 0.8, since these objects are outliers with redshifts different from each survey’s
target redshift range and thus may have different clustering properties than the sample as a
whole (indeed, we find somewhat discrepant measurements of w̄sp when comparing to BOSS
and eBOSS quasars outside their primary redshift ranges). We also remove CMASS galaxies
at z > 0.8 and z < 0.1 and LOWZ galaxies at z > 0.5, where the spectroscopic samples
become too sparse to measure bsml,s (see below). We summarize the key properties of these
samples in Table 6.3.

We apply the corresponding spectroscopic mask to each sample. For eBOSS we use the
BOSS veto masks (Reid et al. 2016), pixelized to NSIDE = 256 HEALPix pixels, and we also
mask NSIDE = 128 pixels where more than 80% of eBOSS quasars are in DR7 or DR12. For
DR12 quasars, we apply the BOSS veto masks (Reid et al. 2016) and remove NSIDE = 256
pixels with < 75% completeness as computed from the bossqsomask software16 (White
et al. 2012, Eftekharzadeh et al. 2015). For CMASS and LOWZ we use the corresponding
BOSS DR12 LSS catalog masks.17 We also apply the same WISE masks that we use for the
cross-correlation analysis. For the spectroscopic cross-correlations, we threshold all masks
by setting pixels with mask value < 0.9 to zero and > 0.9 to one.

We use jackknife18 resampling to estimate errors on w̄sp. We start by splitting the sky into
15https://xdqso.readthedocs.io/en/latest/
16http://faraday.uwyo.edu/~admyers/bossqsomask/
17https://data.sdss.org/sas/dr12/boss/lss/
18We also investigated bootstrap resampling to estimate the covariance matrix of w(θ), and found that on

scales smaller than the resampling pixel size (which is always larger than θmax), jackknife errors agree well
with errors from the “marked bootstrap” of Loh & Stein (2004), Loh (2008). We prefer jackknife errors to

https://xdqso.readthedocs.io/en/latest/
http://faraday.uwyo.edu/~admyers/bossqsomask/
https://data.sdss.org/sas/dr12/boss/lss/
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Sample zmin zmax N
Jackknife Area
regions (deg2)

DR14 Q 0.8 2.2 54708 29 1178
DR12 Q 2.0 4.0 67175 34 6030
LOWZ 0.0 0.5 273549 31 5656
CMASS 0.1 0.8 544308 37 6670

Table 6.3 : Properties of the spectroscopic samples used for cross-correlation redshifts.

NSIDE = 4 HEALPix pixels19 and then combine neighboring pixels until the unmasked area
within each region reaches a threshold, which we vary between 80 and 120% of the maximum
pixel area, choosing the threshold that minimizes the difference between the largest and
smallest regions. We list the number of regions used for each sample in Table 6.3. The error
on w̄sp is then

σ2
w̄(z) =

N∑

L=1

R[L]

R

(
w̄[L](z)− 〈w̄(z)〉

)2 (6.22)

where R refers to the number of randoms, the subscript [L] indicates that we exclude the Lth
region, and 〈w̄(z)〉 is the average over all N jackknife resamples w̄[L](z). The replacement of
the conventional factor (N − 1)/N with R[L]/R is an empirical correction for the fact that
the regions have different areas (equation 5 in Myers et al. (2005)).

Combining multiple spectroscopic tracers (as is necessary in our case, due to the broad
dN/dz of the unWISE samples) requires a measurement of bsml,s(z). We measure bsml,s(z) by
fitting a scale-independent bias times Halofit to the measured w(θ) between 2.5 and 10 h−1

Mpc:

wauto,s(θ, z) = b2
sml,s(z)

∫ ∞

0

k dk Pmm(k)

∫ χmax

χmin

dχ

2π
J0(kχθ)

(
dNs

dχ

)2

(6.23)

where the integral over χ ranges between the lower and upper boundaries of each redshift bin.
We omit SDSS DR7 quasars from our spectroscopic samples due to their poorly measured
autocorrelation (Ross et al. 2009). For BOSS galaxies and eBOSS quasars we use publicly
available galaxy and random catalogs,20 and for DR12 quasars we generate randoms using

bootstrap errors because sampling a pixel more than once double-counts all pairs in that pixel and is not a
reasonable physical situation. Moreover, it leads to ambiguities in the situation where a spectroscopic source
lies in pixel i and a photometric source lies in pixel j. In a naive implementation of the bootstrap, intra-pixel
pairs are resampled 0, 1, 2...N times while cross-pixel pairs are resampled 0, 1, 4...N ×M times, leading to
larger variance on all scales than jackknife or marked bootstrap. The marked bootstrap avoids this issue
by resampling only one of the tracers. We also find very little difference between leave-one-out jackknife
resampling and leave-two-out jackknife, so we opt for leave-one-out jackknife in the interest of simplicity.

19We use NSIDE = 8 pixels for the smaller-area eBOSS samples. We find that using too small pixels can
underestimate the errorbars (as argued in Norberg et al. (2009)), so we set the size of the resampling pixels
so that ∼ 30 are available for each sample.

20https://data.sdss.org/sas/dr12/boss/lss/ for BOSS and https://data.sdss.org/sas/dr14/
eboss/lss/catalogs/ for eBOSS.

https://data.sdss.org/sas/dr12/boss/lss/
https://data.sdss.org/sas/dr14/eboss/lss/catalogs/
https://data.sdss.org/sas/dr14/eboss/lss/catalogs/
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bossqsomask. For BOSS galaxies and eBOSS quasars we weight each object by the com-
bined angular systematics, fiber collision and redshift failure weight (Equation 50 in Reid
et al. (2016)), and for BOSS quasars we weight by the inverse of the targeting completeness
(White et al. 2012, Eftekharzadeh et al. 2015). Note that the 55′′ SDSS fiber collision radius
is smaller than our inner bin of 2.5h−1Mpc at all redshifts that we consider. Previous work
has shown that application of these systematics weights allows unbiased recovery of the cor-
rect cosmological clustering (Ross et al. 2012a, 2014, Eftekharzadeh et al. 2015, Ross et al.
2017, Laurent et al. 2017).

While previous measurements of the clustering exist for all spectroscopic samples, mea-
surements for BOSS galaxies have generally been made in coarse redshift bins over a some-
what restricted redshift range (0.2 < z < 0.6) (Chuang et al. 2017, Tojeiro et al. 2012, Zhai
et al. 2017), so we use our measured bias values (Figure 6.6 and Table 6.7) to ensure that the
scales used and redshift bins are consistent with the clustering redshifts. We check our results
by replacing our BOSS galaxy spectroscopic bias measurements with those from Figure 12
in Chiang & Ménard (2019) (who measure the bias in similar redshift bins, to measure clus-
tering redshift distributions for Galactic dust maps), and find this makes . 0.1σ difference
in the bias fitted to Cgg

` and Cκg
` . We also propagate the fitting error on the spectroscopic

bias to our clustering dN/dz measurement, although this is almost always subdominant to
the statistical error on the cross-correlation.

For quasars, we find that the fitting function of Laurent et al. (2017) provides a very
good approximation to the measured bias evolution:

bsml,s(z) = (0.278± 0.018)
[
(1 + z)2 − 6.565

]
+ (2.393± 0.042) (6.24)

Once we have measured the spectroscopic bias, we can divide w̄ by bsml,s (as in equa-
tion 6.18) to obtain dNp/dz for each spectroscopic tracer (quasars, CMASS and LOWZ
galaxies). We then combine dNp/dz for the different tracers by inverse-variance weighting
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in each redshift bin. We find good agreement between the clustering redshift measurements
from CMASS and LOWZ in the redshift range where they overlap (0 < z < 0.5) with
χ2 = 12.1 over 10 dof (7.7/10, 2.8/10) for the blue (green, red) samples. We plot the fi-
nal redshift distributions in Fig. 6.7, along with samples drawn from the uncertainty in the
redshift distribution.

To model the angular power spectra, the redshift distribution must satisfy physical con-
straints (bsml,pdNp/dz > 0 and bsml,pdNp/dz|z=0 = 0))21 and have well-characterized uncer-
tainties. To create a smooth and physical dNp/dz, we therefore model bsml,pdNp/dz using
cubic B-splines with the spline coefficients required to be positive, satisfying the positivity
constraint on bsml,pdNp/dz. Considering the penalized χ2:

χ2 =
∑

i

(
ŷi − yi
σi

)2

+ λ

∫
dx [ŷ′′(x)]2 (6.25)

we determine λ by minimizing χ2 using cross-validation (Craven & Wahba 1978). This
method is sufficiently flexible to fit almost any shape of bsml,pdNp/dz, while satisfying our
constraints. We use knots evenly spaced between z = 0.1 and z = 3.5 with ∆z = 0.2.

By requiring ŷ to be positive, this procedure introduces a bias into the theory predictions
for C`, since in regions of nearly zero dN/dz, we will fit to positive noise fluctuations but
not negative noise fluctuations. Moreover, the magnitude of this bias is different for Cκg

`

and Cgg
` . We find that the differential bias is generally small (< 5%) and therefore do not

consider it further in this paper. However, cosmological parameter constraints from these
data will require a more careful approach (Krolewski et al. 2020), such as simulating the C`
and dN/dz measurement given some known input cosmology and dN/dz, and subtracting
the contribution to C` from the bias in dN/dz.

We create smooth dN/dz in a similar fashion for the cross-match redshifts. Here we use
bins of ∆z = 0.06 instead, as we find that more knots are required to accurately represent
the shape of the cross-match dN/dz.

We propagate errors on dN/dz by drawing 100 samples from the data (assuming uncor-
related Gaussian errors between redshift bins), finding the best-fit dN/dz, and using it to
model the auto and cross-power spectra. Additionally, we test the assumptions behind the
jackknife dN/dz errors by splitting the sky in half at Galactic ` = 155◦ and measuring dN/dz
separately for each half. Summary statistics for both the cross-correlation and cross-match
redshifts are given in Table 6.2.

6.5.3 Systematic errors in the cross-correlation dN/dz

One source of systematic error in the measurement of dN/dz is the discrepancy between
bsml,p, as measured by the configuration space photometric-spectroscopic cross-correlations,
and blin,p, as required to model the autospectra and CMB cross-spectra. Exactly matching the

21The number of galaxies per area per comoving distance, dN/dχ, is related to the comoving number
density n̄ as dN/dχ(χ) = n̄4πχ2 so at χ = 0, dN/dχ and therefore dN/dz must go to zero.
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Figure 6.7 : Top: bsml,pdNp/dz combined for all tracers, with best-fit spline plotted in blue and 100
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difference in dN/dz between the two halves of the sky (split at ` = 155◦; not shown) is comparable
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HSC is deep enough to contain nearly all of the WISE objects, its photometric redshifts become
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as described in Section 6.5.1.
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scales used for the cross-correlation redshifts and the CMB cross-correlations is undesirable
because it would push the cross-correlation redshifts to large scales where the signal-to-noise
is lower and the potential impact of observational systematics is larger (Ménard et al. 2013);
indeed, previous work uses scales of several Mpc at most (Ménard et al. 2013, Schmidt et al.
2013, Rahman et al. 2015, 2016b,a, Davis et al. 2018, Cawthon et al. 2018, Gatti et al. 2018).
Conversely working on very small scales can be problematic, as the cross-correlation could
depend upon galaxy formation physics in addition to the redshift distribution.

To study potential deviations between bsml,p and blin,p, we populate an N -body simulation
with a simple HOD model for the WISE galaxies (Appendix 6.B), which is roughly consistent
with the spectroscopic cross-clustering given the cross-match dN/dz (Figure 6.19). We then
measure bsml and blin from the autocorrelation of halos in the simulation at four representative
redshifts (z = 0.41, 1.00, 1.27 and 1.78; Figure 6.17). At z = 0.41, bsml is 0.7% (1.7%, 2.5%)
greater than blin for halos representative of the blue (green, red) samples. At z = 1.78, bsml

is 7.2% (15.3%) greater than blin for green (red) halos; and at z = 1.00, bsml is 1.6% greater
than blin for blue halos. We discuss the implications of these discrepancies between bsml,p and
blin,p in Section 6.7; we find that their impact is subdominant to the statistical uncertainty
on dN/dz.

We also compare the fiducial real-space bsml,pdNp/dz to blin,pdNp/dz measured in Fourier
space using Eq. 6.15 on the same angular scales (` = 100 to 1000) as the CMB lensing
cross-correlation.22 We find good agreement for bdN/dz in both configuration and harmonic
space (Figure 6.8), suggesting that discrepancies between bsml,pdNp/dz and blin,pdNp/dz are
minor.

We test the sensitivity of the dN/dz results to the presence of angular systematics in the
spectroscopic data by measuring the weighted cross-correlation, using the combined angular
systematics, fiber collision and redshift failure weights for BOSS galaxies and eBOSS; and
the inverse of the targeting completeness for BOSS quasars. We also create and apply
systematics weights for the unWISE samples, following the methodology of Ross et al. (2017)
for the BOSS and eBOSS samples. We construct nside=128 maps of the unWISE density
(correcting for sub-pixel masking) and of several systematics: stellar density from Gaia (Gaia
Collaboration et al. 2018), 5σ limiting magnitude in W2, and NHI column density from the
HI4PI 21 cm survey (HI4PI Collaboration et al. 2016). We fit piecewise linear functions
to the relationship between density and systematic, using stellar density and W2 limiting
magnitude for the green and blue samples, and stellar density and NHI for the red sample
(other maps are not significantly correlated with galaxy density). We then define the weights
for each systematic as the inverse of the predicted density.

We found < 0.8σ change between the weighted and unweighted cross-correlations among
all bins in redshift, spectroscopic and photometric tracers; this suggests that angular sys-
tematics correlated with unWISE fluctuations do not significantly affect our results.

We also compare the observed cross-correlation in a given redshift bin to the cross-
22At z < 0.3, `max = 1000 corresponds to kmax > 1 h Mpc−1, and the scale-independent bias assumption

begins to break down. As a result, we set `max = min(1000, kmaxχ), where χ is the comoving distance to the
redshift bin center and kmax = 2.5 h Mpc−1.
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Figure 6.8 : Comparison between the fiducial bsml,pdNp/dz measured in configuration space (Equa-
tion 6.18) and blin,pdNp/dz measured in harmonic space using the pipeline described in Section 6.4,
with 100 < ` < 1000.

correlation between Gaia stars and the spectroscopic sample. Since ∼ 2% of all unWISE
samples are stars, star-driven fluctuations in the spectroscopic sample may lead to spu-
rious correlations between unWISE and spectroscopic samples. We find that the LOWZ-
Gaia cross-correlation, times a fiducial stellar contamination fraction of 2%, is < 5% of the
LOWZ-unWISE cross-correlation at z > 0.15, but comparable to the LOWZ-unWISE cross-
correlation at z < 0.15 (for all three colors), although the error bars on the LOWZ-Gaia
cross-correlation are comparable to the measured cross-correlation at these redshifts.

6.6 Galaxy-lensing auto and cross-spectra
In this section we present our measurements. We parameterize the amplitude of the

correlations by a single effective linear bias

beff =

∫
dz blin,p(z)

dNp

dz
(6.26)

where we follow our convention of
∫
dz dN/dz = 1. For our theory model, we use the

cross-correlation redshifts, bsml,pdNp/dz, to approximate beff

beff ≈
∫

dz bsml,p(z)
dNp

dz
(6.27)
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We insert the normalized cross-correlation redshifts, f(z)dNp/dz

f(z)
dNp

dz
≡ bsml,p(z)dNp

dz

beff
(6.28)

into equation 6.3, and allow the amplitude beff to vary to match the data:

Cκg
` = beff

∫
dχ
W κ(χ)

χ2
H(z)

[
f(z)

dNp

dz

]
P (kχ = ` + 1/2)

+

∫
dχ
W κ(χ)W µ(χ)

χ2
P (kχ = ` + 1/2) (6.29)

Cgg
` = (beff)2

∫
dχ

1

χ2
H(z)2

[
f(z)

dNp

dz

]2

P (kχ = ` + 1/2)

+ beff

∫
dχ
W µ(χ)

χ2
H(z)

[
f(z)

dNp

dz

]
P (kχ = ` + 1/2)

+

∫
dχ
W µ(χ)W µ(χ)

χ2
P (kχ = ` + 1/2) (6.30)

For the magnification bias term W µ(χ), we take the cross-matched dN/dz, and the values
of s from Appendix 6.C.

Figure 6.9 shows the auto correlation of our three galaxy samples as well as their cross-
correlation with the CMB lensing convergence, κ. Table 6.4 summarizes the results. We
quote both statistical and dN/dz error bars on beff ; the statistical errors are from the errors
on Cgg

` and Cκg
` using the fiducial dN/dz, whereas the dN/dz error bars are the standard

deviation of beff from fitting Cgg
` and Cκg

` to 100 samples of dN/dz with uncorrelated Gaussian
error added (as described earlier).

Over the range of scales that we model (100 < ` < 1000), we obtain cross-correlation
S/N =

√
χ2

null − χ2
cross of 59.2, 68.5 and 41.4 for the blue, green and red samples, respectively.

The combined cross-correlation S/N for the sample as a whole (taking into account the
covariance between the three galaxy samples) is 79.3.

6.7 Systematics in the cross-correlation and null tests
In this section we explore the impact of stellar contamination, foregrounds in the CMB

maps and the galactic latitude dependence of the signal.

6.7.1 Stellar Contamination

Due to the photometric nature of the catalog, with only two broad-band filters available,
some fraction of the objects in our catalog will be stars or other non-cosmological sources
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WISE
beff

auto

Shot Noise σb from χ2
auto/dof beff

cross

σb from χ2
cross/dofsample (×107) dN/dz dN/dz

Blue 1.74± 0.0052 0.92± 0.012 0.0865 24.3/4 1.56± 0.0276 0.0355 6.11/5
Green 2.44± 0.0083 1.81± 0.012 0.0793 8.69/4 2.23± 0.0352 0.0308 2.93/5
Red 3.47± 0.0383 29.6± 0.09 0.2435 8.21/4 3.29± 0.090 0.1541 4.56/5

Table 6.4 : Results from fitting a constant bias times HaloFit power spectrum (using cross-correlation
dN/dz). Note that the value of χ2 here is for a fixed fiducial dN/dz and for a linear bias model
with HaloFit power spectrum. A high χ2 value indicates the need to marginalize over the redshift
distribution for any cosmological interpretation, and highlights the importance of going beyond
linear bias. In the follow up paper (Krolewski et al. 2020), we fully marginalize over the uncertainty
in dN/dz and a non-linear model for galaxy biasing, obtaining a good fit.

such as nebulae or artifacts in the images. For simplicity, below we shall refer to any non-
cosmological source that is uncorrelated with the true galaxies in our samples as “stars.” On
scales where stars can be considered unclustered, i.e. where their clustering power is negligible
compared to the galaxies, their effect is to lower both the auto and cross correlations in a way
that is completely degenerate with the galaxy bias, and hence can be marginalized over in
a cosmological analysis. To see this, let’s assume that average number density of objects in
our catalog, n̄, is the sum of galaxies, n̄g, and “stars”, n̄s. The observed “galaxy overdensity”
necessarily includes both

gobs =
δng

n̄g + n̄s
+

δns
n̄g + n̄s

(6.31)

We expect the second term to be uncorrelated with CMB lensing, given its non-cosmological
origin. This is an important assumption that can be violated, for example, if galactic dust
emission affects CMB lensing reconstruction, and at the same time modulates the number
density of galaxies observed in WISE. We test this in the next section by applying different
galactic cuts. Assuming the second term is uncorrelated with κ, we can write

〈κ gobs〉 = 〈κ gtrue〉 n̄g
n̄g + n̄s

= 〈κ gtrue〉 1

1 + εs
(6.32)

where we have defined εs = n̄s/n̄g to be the stellar contamination fraction. Similarly, on
scales where stars are approximately unclustered (see below),

〈gobs gobs〉 = 〈gtrue gtrue〉
(

1

1 + εs

)2

(6.33)

From the argument above, we can see that the effect of stellar contamination is to
lower the auto and cross correlations in a scale-independent way. Since 〈κ gtrue〉 ∝ bg
and 〈gtrue gtrue〉 ∝ b2

g, we conclude that unclustered stellar contamination is completely de-
generate with a scale-independent galaxy bias and that our analysis actually measures the
“effective bias”

beff = btrue 1

1 + εs
(6.34)



6.7. SYSTEMATICS IN THE CROSS-CORRELATION AND NULL TESTS 161

0.00

0.05

0.10

0.15
10

5
×

C
gg `

11 22

0.30

0.40

0.50
33

200 500 800
`

1

2

3

4

5

10
5
×
`C

κ
g

`

1κ

200 500 800
`

2κ

200 500 800
`

3κ

Figure 6.9 : Auto correlation (top) and cross correlation between the unWISE catalog and Planck
CMB lensing (bottom); numbers label the samples (1: blue, 2: green, 3: red). The best-fit theory
curve assuming a constant bias times HaloFit is shown as a solid red line and the uncertainty in the
model from the uncertainty in dN/dz is given by the gray lines. We fit angular scales to the right
of the dashed line. Magnification bias is a few times larger than the errorbars in the auto-spectra,
and ∼ 50% of the errorbars in the CMB cross-spectra.

so that marginalization over galaxy bias will automatically also marginalize over the (in
general unknown) amount of stellar contamination. We further note that the ratio

(Cκg
` )2

Cgg
`

∼ (beff
g )2σ4

8

(beff
g )2σ2

8

∼ σ2
8 (6.35)

is proportional to σ2
8 in linear theory, and is therefore independent of beff on linear scales.

The power spectrum of galactic contaminants such as stars is typically very large on large
scales, falling off steeply with increasing ` (faster than the typical galaxy power spectrum).
For example, we have checked that if the stellar contamination in unWISE traces a Gaia
stellar map23 with stellar contamination fraction ∼ 1% (as expected from the cross-match to
COSMOS), the stellar power in the lowest-` bin used in the analysis is < 0.5% of the galaxy
clustering power on the same scale, ensuring that the argument above holds.

23We also find a similar power spectrum for Gaia stars that meet our blue or green WISE color selection.
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6.7.2 Foreground contamination to CMB lensing cross-correlations

The Minimum Variance (MV) reconstruction we use in the fiducial analysis is domi-
nated by CMB temperature (rather than polarization), and is therefore subject to possible
contamination by both galactic and extragalactic foregrounds. When these foregrounds are
correlated with the galaxy sample of interest, they can lead to biases in the cross-correlation
(Schaan & Ferraro 2019, Madhavacheril & Hill 2018, Ferraro & Hill 2018, van Engelen et al.
2014, Osborne et al. 2014).

Regarding galactic foregrounds, we expect the largest contaminant to be galactic dust,
seen in emission in the CMB maps, and causing reddening and/or extinction on most galaxy
catalogs. Imperfect foreground separation can impact the CMB lensing maps. While we ex-
pect the IR-selected unWISE sources not to be directly affected by galactic dust, nonetheless
their local density can be dependent on (for example) stellar density, which is itself corre-
lated with galactic dust. The Planck team Planck Collaboration et al. (2018f) performed a
large number of null tests regarding the reconstructed map, and find general stability of the
baseline reconstruction on the SMICA component separated temperature map. Importantly,
the reconstruction is stable with respect to choice of galactic mask, with variations consistent
with those expected from the change in area. Most of the null test tensions come from the
reconstruction on the 217 GHz frequency map, which may contain non-negligible galactic
contamination. We caution that the tSZ-free map has larger weight given to the 217 GHz
channel and may therefore have a larger dust contamination.

Regarding extragalactic foregrounds, the effect on the lensing auto-power spectrum has
been thoroughly investigated in Section 4.5 of Planck Collaboration et al. (2018f). The
Planck team has found that at lensing ` < 1000, both tSZ and CIB biases are expected
to be a small fraction of 1%, significantly below the statistical errors. The effect of kSZ
biases for the Planck SMICA map has been calculated in Ferraro & Hill (2018) and shown
to be negligible. Calculating the bias to the cross-correlation with galaxies is more difficult,
since it depends on the particular sample, its redshift distribution, HOD and IR luminosity
function. Using realistic correlated CMB and large-scale structure simulations, Schaan &
Ferraro (2019), Ferraro & Hill (2018) have found that for a galaxy sample with median
redshift ≈ 0.8 and b(z) ≈ 1 + 0.84z, the size of the biases in auto and cross-correlations are
very comparable. This sample is rather similar in redshift distribution and bias (and hence
mass) to the WISE blue and green samples, and therefore we expect that the biases in cross
be the same order of magnitude of the ones in the CMB lensing auto-spectrum, and hence
safely sub-percent. While this argument only provides a rough estimate, it appears very
likely that any extragalactic source of bias will be well below the statistical significance of
our cross-correlations.

As a further test, we repeat the cross-correlation with the Planck 2018 lensing recon-
structed from tSZ-deprojected temperature maps, shown in Table 6.5. Apart from removing
the possible tSZ contamination, the CIB contribution will be significantly different due to
the different weighting of the single-frequency channels. While the absence of tSZ bias could
in principle be partly compensated by a larger CIB-induced bias, the consistency between
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the fiducial and tSZ-free cross-correlations provides further confidence that foreground con-
tamination is subdominant to our other sources of uncertainty.

WISE
beff

cross χ2
cross/dof beff

cross,tSZ−free χ2
cross,tSZ−free/dofsample

Blue 1.56± 0.0276 6.11/5 1.54± 0.0305 9.34/5
Green 2.23± 0.0352 2.93/5 2.19± 0.0389 3.87/5

Red 16.2 3.29± 0.090 4.56/5 3.25± 0.102 6.03/5

Table 6.5 : Comparison between fiducial beff
cross (reproducing Table 6.4) and beff

cross for the tSZ free
sample.

6.7.3 Galactic mask dependence of the sample properties

If the redshift distribution varies across the sky, the clustering dN/dz measured in the
SDSS region could be unrepresentative of the true dN/dz across the entire WISE mask. We
test this possibility by restricting the Cgg

` and Cκg
` measurement to the SDSS footprint used

to measure dN/dz and repeating our measurements. We find good agreement between the
biases measured in the SDSS region and the biases measured across the full sky (Table 6.6).
We also find that the galaxy-galaxy cross-spectra (i.e. Fig. 6.22) are quite similar in the
SDSS region as in the full unWISE footprint, changing by < 10%.

WISE
beff

auto 107× Shot Noise χ2
auto/dof beff

cross χ2
cross/dofsample

Blue 1.76± 0.0117 0.87± 0.027 10.3/4 1.55± 0.0632 12.7/5
Green 2.42± 0.0188 1.78± 0.027 10.1/4 2.19± 0.0797 11.8/5

Red 16.2 3.60± 0.0845 28.9± 0.21 7.27/4 3.27± 0.206 5.73/5

Table 6.6 : Results from fitting a constant bias times HaloFit power spectrum (using cross-correlation
dN/dz), restricting measurements to the CMASS area.

We further test the impact of restricting our sample to higher Galactic latitudes by
sequentially applying the Planck 60%, 40% and 20% Galactic masks (retaining the “cleanest”
60, 40 and 20% of the extragalactic sky)24 in addition to the standard WISE masks described
in Section 6.2.4. We find no significant change in Cκg

` as the Galactic masking is changed. In
contrast, we find changes of several percent with differing Galactic masks in the ` < 100 bin;
consequently, we only fit the bias to ` > 100. At ` > 100, we find a mild scale-independent
trend in the amplitude of Cgg

` with Galactic latitude, which may be caused by changes
in the galaxy population due to changing selection function at higher Galactic latitudes
(modifying both the bias and dN/dz). This should not affect our cosmological constraints

24Available at https://irsa.ipac.caltech.edu/data/Planck/release_2/ancillary-data/masks/
HFI_Mask_GalPlane-apo0_2048_R2.00.fits

https://irsa.ipac.caltech.edu/data/Planck/release_2/ancillary-data/masks/HFI_Mask_GalPlane-apo0_2048_R2.00.fits
https://irsa.ipac.caltech.edu/data/Planck/release_2/ancillary-data/masks/HFI_Mask_GalPlane-apo0_2048_R2.00.fits
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Figure 6.10 : Change in clustering when masking is changed from the default Planck and WISE
masks to the Planck 20%, 40% and 60% Galactic masks. Top row shows galaxy auto-spectra,
middle row shows galaxy-galaxy cross-spectra, and bottom row gives galaxy-CMB cross spectra.
Gray regions indicate scales excluded (` < 100) because the power depends too strongly on the
Galactic mask.
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Figure 6.11 : Change in clustering when masking is changed from the default Planck and WISE
masks to cover more of the ecliptic. We sequentially exclude the sky at ecliptic latitude β < 30◦,
40◦, 60◦, and 80◦ (i.e. black points include the smallest fraction of the sky, near the Ecliptic poles).
Since the WISE depth of coverage is highest at the ecliptic poles, the black points are the deepest
and the red points are the shallowest. Top row shows galaxy auto-spectra, middle row shows galaxy-
galaxy cross-spectra, and bottom row gives galaxy-CMB cross spectra. Gray regions indicate scales
excluded (` < 100) because the power depends too strongly on the Galactic mask.
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as long as the area over which we measure dN/dz and the auto and cross correlations are
the same. In practice, we prefer not to restrict the dN/dz measurement to the footprint of
the spectroscopic samples (fsky = 0.15) and find that measuring beff over the spectroscopic
footprint leads to variations < 1σ, suggesting dN/dz varying on the sky is not a major
systematic.

Changes in the galaxy-galaxy cross-spectra with Galactic latitude suggest that dN/dz
does vary on the sky in addition to the bias. If only the bias were changing as we changed
the Galactic masks, the increase in the cross-spectrum would go as the geometric mean of
the increase in the individual galaxy auto-spectra, but the red-blue and red-green cross-
correlations increase by ∼ 5 − 10% more than the geometric mean, implying a varying
dN/dz25 or more complex bias.

We perform a similar test for masking the ecliptic plane below β = 30◦, 45◦, 60◦ and 80◦

(Figure 6.11). Similarly, we find only mildly scale-dependent trends, with deviations of ∼5%
in the auto-spectrum at ` > 100.

We also find that doubling the WISE stellar masking radius changes beff by less than 1
σ. Similarly, applying the more conservative masks of Kitanidis et al. (2019) (both the QSO
and ELG masks, equation 20, which mask around considerably fainter stars than our mask)
changes beff by less than 0.5 σ.

6.7.4 Systematic uncertainties in the redshift distribution

Due to the 6′′ WISE PSF, blending is a source of systematic error in the cross-match
redshifts, as it could lead to spurious matches with COSMOS. Many of our sources are
blended, and it is possible that the low-redshift tails in the red and green samples result from
source blending rather than from the presence of low-redshift sources. However, because we
only use the cross-match redshifts in the magnification bias term, we expect blending to have
a negligible impact on beff

auto and beff
cross. If we replace all unWISE magnitudes in the cross-

match with Spitzer 3.6 and 4.5 µm magnitudes (reducing the possibility of source confusion
due to the 2” resolution of Spitzer) and replace the cross-match dN/dz with the Spitzer
dN/dz, we find shifts of < 0.5σ in the fitted biases.

Systematic errors in the COSMOS dN/dz may also impact our results, and are an im-
portant systematic in cosmic shear (Wright et al. 2019, Hildebrandt et al. 2020). Again,
because we only use the COSMOS dN/dz in the magnification term, the impact of this
systematic shift on our results is limited. Because our redshift bins are broad, the impact
of scatter in the photometric redshifts should be minimal, as the scatter is ∆z < 0.1 for
the three samples, compared to the ∆z ∼ 0.5 redshift bins. Catastrophic errors may have
a more significant impact; from Figures 11 and 12 in Laigle et al. (2016), we conservatively
estimate 10% catastrophic errors for the higher-redshift i . 24 red and green samples, and
1% catastrophic errors for the i . 22 blue samples. The maximum impact of these errors

25Using fainter red samples (e.g. with a faint cut at W2 = 16.5 or 16.7) leads to even larger variation in
red cross blue compared to red and blue separately, suggesting that dN/dz variations are more severe for
the fainter red samples.
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would be to create a population of galaxies with ∆z ∼ 1 redshift errors. We therefore create
two dN/dz for the green and red samples where 10% of the galaxies are scattered uniformly
into a 0 < z < 1 tail or a 2 < z < 3 tail. We find that using these dN/dz instead of the
fiducial dN/dz makes . 0.5σ difference in our results.

We study the impact of a discrepancy between bsml,p and blin,p using bsml and blin from
the autocorrelation of WISE-like samples in an N -body simulation (Appendix 6.B). We
parameterize bsml/blin = 1 +Az2 (smooth curves in Figure 6.18), allowing A to vary between
zero and twice its fiducial value, Afid. We pick 1 + Az2 because it has roughly the right
functional form. Since the HODs are approximate anyway, quantitative agreement with the
N -body results is not required. Indeed, the 1+Az2 fitting function is somewhat conservative,
as it predicts a slightly larger increase in bsml/blin than indicated by the N -body simulations
(compare the N -body simulations to the fitting function at z ∼ 0.4). We show the impact
of using both the fiducial value, Afid = 0.025, 0.025, 0.05 for blue, green and red, and the
maximal value, Amax = 0.1, 0.15, 0.2 for blue, green and red, for the most extreme bias
evolution allowed by the data.

We summarize the impact of different systematics on beff
auto and beff

cross for the green sample
in Figure 6.12. The analogous plots for the blue and red samples look similar; in fact, green
is the only sample to have > 1σ discrepancies from the fiducial value (measured using the
quadrature sum of the dN/dz error and the statistical error), with a 1.3σ discrepancy when
using Amax to correct for nonlinear bias evolution and a 1.3σ discrepancy when the cross-
match dN/dz uses rp,min = 4 h−1 Mpc (where rp,min indicates the minimum separation bin
used in the clustering redshifts, fiducially 2.5 h−1 Mpc). For the rp,min = 4 h−1 Mpc dN/dz,
we use the error for the rp,min = 4 h−1 Mpc dN/dz for σ rather than the quadrature sum
of this error and the error from the fiducial rp,min = 2.5 h−1 Mpc dN/dz, because the two
dN/dz errors are highly correlated.

6.8 Conclusions and lessons learned
We have presented a tomographic measurement of the cross-correlation of the unWISE

galaxies and CMB lensing. We report a combined detection significance of 55.1, which is the
highest-significance detection of lensing by large-scale structure to date.

One of the greatest challenges was the characterization of the redshift distribution for
the three samples. Since for most galaxies only the W1 and W2 magnitudes were available,
we did not attempt to assign individual photometric redshifts, but just split the full catalog
into three samples with different mean redshifts, but with non-negligible overlap between
them. We use two techniques to measure the redshift distribution.

First, we cross-match our objects with the COSMOS catalog, obtaining a direct mea-
surement of the redshift distribution dN/dz. A direct cross-match is insensitive to modeling
assumptions and measures dN/dz, required to calculate the magnification bias contribution.
If used to predict clustering, assumptions on the redshift evolution of the bias evolution are
necessary. One disadvantage is the high completeness required of the survey, which limits the
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Figure 6.12 : Impact of systematic errors on beff for the green sample. Black errorbars give the
statistical uncertainty, red dashed errorbars give the systematic uncertainty from errors in dN/dz
(only plotted for the fiducial values), and the blue band displays their quadrature sum. We also
plot the uncertainty from dN/dz error for the rp,min = 4 h−1 Mpc dN/dz, to emphasize that this
point is only 1.3σ discrepant if we define σ using the dN/dz errors. Top row gives fiducial value
matching Table 6.4. The next two rows show beff for the split-sky sample, giving an estimate
of uncertainty due to uncertain dN/dz. The next four rows are concerned with nonlinear bias
evolution; either by increasing/decreasing rp,min to be more/less robust against nonlinear bias; or
using the parameterized function from Appendix 6.B, bsml,p/blin,p = (1 + Az2) with Afid (Amax) =
0.025 (0.1), 0.025, (0.15), 0.05 (0.2) for blue, green and red. The next row shows the impact of
changing the CMASS and LOWZ spectroscopic bias evolution used in the clustering redshifts from
the measured values of Table 6.7 to values from Fig. 12 of Chiang & Ménard (2019). The next
rows show the impact of using weights in the cross-correlation redshifts, restricting to the CMASS
footprint (Table 6.6), reducing magnification bias response s by 10%, changing scale cuts for the
auto- and CMB-cross power spectra, using the tSZ-free lensing map, using stricter stellar masking
from Kitanidis et al. (2019), and the impact of COSMOS photo-z catastrophic errors adding a
spurious low-z tail to dN/dz.
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area available. Another disadvantage is source blending, which could lead to spurious cross-
matches and thus modify dN/dz. The small overlap area (2 square degrees) not only limits
the measurement statistically, but given the inhomogeneous depth of the WISE survey and
possible spatial dependence of the selection function, the results may not be representative
of the full WISE footprint. While we take steps to ensure that our catalogs are magnitude
limited over the whole footprint by applying appropriate magnitude cuts, residual effects
such as blending and background subtraction can potentially lead to inhomogeneity in the
selection function. The mild trends in bias with respect to Galactic mask observed in Figure
6.10 may be an indication of this.

Second, we cross-correlate the unWISE samples with a number of overlapping spectro-
scopic samples, thus determining the product of the bias and redshift distribution. This can
be advantageous when calculating the clustering signal, since it is this product that enters
the auto-correlation and the cross-correlation with CMB lensing. Another advantage is the
typically large overlap area (important for when the selection function is inhomogeneous),
and the fact that there are no completeness requirements on the spectroscopic sample. How-
ever, assumptions on the redshift evolution of the bias are necessary when calculating the
magnification bias contribution, and the impact of magnification needs to be taken into
account in the spectroscopic-photometric cross-correlation. Moreover, this measurement is
subject to the usual modeling challenges such as non-linearities in clustering and bias.

As discussed in Appendix 6.B, the two measurements of dN/dz are consistent with each
other when assuming a simple model for bias evolution. Further, the consistency of the
unWISE bias measured on the CMASS overlap region (Table 6.6) compared to the whole
unWISE footprint (Table 6.4) indicates that the cross-correlation redshifts should be unaf-
fected by spatial variations in the selection function. In the fiducial analysis, we use the
cross-correlation result to predict the clustering and the cross-matched distribution to pre-
dict magnification bias and therefore we don’t need to assume a redshift evolution of the
bias.

Once the redshift distribution is known (or the uncertainties appropriately marginalized
over), theoretical modeling of the signal on intermediate to small scales is the next challenge.
Non-linear corrections to both clustering and bias become important at ` of few hundred,
where the statistical S/N is still large in each bandpower. This implies that even if dN/dz
were known perfectly, our ability to extract cosmological information could still be limited
by our theoretical models. We defer consideration of modeling the signal to future work
(Krolewski et al. 2020).

In conclusion, we believe that the cross-correlations presented here are an extremely
sensitive probe of late-time cosmology. A spectroscopic followup of a subsample of the
sources as well as improved modeling of intermediate and small scales can lead to sub-
percent measurement, with important possible applications for tests of gravity, measurement
of neutrino masses and the properties of Dark Energy.
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6.A Optical properties of unWISE samples and prospects
for spectroscopic followup

In this section, we describe the optical properties of the unWISE galaxies from archival
photometric and spectroscopic data. We also discuss the prospects and requirements for
spectroscopic followup of the unWISE samples to better determine dN/dz.

While the full unWISE sample only has infrared fluxes, by cross-matching to COSMOS
we can determine the optical colors and properties of unWISE. In Figure 6.13, we show the
distribution of Subaru i+ for the unWISE galaxies, and the relationship between i+ and the
WISE bands. For the blue sample a 90% completeness is achieved at i+ ' 22 while for the
green and red samples 90% completeness occurs at i+ ' 24.

We also show the stellar mass and star formation rates of unWISE galaxies from COS-
MOS broad-band photometry. All three unWISE samples have similar stellar masses (with
log10(M/M�) = 10.80, 10.78, and 10.87 for the blue, green and red samples) but the star-
formation rates of the green and red samples (log10 SFR/M�yr−1 = 1.03, 1.61) are signifi-
cantly higher than the star-formation rate of the blue sample (log10 SFR/M�yr−1 = 0.12).

Some of the galaxies in the unWISE samples have been observed in the VVDS survey (Le
Fèvre et al. 2013) using VIMOS on VLT, allowing us to both better characterize the galaxy
samples and understand the feasibility of spectroscopic followup. The VVDS-Deep survey
has a simple selection function, uniformly targeting galaxies at 17.5 < I < 24. Not every
17.5 < I < 24 galaxy is targeted; to determine the completeness of the unWISE galaxies
in VVDS, we must divide the number of matches by the VVDS targeting selection rate
(typically 20-30%) and then compare to the number of unWISE galaxies lying within the
VVDS spectroscopic mask.26 We find 444, 261 and 13 VVDS matches to the blue, green
and red samples (418, 191 and 10 with high confidence redshifts, ZFLAGS >= 2), implying

26As with the COSMOS matches, we additionally remove VVDS galaxies with Spitzer-SWIRE (Lonsdale
et al. 2003) 4.5 µm magnitude > 19.2 (18.7 for red sample), although relatively few VVDS galaxies have
SWIRE matches so this cut makes little difference.
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Figure 6.13 : Top left: Distribution of Subaru i+ magnitudes (“mag_auto,” measured in flexible
elliptical apertures, as in Kron (1980)) from unWISE matched to COSMOS. Top center and right:
Subaru i+ versus WISE W1 and W2 magnitudes for the combined red, green and blue samples in
COSMOS. We show 20%, 40%, 60% and 80% iso-contours of the cumulative distribution function
(Gaussian smoothed with σ = 1 mag) of galaxies in i+ and W1/W2. Bottom: Distribution of stellar
mass and star formation rate for each of the three samples, from COSMOS broad-band photometry.



6.A. OPTICAL PROPERTIES OF UNWISE SAMPLES AND PROSPECTS FOR
SPECTROSCOPIC FOLLOWUP 172

0.0 0.5 1.0 1.5 2.0
z

0.0

0.5

1.0

1.5

dN
/d

z

Blue

0.0 1.0 2.0 3.0
z

Green

COSMOS
VVDS

Figure 6.14 : Comparison of dN/dz for COSMOS photometric (blue) and VVDS spectroscopic
(red) matches for the blue and green samples (including spectra from VVDS-Deep and VVDS-
UltraDeep). The red sample has too few VVDS matches to compare the two dN/dz. While VVDS
is largely complete for the blue sample, incompleteness at the faint, high redshift end of the green
sample may bias dN/dz relative to COSMOS.

101.3%,27 89.6% and 70.0% of the blue, green and red samples yield a VVDS spectrum. This
agrees well with the fraction of galaxies with I < 24, which is 99.6% (91.8%, 84.5%) for the
three samples, implying that within the range of galaxies that could have been targeted,
97.8%, 69.0% and 59.4% of blue, green and red galaxies received a high-confidence VVDS
redshift. VVDS-Deep exposure times are 4.5 hr on a R ∼ 230 spectrograph, suggesting that
spectroscopic followup of the unWISE samples is feasible on 8-10 m class telescopes (and
perhaps smaller telescopes for the brighter blue sample).

We also incorporate galaxies from the VVDS UltraDeep survey, which includes 12, 19,
and 1 galaxies from the blue, green and red samples (10, 11, and 1 with ZFLAGS >= 2).
The redshift distribution of blue galaxies with redshifts from VVDS is quite similar to the
COSMOS dN/dz (Figure 6.14); for the green sample, the VVDS dN/dz is suppressed relative
to COSMOS at z > 1.6, possibly because of increased redshift failures at high redshifts where
the [OII] line redshifts beyond the red end of the spectrograph.

We display three spectra from each sample in Figure 6.15, representing each sample at
low, medium and high redshift. Blending presents a similar challenge for the VVDS cross-
match as for COSMOS, so we only display galaxies that are well-isolated in optical imaging.

27Completeness higher than 100% likely indicates that the targeting selection rate is somewhat
underestimated.
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Due to the paucity of red spectra, the red sources at z = 0.477 and z = 2.27 are blends,
although in both cases only one of the two potential optical matches has a VVDS spectrum.

In Figure 6.16, we plot the distribution of redshift and rest frame [OII] 3727 Å EW for
the green and blue samples from VVDS spectra, as well as Dn(4000) versus [OII] 3727 Å
EW, to separate star-forming from quiescent galaxies as in Franzetti et al. (2007). We find
median rest frame [OII] 3727 Å EW of 6.4 (11.8) Å in emission for the blue (green) sample,
and from the star-forming versus quiescent cut from Franzetti et al. (2007), 29.0% (60.3%)
of blue (green) galaxies are star-forming.

A direct measurement of dN/dz with smaller errors than the COSMOS cross-match
dN/dz would allow for improved modeling of the unWISE samples and better control of
systematic errors. Even with improved cross-match dN/dz, we would still require the
photometric-spectroscopic cross-correlations to determine blin(z), but we could greatly im-
prove the simple HOD modeling in Appendix 6.B and Fig. 6.19, allowing for better un-
derstanding of blin(z) and potentially better control of systematics such as nonlinear bias
evolution. With observations in several fields, we could also better understand the variation
in dN/dz on the sky. Finally, we could better understand the impact of blending in our
sample by re-targeting both (or all) galaxies blended together by the 6′′ WISE PSF.

If the errors on dN/dz were much smaller than the errors on the photometric-spectroscopic
clustering measurement, we could neglect dN/dz errors and better model the unWISE galaxy
population. This is not the case in Fig. 6.19; at z < 0.2 and z ∼ 0.5 in the blue sample, the
error from uncertain dN/dz (gray band) is larger than the statistical error on the clustering
(blue errorbars). However, this is driven by the HSC-derived cosmic variance correction,
which is a factor of 3.8 for the blue sample (Section 6.5.1). If instead of measuring dN/dz
on a single field, we measured dN/dz in multiple fields spread across the sky, the errors
would be dominated by Poisson rather than cosmic variance, and no such correction would
be necessary. Indeed, if we divide out this correction in the dN/dz errors in Figure 6.19, we
find that dN/dz errors are at most 80% of the statistical errors for blue and green (peaking
at z ∼ 0.3− 0.5); for red, the dN/dz errors are larger at low redshift, 150% of the statistical
errors at z ∼ 0.5. Scaling from the number of galaxies with secure COSMOS redshifts (5557,
3024, and 164 for blue, green and red), we estimate that achieving dN/dz errors that are at
most 50% of the statistical errors will require 14000, 7500, and 1500 spectra for the blue,
green and red samples. However, a smaller effort focused solely at low redshift could be just
as effective for the red sample, since the low redshift tail is much more uncertain than the
higher redshift dN/dz.

By measuring dN/dz across multiple fields, a spectroscopic followup program could con-
strain variations in dN/dz on the sky. Using the standard deviation of the COSMOS cross-
match dN/dz, we estimate that we could measure a 5% shift in the mean dN/dz at 3σ with
1000 spectra per field for both the blue and green samples. For the red sample, with 400
spectra per field we could measure a 10% shift at 3σ.
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Figure 6.15 : VVDS spectra from each of the three unWISE samples, with spectra in black and
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(Å
)

Blue

�60 �40 �20 0

EW [OII] (Å)
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LOWZ CMASS eBOSS Q BOSS Q
zmin zmax bsml,s σb bsml,s σb zmin zmax bsml,s σb bsml,s σb
0.00 0.05 1.34 0.0381 0.00 0.20
0.05 0.10 1.37 0.0077 0.20 0.40
0.10 0.15 1.52 0.0037 1.36 0.2698 0.40 0.60
0.15 0.20 1.73 0.0045 2.82 0.2615 0.60 0.80
0.20 0.25 1.89 0.0039 1.54 0.0796 0.80 1.00 1.72 0.2803
0.25 0.30 2.01 0.0018 2.11 0.1489 1.00 1.20 2.03 0.0851
0.30 0.35 2.01 0.0021 1.99 0.1054 1.20 1.40 2.05 0.0759
0.35 0.40 2.06 0.0019 2.24 0.1674 1.40 1.60 2.35 0.0683
0.40 0.45 2.25 0.0017 2.05 0.0020 1.60 1.80 2.32 0.0992
0.45 0.50 2.46 0.0079 2.08 0.0006 1.80 2.00 2.89 0.1004
0.50 0.55 2.06 0.0008 2.00 2.20 2.87 0.1548
0.55 0.60 2.17 0.0007 2.20 2.40 4.33 0.0808
0.60 0.65 2.22 0.0010 2.40 2.60 3.72 0.1394
0.65 0.70 2.39 0.0022 2.60 2.80 4.27 0.3772
0.70 0.75 2.52 0.0090 2.80 3.00 4.30 1.2109
0.75 0.80 2.73 0.0872 3.00 3.20 4.30 1.1164

3.20 3.40 5.33 1.9984

Table 6.7 : Bias of the spectroscopic samples and the 1-σ error bar, as defined in Equation 6.23.

6.B Simple HOD model for unWISE samples
When computing dN/dz using cross-correlations we assumed a scale-independent bias,

and we found that in order for the cross-match and cross-correlation dN/dz to match, the
biases needed to evolve relatively rapidly with redshift. In this Appendix we check whether
this assumption and its implications are consistent with expectations from simple models of
the manner in which galaxies populate dark matter halos.

A scale-independent bias is likely to be true on large, linear scales, but the extent to
which this approximation is valid on the scales used in the dN/dz analysis is unclear. If the
bias is scale-dependent, the redshift evolution of bsml,p may not match the redshift evolution
of blin,p (relevant for Cκg

` and Cgg
` ), potentially introducing a systematic bias. To investigate

this issue we model the unWISE galaxies using a simple HOD applied to dark matter halos in
N -body simulations, allowing us to study the scale and redshift dependence of the unWISE
galaxy bias. Since our goal is modest, we simply use a 1-parameter family28 of HODs based

28There is some evidence that HOD parameters scale approximately universally with number density,
e.g. Brown et al. (2008). A similar assumption is at the root of the ‘SHAM’ approximation (Conroy et al.
2006).
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on Zheng et al. (2005) with

〈Ncen〉 =
1

2

[
1 + erf

(
log10M − log10Mcut√

2σlog10M

)]
; σlog10M = 0.25 (6.36)

and

〈Nsat〉 =

[
M − 0.1Mcut

15Mcut

]0.8

. (6.37)

The values of σlog10M , and the power-law index and denominator in 〈Nsat〉 are typical of
magnitude-selected galaxy samples and our final results are not very sensitive to them.
The number density and large- and small-scale biases bHOD(z) can then be computed as a
function of log10Mcut. We compute the comoving number density of unWISE galaxies from
the COSMOS cross-match dN/dz (Section 6.5.1) and choose the cutoff mass Mc to match
the abundance of each sample at all redshifts. The results are given in Table 6.8.

Blue Green Red
z

log10(Mcut)
Abundance

log10(Mcut)
Abundance

log10(Mcut)
Abundance

(h3 Mpc−3) (h3 Mpc−3) (h3 Mpc−3)
0.41 12.25 3.44× 10−3 13.00 5.57× 10−4 13.50 1.39× 10−4

1.00 12.50 1.43× 10−3 12.75 7.19× 10−4 13.50 6.55× 10−5

1.27 13.25 1.11× 10−4 12.75 5.71× 10−4 13.50 4.26× 10−5

1.78 13.00 5.57× 10−4 13.50 1.39× 10−4

Table 6.8 : Halos populated with the HOD of Eq. 6.36 and Eq. 6.37, at four output times. All HODs
use σlog10M = 0.25 decades, and log10Mcut is then selected to roughly match the abundance of each
unWISE sample at the specified redshift.

To reduce scatter, we averaged the results from halo catalogs generated from 4 sim-
ulations, each with 12803 particles in a 640h−1Mpc box, assuming ΛCDM with Planck
2014 cosmological parameters (Planck Collaboration et al. 2014b). The simulations use the
TreePM code of White et al. (2002), are described in section 2.1 of Stark et al. (2015), and
are validated in Heitmann et al. (2008). We consider friends-of-friends halos with linking
length 0.168 of the mean interparticle spacing at four representative redshifts z = 0.41, 1.00,
1.27 and 1.78. At each redshift we adjusted log10Mcut as in Table 6.8 and measured the real-
space correlation function by direct pair counting of the halos, hence obtaining the projected
correlation function, wp(R). We define the real-space bias as a function of scale

b(R) =
√
wp(R)/wp,HF(R) (6.38)

define bsml with the same R−1 weighting as in Eq. 6.16:

bsml =

∫ rmax

rmin

dRR−1 b(R)

/∫ rmax

rmin

dRR−1 (6.39)
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Figure 6.17 : Cross-correlations between spectroscopic tracers and the unWISE galaxy samples,
compared to a scale-independent bias times nonlinear correlation function fit to the points with
2.5 < rp < 10 h−1 Mpc (shaded region). Deviations from scale-independent bias are seen at
rp < 2.5h−1Mpc, justifying our decision to use 2.5 < rp < 10h−1Mpc for the cross-correlation
redshifts. Lower right : autocorrelation of galaxies populating halos in an N -body simulation ac-
cording to Eq. 6.36 and 6.37 with σlog10M = 0.25 decades. Redshifts and number densities are
chosen to be roughly representative of the three unWISE samples. Since the lower right panel is
an autocorrelation (∝ b2unWISE) while the other panels are cross-correlations (∝ bunWISE), it has a
much stronger scale-dependent bias at z ∼ 1.5 (since the unWISE galaxies have larger and thus
more scale-dependent bias than the quasars).
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Figure 6.18 : Ratio between bsml and blin for HODs matched to the three unWISE samples at
four representative redshifts in the N -body simulation. Dashed lines give interpolating functions
bsml/blin = 1 + Az2 with separate values of A for red and blue/green; shaded regions represent
uncertainty on A, accounting for uncertainty in the halo occupation of the unWISE galaxies.

and define blin ≡ b(r = 40h−1Mpc).
We find only mild departures from scale-independent bias at 2.5 < rp < 10 h−1 Mpc, but

more significant deviations at smaller scales, in qualitative agreement with the spectroscopic
cross-correlations (Figure 6.17). From the HOD-populated N -body autocorrelations, we
find bsml/blin = 1.153 for red at z = 1.78, the most massive and highest-redshift sample
(Figure 6.18). To interpolate between the four measured points, we use a function of the
form bsml/blin = 1 +Az2, with A = 0.05 for red and A = 0.025 for green and blue. The HOD
has a milder bias evolution than the data for the green and red samples (Figure 6.19). If we
match the z = 1.9 clustering with a free number density, we find somewhat larger bsml/blin at
z = 1.9, corresponding to A ∼ 0.15 and 0.2 for green and red, respectively. When estimating
the impact of this systematic in Section 6.7 and Figure 6.12, we therefore test both the
fiducial value of A, Afid = 0.025, 0.025, 0.1 for blue, green and red; and the maximal value
of A, Amax = 0.1, 0.15, 0.2 for blue, green and red.

To assess the compatiblity of the cross-correlation and cross-match dN/dz, we compare
the bias evolution of galaxies in the HOD, bHOD(z), to the observed bias evolution of the
unWISE galaxies, bsml,p(z), in Figure 6.19. Using Equation 6.18, the COSMOS dN/dz, and
s from Appendix 6.C, we fit bsml,p(z) to w(θ) between 2.5 and 10h−1Mpc. Consistency
between the cross-match dN/dz and photometric-spectroscopic clustering (from which the
cross-correlation dN/dz is derived) requires a steeply evolving galaxy bias (colored lines
in Figure 6.19). In fact, the simple abundance-matched HOD yields a galaxy bias that is
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Figure 6.19 : Bias, derived from w(θ) at 2.5 < r < 10h−1Mpc using Equation 6.18 and the COSMOS
cross-match redshift distribution. Colored lines give the measured bias; black lines give the bias
evolution for an HOD abundance-matched to the density of the WISE samples, with different line
styles corresponding to different bias-number density prescriptions from the literature. Errorbars
on the colored lines are from measurement errors on w(θ); the gray bands give the additional
uncertainty from uncertain dN/dz, quantified by the 16th-84th percentile range from 100 samples
of dN/dz. All fits to clustering include magnification bias using the fiducial values in Table 6.1 and
Fig. 6.21.

nearly as steep (Figure 6.19). We compare bsml,p(z) to bHOD(z) using the HOD above and one
of three different mass function/mass-bias relationships (Tinker et al., (Tinker et al. 2008,
2010), Sheth, Mo and Tormen (Sheth & Tormen 1999, Sheth et al. 2001), and Comparat et
al. (Comparat et al. 2017)). We consider both statistical errors on bsml,p from errors on the
cross-correlation (errorbars in Figure 6.19), and errors on bsml,p from the uncertain dN/dz
(gray band, giving 16th-84th percentile range from 100 draws from dN/dz). While the
uncertainty in dN/dz will also affect the bias evolution of the abundance-matched halos by
changing their comoving number density, this effect is smaller than the impact of uncertain
dN/dz on bsml,p(z) because the bias is a shallow function of halo mass and thus number
density.

For the blue sample, and for the red and green samples at z > 1, the measured bias
evolution roughly agrees with the HOD prediction within the uncertainty from dN/dz. At
z < 1, the bias of the red and green samples is significantly lower than the expectation from
the HOD. However, both the red and green samples are bimodal, and it is possible that their
low-redshift tails are not well-described by the HOD above. For instance, the low-redshift
tails could consist of star-forming galaxies occupying halos with a duty cycle well below
unity, such that at fixed abundance, the cutoff halo mass is much lower than the HOD above
would predict, thus lowering the bias.

The rough agreement between bsml,p(z) and bHOD(z) for the abundance-matched halos
shows that the combination of cross-correlation and cross-match redshifts yields a reasonable
bias evolution. This result justifies our use of both the cross-correlation and cross-match
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Figure 6.20 : Dependence of s for the unWISE samples on ecliptic latitude. Each point shows
s(λmin) measured using galaxies with ecliptic |λ| > λmin. The starred point gives the fiducial value
of s, using λmin = 60◦.

redshifts in modelling Cκg
` and Cgg

` , as it suggests they are consistent with each other.

6.C Response of the number density to magnification
bias

The amplitude of the magnification bias term depends on the response of the galaxy
density to magnification bias, s ≡ d log10N/dm, at the limiting magnitude of the survey.
Since the completeness of WISE drops over a relatively large range, measurements of s are
affected by incompleteness in WISE. This can be mitigated by restricting the sample to high
ecliptic latitude, where the greater depth of coverage results in a fainter limiting magnitude.

Since the WISE galaxies are selected via a magnitude-dependent color cut, one can-
not simply histogram them in W2 to determine s. Instead, we compute s by shifting the
magnitudes of all WISE objects by 0.02 magnitudes and re-applying our selection criteria.

In Figure 6.20, we show s as a function of λmin, where we sequentially remove all galaxies
with |λ| < λmin. We set the fiducial value of s at λmin = 60◦.

We also require s for each of the spectroscopic samples in order to subtract the magni-
fication bias contribution from w̄sp. We measure s by making all galaxies or quasars in the
sample fainter by 0.1 magnitudes, applying the relevant selection criteria and measuring the
change in number counts.

For LOWZ and CMASS, we use the color cuts described in Reid et al. (2016). This
procedure assumes that every galaxy in the spectroscopic sample with perturbed photometry
was also in the original sample; this is true for both CMASS and LOWZ (see Figures 3 and
4 in Reid et al. (2016) for color-magnitude plots for LOWZ and CMASS, respectively).

DR12 quasars are selected as point sources with g < 22 or r < 21.85, i > 17.8, and
XDQSO “mid-z” quasar probability (i.e. probability the object is a 2.2 < z < 3.5 quasar)
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> 0.424 (Bovy et al. 2012, Ross et al. 2012b). When we make the quasars fainter by 0.1
magnitudes, we estimate the number of quasars that would be spuriously categorized as
extended using the completeness of SDSS star-galaxy separation as a function of r band
magnitude(Strauss et al. 2002).29 Unlike the color cuts used for the BOSS galaxies, with
the more complicated XDQSO color cut it is possible that quasars could be excluded from
the original targeting but included when the photometry is made fainter by 0.1 magnitudes.
To estimate the occurrence of such objects, we use the BOSS BONUS sample of non-
uniformly-selected quasars, which are not suitable for quasar clustering analyses but are
∼ 2× as abundant as the CORE sample that we do use. Since BONUS quasars are not
selected using XDQSO, they may have mid-z quasar probability < 0.424 but “scatter into”
our fainter sample.

For DR14 quasars, we follow a similar procedure as for DR12 quasars, applying the
selection criteria of Myers et al. (2015). However, we lack a similarly deep quasar sample
(like BONUS in DR12) to determine the number of quasars that scatter into the DR14
selection criteria when the quasar photometry becomes fainter. Based on the number of
quasars that scattered into the DR12 quasar selection, we estimate an additional systematic
error of ∆s ∼ 0.1− 0.2 for the DR14 quasars.

We plot the resulting s in Figure 6.21, and use them to remove magnification bias from
w̄. For z beyond the range shown in Figure 6.21, we assume s is a constant function, using
the nearest point for which we have a measurement of s.

29https://classic.sdss.org/dr7/products/general/stargalsep.html

https://classic.sdss.org/dr7/products/general/stargalsep.html
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6.D Galaxy-galaxy cross spectra
In Figure 6.22 we show the cross-spectra between the different galaxy samples. We use

the fiducial cross-correlation dN/dz and beff
cross for the theory calculation. Additionally, we

fit a shot-noise term, and find good agreement between the expectation and the data once
the uncertainty on dN/dz is taken into account. For red cross blue the shot noise term is
negligible, but for blue cross green and blue cross red, we find shot noise values of 6.22×10−9

and 4.67×10−8, respectively. Shot noise can arise in a cross-correlation if some of the objects
in the two samples occupy the same halo, with density n̄common. The cross shot-noise is then
given by

Shot Noise =
n̄common

n̄1n̄2

(6.40)

Using the fitted shot noise for each sample from Table 6.4, we find n̄common = 130 deg−2 for
blue cross green and 41 deg−2 for green cross red. This implies that 3.8% (7.0%) of the blue
(green) sample lives in the same halo as a green (blue) object, and 2.2% (28.5%) of the green
(red) sample lives in the same halo as a red (green) object.

We create a simple “joint HOD” to understand the cross shot-noise. Rather than assume
that every halo well above Mcut hosts a central galaxy, we instead assume that some halos
host red centrals and other halos host green centrals; i.e. we multiply Ncen by fgreen or fred

where fgreen + fred = 1, and do not modify Nsat. We then ask what fraction of red galaxies
host a green satellite. If fgreen = fred = 0.5, we find that 26.3% of red galaxies host at
least one green satellite. The common fraction remains similar at 15-25% if we change some
aspects of this toy model (i.e. increase fgreen to 0.9; add a linear ramp where halos transition
from hosting green galaxies at low redshift to red galaxies at high redshift; or multiply Nsat

by 0.5 for both green and red to preserve the total number of satellites).
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Figure 6.22 : Galaxy-galaxy cross-spectra between the different samples. The solid black line gives
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cross, and the dot-dashed black line gives the predicted theory curve
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σ uncertainty. In all cases, a cross shot-noise term is fit to the data and also included in the theory
curves.
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Chapter 7

The Integrated Sachs Wolfe Effect with
Planck and unWISE galaxies

Abstract
On large scales, galaxies are correlated with CMB temperature due to the integrated

Sachs-Wolfe effect. We present a detection of the galaxy-ISW cross-correlation in three bins
at z ∼ 0.6, 1.1 and 1.5, with signal-to-noise 1.5, 3.4, and 3.4. We show that this measurement
is robust to methodological choices and systematics. This provides a direct measurement of
dark energy throughout the epoch when dark energy makes a substantial contribution to the
energy density of the universe.

7.1 Introduction
On super-horizon scales (` < 200) the cosmic microwave background (CMB) power spec-

trum is dominated by the Sachs-Wolfe effect (Sachs & Wolfe 1967, Rees & Sciama 1968). On
these scales, fluctuations in the gravitational potential generate fluctuations in the CMB as
photons are redshifted and blueshifted from exiting the potentials. For adiabatic fluctuations
in a matter-dominated universe, the temperature fluctuations for the Sachs-Wolfe effect are

∆T

T
= −1

3
Φ (7.1)

where the factor of −1/3 comes both from gravitational redshifting as photons exit the
potential (contributing −Φ) and clocks running slow within the gravitational potential (con-
tributing 2Φ/3) (Sachs & Wolfe 1967, White & Hu 1997). Since the dimensionless angular
power spectrum of potential fluctuations is flat, this creates a characteristic “Sachs-Wolfe
plateau” at low ` in the primary CMB.

The Integrated Sachs-Wolfe effect is an additional effect from gravitational redshifting
as photons propagate across the universe. In matter domination, gravitational potentials
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are constant in time, so photons redshift in and out of potentials with no effect. However,
potentials decay during dark energy domination, and this leads to a net blueshift of photons
as the potentials decay while they move through them. This effect is very small and is only
detectable in cross-correlation with large-scale structure; in the CMB temperature auto-
spectrum, it is much smaller than the noise from the Sachs-Wolfe effect in the primary
CMB.

The integrated Sachs-Wolfe effect is powerful as a direct measurement of dark energy,
which has been detected from its impact on the distance-redshift relation, matter clustering,
and the primary CMB (Riess et al. 1998, Perlmutter et al. 1999, Riess et al. 2004). As a
result, measurements of the ISW effect can test dark energy (Crittenden & Turok 1996) and
probe extensions to ΛCDM such as modified gravity (Hu 2002, Renk et al. 2017) or spatial
curvature (Kamionkowski 1996).

Since the first detection of the ISW cross-correlation by Boughn & Crittenden (2004),
there have been many ISW detections with a variety of galaxy samples and CMB data from
WMAP (Scranton et al. 2003, Fosalba et al. 2003, Nolta et al. 2004, Corasaniti et al. 2005,
Padmanabhan et al. 2005, Vielva et al. 2006, Giannantonio et al. 2006, Cabré et al. 2006,
Rassat et al. 2007, McEwen et al. 2007, Giannantonio et al. 2012, Goto et al. 2012, Hernández-
Monteagudo et al. 2014, Ferraro et al. 2015, Moura-Santos et al. 2016, Shajib & Wright 2016)
or Planck (Planck Collaboration et al. 2014a, 2016e, Stölzner et al. 2018, Ansarinejad et al.
2020). The highest significance detections range from 4 to 5σ (Giannantonio et al. 2008,
Planck Collaboration et al. 2016e, Stölzner et al. 2018). These measurements have been
used to constrain cosmological parameters and dark energy, including the curvature of the
universe and the dark energy equation of state (Nolta et al. 2004, Pietrobon et al. 2006,
McEwen et al. 2007, Vielva et al. 2006, Giannantonio et al. 2008, Ho et al. 2008, Xia et al.
2009, Zhao et al. 2010, Li & Xia 2010).

The unWISE catalog (Schlafly et al. 2019) is ideal for an ISW cross-correlation measure-
ment. It contains ∼ 500 million galaxies across the entire sky out to z ∼ 2, covering the
entire dark-enegy dominated epoch. The sky and redshift coverage are ideal for overlap with
the ISW kernel. Additionally, we split the sample into three redshift bins using the unWISE
galaxies’ infrared colors, allowing us to probe the ISW tomographically.

The outline of the paper is as follows. We review the integrated Sachs Wolfe effect in
Sec. 7.2, describe the galaxy samples and CMB data in Sec. 7.3, and present the measurement
in Sec. 7.4. We report a 3-4σ detection of the ISW effect in cross-correlation between Planck
and unWISE. Finally in Sec. 7.6 we summarize our results and directions for future research.
Where necessary we assume a fiducial ΛCDM cosmology with the Planck 2018 maximum
likelihood parameters (the final column in Table 2 in Planck Collaboration et al. (2018e)).
We quote magnitudes in the Vega system, noting that we can easily convert these to AB
magnitudes with AB = Vega + 2.699, 3.339 in W1, W2, respectively.
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7.2 Theory
The integrated Sachs-Wolfe effect comes from the blueshifting of CMB photons due to a

changing gravitational potential
(

∆T

T

)

ISW

= −2

∫
dχΦ̇ (7.2)

where the factor of 2 comes from the fact that both the spatial and time components of the
perturbed potential contribute to the ISW effect. In the linear regime, Φ̇ is only nonzero in
dark energy domination.

Since the ISW is the only physical correlation between foreground galaxies and CMB
temperature at low `, the cross-power spectrum CTg

` is given by

CTg
` = CΦ̇g

` =
2

π

∫
k2 dk P (k)KΦ̇

` (k)Kg
` (k) (7.3)

The kernel functions KΦ̇
` (k) and Kg

` (k) are

Kg
` (k) =

∫
dz b(z)

dN

dz
D(z) j`[kχ(z)] (7.4)

KΦ̇
` (k) =

3ΩmH
2
0

k2

∫
dz

d

dz
[(1 + z)D(z)] j`[kχ(z)] (7.5)

where dN/dz is the galaxy redshift distribution, b(z) is the bias evolution, D(z) is the linear
growth factor, and j` are spherical Bessel functions. We also consider the cross-correlation
between the ISW and cosmic magnification, CΦ̇µ

`

CTµ
` = CΦ̇µ

` =
2

π

∫
k2 dk P (k)KΦ̇

` (k)Kµ
` (k) (7.6)

with kernel Kµ
` (k)

Kµ
` (k) = (5s− 2)

3

2
ΩmH

2
0

∫
dz (1 + z)gi(χ(z))D(z)j`[kχ(z)] (7.7)

where s is the response of the number density to magnification, and

gi(χ) =

∫ χ?

χ

dχ′
χ(χ′ − χ)

χ′
H(z′)

dNi

dz′
(7.8)

Note that these are only valid in the linear regime where the power spectrum P (k, z) can
be split into P (k) and D(z). In our full fits, we replace the linear P (k) with the nonlinear
P (k) from HALOFIT (Mead et al. 2015), although we find this makes very little difference
on the large scales we consider.
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Label W1−W2 > x W1−W2 < x W2 < x z̄ δz n̄ b s
Blue (17−W2)/4 + 0.3 16.7 0.6 0.3 3409 1.56 0.455
Green (17−W2)/4 + 0.3 (17−W2)/4 + 0.8 16.7 1.1 0.4 1846 2.23 0.648
Red (17−W2)/4 + 0.8 16.2 1.5 0.4 144 3.29 0.842

Table 7.1 : Color and magnitude cuts for selecting galaxies of different redshifts, together with the
mean redshift, z̄, and the width of the redshift distribution, δz (as measured by matching to objects
with photometric redshifts on the COSMOS field Laigle et al. (2016)), number density per deg2

within the unWISE mask, n̄, mean bias b, and response of the number density to magnification,
s ≡ d log10N/dm. Galaxies are additionally required to have W2 > 15.5, to be undetected or not
pointlike in Gaia (see §6.2.3), and to not be flagged as diffraction spikes, latents or ghosts. See
Krolewski et al. (2019) for further details.

7.3 Data

7.3.1 unWISE galaxy samples

As in Krolewski et al. (2019) and Schlafly et al. (2019), we form three galaxy samples
using the WISE W1 and W2 magnitudes; these are the same samples described in Krolewski
et al. (2019), and we refer the reader to that paper for a more comprehensive discussion of
the samples. Table 7.1 gives the adopted color selection for the three samples considered
in this work, which we term the blue, green, and red samples Schlafly et al. (2019). Table
6.1 also summarizes important properties of each sample including the redshift distribution,
the number density, galaxy bias, and response of number density to galaxy magnification
s ≡ d log10N/dm. We measure s using galaxies with ecliptic latitude |λ| > 60◦, where
the WISE depth of coverage is greater and thus the measurement of s is less affected by
incompleteness Krolewski et al. (see discussion in Appendix D in 2019).

We require that the blue and green samples have 15.5 < W2 < 16.7, and the red sample
has 15.5 < W2 < 16.2; in Krolewski et al. (2019) we find that deeper red samples are
potentially affected by systematics.

We remove potentially spurious sources (diffraction spikes, latents, ghosts) and Each of
the samples is required to be either undetected or not pointlike in Gaia. Here a source is
taken as “pointlike” if

pointlike(G,A) =

{
log10A < 0.5 if G < 19.25

log10A < 0.5 + 5
16

(G− 19.25) otherwise ,
(7.9)

where G is the Gaia G band magnitude and A is astrometric_excess_noise from Gaia
DR2 Gaia Collaboration et al. (2018). A source is considered “undetected” in Gaia if
there is no Gaia DR2 source within 2.75′′ of the location of the WISE source. High
astrometric_excess_noise indicates that the Gaia astrometry of a source was more uncer-
tain than typical for resolved sources; this cut essentially takes advantage of the 0.1′′ angular
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resolution of Gaia to morphologically separate point sources from galaxies. From COSMOS,
we estimate that this reduces the stellar contamination in our samples to < 1%.

We base the unWISE mask on the 2018 Planck lensing mask (Planck Collaboration et al.
2018f). We additionally mask a small portion of the sky at |b| < 10◦, and mask bright
infrared stars, diffraction spikes, nearby galaxies, planetary nebulae, and low latitude pixels
with a substantial number of fainter stars which will reduce the effective area in a pixel by
masking galaxies within 2.75” of each star. The full details of the mask construction are in
section 2.3 of Krolewski et al. (2019); this mask yields fsky = 0.586.

7.3.2 Planck CMB data

We use the SMICA CMB temperature map as our fiducial temperature map in the
ISW analysis.1 We use the common confidence mask (combined confidence mask for the
different temperature pipelines) as described in Section 4.2 of Planck Collaboration et al.
(2018d). SMICA produces a temperature map from a linear combination of the Planck input
channels (30 to 857 GHz) with multipole-dependent weights, up to ` ∼ 4000. We also test
the COMMANDER, NILC, SEVEM, and SMICA-noSZ maps, to test the robustness of our
result. Additionally, SEVEM provides single-frequency cleaned CMB maps at 70, 100, 143
and 217 GHz, and we check these maps as well (Planck Collaboration et al. 2018d). To
measure the covariance of the signal, we use 300 noise-plus-systematics simulations released
as part of the Planck 2018 data release (Planck Collaboration et al. 2018b,c,d), which were
processed through each of the map-making pipelines.

7.4 Measurements

7.4.1 Methods

In order to estimate the binned cross and auto power spectra, we use a pseudo-C` esti-
mator (Hivon et al. 2002) based on the harmonic coefficients of the galaxy and lensing fields.
We follow the same procedure as in Krolewski et al. (2019). The measured pseudo-C` on the
cut sky are calculated as

C̃XY
` =

1

2`+ 1

∑

m

X`mY
?
`m (7.10)

where X, Y ∈ {g1, g2, g3, κ} are the observed fields on the cut sky. Because of the mask,
these differ from the true C` that are calculated from theory, but their expectation value is
related through a mode-coupling matrix, M``′ , such that

〈C̃`〉 =
∑

`′

M``′C`′ (7.11)

1Obtained from the Planck Legacy Archive, http:/pla.esac.esa.int

http:/pla.esac.esa.int


7.4. MEASUREMENTS 190

The matrix M``′ is purely geometric and can be computed from the power spectrum of the
mask itself. While Eq. (7.11) is not directly invertible for all `, the MASTER algorithm
(Hivon et al. 2002) provides an efficient method to do so assuming that the power spectrum
is piecewise constant in a number of discrete bins, b. Defining a “binned” mode-coupling
matrix,Mbb′ (Alonso et al. 2018), we can recover unbiased binned bandpowers

Cb =
∑

b′

M−1
bb′ C̃b′ . (7.12)

We use the implementation in the code NaMaster2 (Alonso et al. 2018).
We mask the galaxy map with the unWISE mask including bright stars and galaxies, and

the CMB map with the “common” mask for CMB temperature, apodized with a Gaussian
smoothing kernel with FWHM 1 degree. We also correct the unWISE density map by an
“area lost” mask to account for the reduction in available area in each pixel due to Gaia
stars (since we mask any source within 2.75” of a star). We test our pipeline on Gaussian
simulations to ensure that we recover the correct power spectrum. From a test on 100
Gaussian realizations, we find that the power spectrum must be corrected by the “mask
deconvolution transfer function,” which deviates from unity by a few percent. We apply this
transfer function to the data.

Since the azimuthal modes of the map are most affected by Galactic latitude-dependent
foregrounds, we remove the m = 0 mode from the sum in Eq. 7.10. This makes a very
modest (< 0.2σ) impact on our results, and we validate this procedure by calculating the
mask deconvolution transfer function for Gaussian mocks.

We use the 300 Planck simulations to determine the covariance of the ISW power spectra.
We apply our pipeline to measure the cross-correlation between each simulation and the
unWISE maps, and then measure the covariance of these 300 power spectra. We find that
the error bars from the Planck mocks are generally quite similar to the Gaussian error bars,
except in the lowest ` bin where the Gaussian approximation underestimates the true error
by ∼ 30%. As a further check, we find that the error bars from the Planck mocks are
generally similar to the scatter of the individual C` within each bin.

7.4.2 Linear bias and redshift distribution of unWISE galaxies

Theory predictions for the ISW cross-correlation require both the redshift distribution
of the galaxy sample, dN/dz, and its bias evolution b(z) (Section 7.2). Following Krolewski
et al. (2019), we combine these quantities and report both the normalized bias-weighted
redshift distribution,

f(z)
dN

dz
≡ bsml,p(z)dN

dz∫
dz bsml,p(z)dN

dz

(7.13)

as measured from cross-correlations with spectroscopic galaxies and quasars, and the redshift
distribution dN/dz as measured by matching unWISE sources to deep optical imaging with

2https://github.com/LSSTDESC/NaMaster

https://github.com/LSSTDESC/NaMaster


7.4. MEASUREMENTS 191

multiband photometric redshifts (Laigle et al. 2016) in the COSMOS field. We then fit for
the average bias (scaling f(z)dN/dz) using the galaxy-CMB lensing cross-spectrum.

However, the cross-correlation redshifts are measured on fairly small scales (2.5 to 10
h−1 Mpc in configuration space) so the bias will not be identical to the linear bias on
large scales appropriate for ISW. It is therefore possible that the quasi-linear bias that we
measure in the cross-correlation redshifts evolves differently with redshift as the linear bias.
We construct simple HODs for the WISE sample (Appendix B in Krolewski et al. 2019),
and we can gain some understanding into the nonlinear bias evolution of the WISE sample
using N -body sims populated with these HODs. We find that the systematic shift and error
from nonlinear bias evolution is smaller than the uncertainty from the measurement error in
dN/dz. We optionally apply the “nonlinear bias correction,” derived from the HODs, as a
correction to f(z)dN

dz
and find that it does not have a significant effect on the results.

Despite its limitations, we believe this approach is preferable to simply using the dN/dz
from COSMOS. Solely using the COSMOS dN/dz would require a parameterized form for
the bias evolution b(z); however, there is no physical reason to expect the bias evolution to
follow such a parameterized form. Moreover, this approach is sensitive to systematic errors
in dN/dz, such as blending or variations in the unWISE samples on the sky.

Using the measured cross-correlation f(z)dN/dz, I fit for an “effective bias" beff from the
lensing cross-correlations:

beff =

∫
dz bsml,p(z)

dN

dz
(7.14)

We measure the bias from Cκg
` at 100 < ` < 1000, using HALOFIT (Mead et al. 2015) for

the small-scale nonlinear power.
In Table 7.2, I give the best-fit beff for each sample. The first set of errorbars are statistical

error and the second set are error from uncertain dN/dz (computed as the standard deviation
of the best-fit bias from the 100 sampled dN/dz as in Krolewski et al. (2019)). I also give
beff using the nonlinear bias correction from the HOD in f(z)dN/dz.
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Sample Linear beff Linear beff with nonlinear bias correction
Blue 1.56± 0.0276± 0.0355 1.54
Green 2.23± 0.0352± 0.0308 2.17
Red 3.29± 0.09± 0.1541 3.10

Table 7.2 : Linear bias from fit to Cκg` for three samples (see Krolewski et al. 2019; for data and
methods); these reproduce Table 4 in that paper. The error bars are statistical (first set) and
systematic from uncertain dN/dz (second set), and the second column gives beff using the nonlinear
bias correction from the HOD.
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Figure 7.1 : ISW data (blue) and prediction from ΛCDM, scaled by AISW (red) for the three unWISE
samples. Error bars are estimated from 300 Planck temperature mocks cross-correlated with the
unWISE samples.

7.5 ISW measurement
In Fig. 7.1, we show the measured ISW cross-correlation and the ΛCDM theory curve in

the fiducial cosmology, multiplied by a scaling factor AISW. The theory curve includes both
the Φ̇ galaxy correlation and the Φ̇ magnification correlation. Following previous work, we
measure the ISW signal at 5 < ` < 105, with ∆` = 20 bins. We find AISW = 0.73 ± 0.44
for blue (1.5σ), 1.18 ± 0.41 for green (3.4σ), and 1.56 ± 0.53 for red (3.4σ), for a combined
significance between 3 and 4 σ. To work with data that is roughly constant, we fit AISW to
`(`+ 1)C` rather than C`.

We test the impact of changing `min on our results. We find that using `min = 2 rather
than `min = 5 leads to a large spike in the lowest ` bin, presumably due to correlations
between CMB foregrounds and systematics in the unWISE map. As a result, we restrict the
measurement to ` ≥ 5.

In Table 7.3, we perform a variety of systematics checks. We replace the default SMICA
map with several other CMB temperature methods (Planck Collaboration et al. 2018d);
also test a map with the thermal Sunyaev-Zel’dovich effect explicitly nulled (to remove this
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Temperature map Blue AISW Green AISW Red AISW

Smica 0.73± 0.44 1.18± 0.41 1.56± 0.53
Commander 0.71± 0.44 1.18± 0.41 1.57± 0.53

Sevem 0.76± 0.44 1.22± 0.41 1.62± 0.53
Nilc 0.72± 0.44 1.21± 0.41 1.60± 0.53
NoSZ 0.86± 0.44 1.28± 0.41 1.64± 0.53

Sevem 70 GHz 0.61± 0.44 1.11± 0.41 1.54± 0.53
Sevem 100 GHz 0.77± 0.44 1.23± 0.41 1.64± 0.53
Sevem 143 GHz 0.75± 0.44 1.21± 0.41 1.61± 0.53
Sevem 217 GHz 0.95± 0.44 1.30± 0.41 1.66± 0.53
Smica, `min = 15 0.80± 0.49 1.24± 0.42 1.45± 0.55
Smica, `min = 25 0.79± 0.51 1.25± 0.44 1.37± 0.57

Table 7.3 : AISW for the three unWISE samples for a variety of different systematics tests: changing
the method used to construct the CMB temperature maps; using a map with the thermal Sunyaev-
Zel’dovich effect nulled (to remove contributions from tSZ as a contaminant); single-frequency fore-
ground subtracted maps (with residual contributions from foregrounds varying with frequency); and
changing `min for the default Smica map.

as a foreground); and test single-frequency foreground-subtracted maps using the SEVEM
method (which again have different residual sensitivity to foregrounds). We do not find that
using any of these maps lead to a significant shift in AISW. Finally, we also try changing `min,
to 15 or 25, and find that this also makes no significant difference to the results. Finally,
we test the impact of uncertain dN/dz and errors in the bias from Table 7.2, and find that
these generally have ≤ 5% impact on AISW, considerably smaller than the ∼ 30% statistical
errors on AISW.

7.6 Conclusions
We measure ISW cross-correlations between Planck lensing and unWISE infrared galaxies

at z ∼ 0.6, 1.1, and 1.5. We detect the cross-correlation at 1.5 (3.4, 3.4) σ for z ∼ 0.6 (1.1,
1.5), for a combined significance between 3 and 4 σ. This yields a direct tomographic mea-
surement of dark energy and will enable interesting constraints on modifications to gravity.
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