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Abstract—When a low or standard dynamic range video is inverse tone mapped to high dynamic range (HDR), there can be banding artifacts in the output HDR video. We design a highly integrated architecture that can detect and alleviate banding artifacts while preserving true edges and details in an extremely efficient way. This is achieved by a 7-tap edge-aware selective sparse filter. Coding artifacts, such as blocky artifacts, can also be reduced by this filter. The filter includes some parameters that depend on the strengths of the banding artifacts. A parameter selection mechanism is presented which considers smoothness of the banding regions and fidelity of the filtering output. The filter yields significant PSNR gain at the regions of artifacts. Subjective tests demonstrate the great quality improvement achieved by the proposed filter, compared to the quality before filtering. The visual quality provided by the filter is better than or similar to that of algorithms which are far more complex.
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I. INTRODUCTION

There is a growing interest in high dynamic range (HDR) videos as well as HDR displays in recent years. HDR videos are represented with 12+ bit depth, i.e., 12 or more bits per color component [1]. They provide a wider range of brightness and a larger color gamut than the traditional 8-bit 100-nit standard dynamic range (SDR) videos. The peak brightness of HDR displays can be over 1,000 nits (cd/m²). HDR displays can show darker blacks and brighter whites, leading to more details in the displayed images.

However, the current distribution of videos is mostly at 8-bit depth. Although many cameras nowadays can capture 12-bit or even 16-bit videos, videos are quantized to 8 bits for compression and distribution. Videos are also tuned for 100 nits SDR displays which, for example, use gamma encoding [2] and Rec.709 [3] color space. To watch the videos on a 1,000+ nits HDR display, one needs to apply some inverse tone mapping operator (iTMO) [4], [5] to the SDR videos. This mapping is called inverse tone mapping because usually the mapping from HDR content to SDR content is called tone mapping [5]. The iTMO may not be linear. For example, highlights and light sources in an image may be expanded more than other pixels. The iTMO can also include an electro-optical transfer function (EOTF) [1] conversion and color space conversion, if the HDR display uses different EOTF (e.g., Perceptual Quantizer [1]) and color space (e.g., DCI-P3 [6]). The iTMO has been investigated in [7]–[10]. Because it can be content dependent, many distributors send iTMO as metadata to help the 1,000+ nits HDR displays convert the SDR content to HDR content.

HDR video generated by iTMO sometimes suffers from false contours, also referred to as banding artifacts or ringing artifacts. The artifacts are due to the Mach band effect [11], [12], in which the human visual system enhances step boundaries by undershooting or overshooting at each step boundary. The artifacts occur especially when iTMO is a one-to-one mapping function, because 8-bit SDR video has at most 256 codewords (there are only 220 codewords in Rec. 601 [13] and Rec. 709 [3]), and after mapping, the HDR video also has 256 codewords. According to [1], 12-bit, i.e., 4096 codewords, is necessary to show a banding-free image on a 1,000+ nits display. Lack of codewords in the inverse tone mapped HDR results in the visually annoying banding artifacts.

Fig. 1 shows an inverse tone mapped HDR image with banding artifacts around the sun in the sky. The banding is much more visible if the image is shown on a HDR display. We plot the pixel values of a column in the banding region in Fig. 2a. The pixel values look like staircases, and the stair height is over 10 amplitude levels (codewords) of 12-bit depth in this figure. These large steps appear as false contours.
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To remove the banding artifacts, i.e., debanding or decontouring, dithering has been used in the work of Ahn and Kim [14] and the work of Yoo et al. [15], but the output is often not visually pleasant either (e.g., noisy in smooth regions). For stronger banding, the dithering strength has to increase, yielding noisier output. Those works aim to produce the output at the same bit depth as the input image. In our case, however, only a few codewords have been used in the HDR image generated by iTMO, so there is room to generate new codewords to smooth the banding artifacts. In the work of Su et al. [16], this is achieved by linear interpolation in the banding area after the banding width is identified by median filtering. The banding area can be detected by the algorithm in [17]. Some works apply lowpass filters to increase codewords. Daly and Feng [18] proposed to predict and extract false contours by lowpass filtering and quantization. The predicted false contours are subtracted from the image. This method can introduce new false ringing if the predicted false contours are inaccurate, which happens when the banding steps are non-uniform. In the work of Lee et al. [19], false contours are reduced by 1D directional smoothing filters whose directions are orthogonal to the false contours. This method requires high computational complexity to detect false contours. To avoid blurring true edges, the filter size should be variable, which is hardware unfriendly. In the work of Bhagavathy et al. [20], the banding region is first detected by analyzing the neighborhood at multiple scales. New codewords are generated by the expected mean value of the local neighborhood. The performance is good, but the computation is quite intense. Huang et al. [21] detect false contours by checking the eight neighbors. Several conditions are applied to exclude very smooth regions, texture and sharp edges. The contours are then removed by probabilistic dithering followed by lowpass filtering. The method was designed for removing banding in 8-bit SDR images. The conditions used in the banding detection will have to be modified for detecting banding in HDR images, and the conditions may depend on the iTMO. In the work of Niu et al. [22], the bit depth is increased by taking a weighted sum of the pixels in a window, where the weights are adaptive to the content. The window size has to be large enough if this approach is applied for banding removal.

We proposed a selective sparse filter which combines smooth region detection and banding reduction in [23]. The filter removes the banding artifacts, and reduces some coding (such as blocky) artifacts. The properties of the inverse tone mapped HDR are exploited in the filter design. We aim at implementing the filter in hardware, so computational complexity and memory cost are carefully considered. This work is an extension of our preliminary work. The major contributions are: 1) we propose a strategy to select the two content dependent parameters of our filter, and 2) we evaluate the performance of our filter using both objective metrics and subjective testing. Experimental results show excellent performance of the proposed filter.

The overview of the system is shown in Fig. 3. Content tuned for SDR displays is called SDR video, and content tuned for HDR displays is called HDR video. The camera outputs 12-bit SDR video, which is quantized to 8 bits for compression and distribution. A legacy encoder, e.g., AVC [24] or HEVC [25], is used to encode the 8-bit SDR video. We generate the iTMO, which can be content dependent, at the encoder, and send the corresponding iTMO parameters as metadata. How to generate the iTMO is not in the scope of this paper. At the decoder, the SDR bitstream is decoded and can be displayed directly on a SDR display. For HDR displays, the iTMO(8) from metadata is applied to the reconstructed 8-bit SDR video to generate the HDR video. The superscript (8) indicates the input bit depth is 8. Although the inverse tone mapped HDR video is in 12-bit representation, it uses only 256 codewords, because the iTMO is a one-to-one mapping.

To remove banding artifacts, our proposed debanding filter is applied to the inverse tone mapped HDR video at the decoder. There are parameters in the filter which are content dependent. The parameters are solved at the encoder side, where we have access to the 12-bit SDR video and have more computing resources. At the encoder, a reference 12-bit HDR video is generated by applying the iTMO(12) to the 12-bit SDR video. The iTMO(12) is the higher precision version of the iTMO(8). This reference 12-bit HDR video is free of banding because it is represented using the full 4096 codewords. Fig. 2b shows the pixel values of the corresponding reference 12-bit HDR of Fig. 2a. The reconstructed 8-bit SDR video is also available at the encoder. To obtain the same output as the decoder side, we apply iTMO(8) to the reconstructed 8-bit SDR video. Both the reference HDR video and the inverse tone mapped HDR video are used to select the parameters of our proposed debanding filter. The parameters are sent as metadata along with the iTMO parameters.

We notice here if the proposed debanding filter is applied to the reconstructed 8-bit SDR video instead of the inverse tone mapped HDR, the bit depth of the filtering output should be kept at 12-bit, because lower bit depth would quantize out the new created codewords. The iTMO(12) should be used to map the 12-bit SDR filtering output to the 12-bit HDR. However, it is possible that only the iTMO(8) is implemented in hardware of the decoder, i.e., the iTMO has only 256 different entries. In this case, the filter has to be applied to the inverse tone mapped HDR. Besides, the iTMO is probably nonlinear, and can increase the difference between codewords. A banding-free SDR can still yield banding artifacts in the mapped HDR. Therefore, the perceptual quality measurement and the filter parameter selection have to be performed on HDR. Filtering the HDR would be more perceptual-oriented and is thus recommended.

The rest of the paper is organized as follows: In Sec. II we explain our proposed debanding filter, and discuss the parameter selection in Sec. III. Performance evaluation and comparisons of our filter with other debanding algorithms are in Sec. IV, and Sec. V concludes the paper.

II. PROPOSED EDGE-AWARE SPARSE FILTER

Banding artifacts usually occur in regions of small gradient, and the artifacts appear as steps. We define a banding step as a group of consecutive pixels which have the same codeword, and the pixel on the left (top) and the pixel on the right (bottom) of this group have different codewords from the group. To
remove the artifacts, one can smooth the area by adding more codewords between each banding step. One simple method is to apply a lowpass filter. A traditional dense 2D FIR filter can be represented as:
\[ y[m, n] = \sum_{i=-u}^{u} \sum_{j=-v}^{v} w_{i,j} \cdot x[m+i, n+j] \], where \( x[m, n] \) is the input signal at row \( m \) and column \( n \), \( y[m, n] \) is the corresponding output signal, and \( w_{i,j} \) is the filter coefficient. An unweighted lowpass filter has equal coefficients: \( w_{i,j} = \frac{1}{(2u+1)(2v+1)} \). This filter averages a total of \((2u+1)(2v+1)\) input pixels centered at \( x[m, n] \). The 2D filtering is separable: it is equivalent to sequentially applying a 1D \((2v+1)\)-tap horizontal averaging filter and a 1D \((2u+1)\)-tap vertical averaging filter, which is much more efficient.

To remove banding, the span of the filter has to be wide enough. Fig. 4a shows a 1D signal with non-uniform steps. The pixel values are normalized to \([0, 1]\). Figs. 4b-4d show the outputs of the dense filter with different numbers of taps. The 9-tap filter is unable to remove the false contours; many wide steps are left. The 29-tap filter works better. The banding is almost gone when the number of taps increases to 49.

The dense filter can smooth banding only when pixels on more than one step are involved in the averaging, even if dynamic filter coefficients are allowed. When the span of the filter is not wide enough, many consecutive pixels of the output will have the same codeword, as the pixels taken for averaging are from the same banding step. If the banding step width is uniform and equal to \( W \), the false contours can be completely smoothed out when the span (equivalent to the number of taps) of the dense filter is \( 2W - 1 \). The conventional way to implement a filter in hardware is to put each row of pixels into one line buffer (static random-access memory, i.e., static RAM) for vertical filtering. The filtered image would be stored in a frame buffer (dynamic RAM). The actual memory needed for the filter is the line buffers (as working memory) and the frame buffer. The number of line buffers equals the number of filter taps. Owing to the high cost of static RAM, reducing the number of filter taps is highly desired.

A. Sparse filter

From the observations above, we learn that to remove banding, the key is to get samples from different steps. A sparse filter does that efficiently. A 1D horizontal sparse FIR filter [26], [27] is defined as:
\[ z[m, n] = \sum_{j=-v}^{v} \hat{w}_{j} x[m, n + s_j], \] (1)
where \( s_j \) is the distance from the original pixel to the sampled input signal, and \( \hat{w}_{j} \) is the coefficient of the \( j \)-th tap. The number of taps is \( 2v + 1 \). Fig. 5b shows a 5-tap horizontal sparse filter with the same span as the 13-tap dense filter in...
B. Edge-aware selective filter

It is clear that sparse FIR filters can help remove false contours, but they can also blur true edges and remove details. To address this issue, we propose to apply the sparse filter selectively, to smooth areas only. Banding is only observed in smooth areas. Also, smoothing a smooth area would not cause much loss of detail even if there were no banding in the area.

The proposed filter includes a horizontal filter and a vertical filter. The two filters will be applied sequentially. The horizontal filter has 2v + 1 taps. For simplicity, the corresponding vertical filter has the same structure as the horizontal filter, with the same number of taps and the same sample locations.

Fig. 6 shows the flowchart of our proposed horizontal filter with 7 taps as an example (v = 3). The input image is the inverse tone mapped HDR image. For each pixel x[m, n] in the input image, we sample itself and v pixels on the left and right sides of it. The positions of the sampled pixels are denoted n + s_j where j ∈ {-v, · · · , -1, 0, 1, · · · , v} and s_0 = 0. We compute the difference between the central pixel x[m, n] and each of the sampled pixels x[m, n + s_j] where j ≠ 0. If the absolute value of the difference is below a threshold ∆, we determine that the sampled pixel has a similar value to the central pixel. If the central pixel and all the sampled pixels have similar values, we consider the area to be smooth, and replace the central pixel value with the average of the inputs. The averaging takes only 2v − 1 inputs: x[m, n + s_{-v+1}], · · · , x[m, n + s_{-1}], x[m, n], x[m, n + s_1], · · · , x[m, n + s_v]. If the difference between the central pixel and any of the sampled pixels is greater than the threshold, there may be edges or texture in the area. Then the averaging is not applied, and the input pixel value remains unchanged: z[m, n] = x[m, n].

For vertical filtering, v pixels on the top and bottom of the central pixel z[m, n] are sampled from the horizontal filtering output. As before, the averaging is applied only when the differences between the central pixel and all the sampled pixels are within the threshold. Only 2v − 1 inputs are used for averaging. The output of the vertical filtering is denoted y[m, n], which is the enhanced HDR in Fig. 3.

This selective filter combines non-smooth area detection and sparse filtering. The decoder will be able to make the decision whether to apply averaging to each pixel, thus no filtering map needs to be sent from the encoder. The filter only requires one line buffer for the horizontal filtering and 2v + 1 line buffers for the vertical filtering. The selection of the threshold ∆ for the selective sparse filter is critical to the debanding performance. Note that the filtering process only takes 2v − 1 pixels, and the extra two pixels are for non-smooth area detection, as will be discussed below. Because banding artifacts appear in smooth regions, and would not occur near object boundaries, we do not want to involve pixels near boundaries. This is a major difference from the epsilon-filter [28]. Besides, the proposed filter is more hardware-friendly due to smaller memory usage and fixed coefficient of each filter tap. In the following, we first describe how to select the threshold, then explain why the extra two pixels are necessary in the decision process.

1) Adaptive threshold: The threshold ∆ indicates how much difference we will tolerate in the decision process.

Fig. 5a. The origin is marked by dark gray. The distances between each two neighboring samples are the same. Figs. 5c - 5f show the 5-tap horizontal sparse filtering outputs of Fig. 4a with different spans. The filter coefficients are fixed and equal: w_j = 1, for all j. The outputs in Figs. 5d and 5e look relatively smooth. Figs. 5g and 5h show the outputs of 3-tap and 9-tap sparse filters with span 41, respectively. The 3-tap sparse filter creates fewer codewords than the 5-tap filter, so the output looks more jagged than Fig. 5e. The output of the 9-tap sparse filter is smoother than the output of the 5-tap filter, and looks similar to Fig. 4d. The computation is much lighter than the dense filter.

Note that we use a 1D signal as an example here. The 2D sparse filtering can be obtained by applying this filter horizontally and then vertically. The final output is:

\[
y[m, n] = \sum_{i=-u}^{u} \hat{w}_i z[m + t_i, n] = \sum_{i=-u}^{u} \sum_{j=-v}^{v} \hat{w}_{i,j} x[m + t_i, n + s_j],
\]

where \( \hat{w}_{i,j} = \hat{w}_i \cdot \hat{w}_j \).

The sparse filter needs fewer taps than the dense filter. A (2u + 1)-tap vertical sparse filter with any span requires only 2u + 1 line buffers. To filter a 12-bit video with HD resolution (1920 × 1080), a 7-tap filter requires working memory size of 7 × 1920 × 2 bytes for vertical filtering, which saves 86% of that required by a 49-tap filter. Only one line buffer is needed for horizontal filtering, which is the same as a dense filter. Fewer adders and multipliers are needed for the sparse filtering.
Fig. 6: Flowchart of proposed edge-aware sparse filter.

If \( \Delta \) is too small, we will only average pixels with small differences, corresponding typically to small areas, so banding artifacts might not be removed. If \( \Delta \) is too large, the filter could be applied to areas with sharp edges and details, leading to blurred edges and loss of detail.

One important observation of the banding artifacts is that the codewords of the corresponding pixels in the 8-bit SDR image are very similar to each other. The difference of the 8-bit SDR codewords between neighboring pixels is 1 or 2 most of the time. After inverse tone mapping, the difference between these neighboring pixels shown on a HDR display becomes larger, and that results in the banding artifacts. Since the input of our proposed filter is the inverse tone mapped HDR, \( \Delta \) can be related to the mapping function.

Assume that the codeword of a pixel in the 8-bit SDR is \( b \) where \( 0 \leq b \leq 255 \). The corresponding inverse tone mapped HDR codeword is \( T(b) \). The difference between two neighboring HDR codewords is denoted \( dT(b) = |T(b+1) - T(b)| \). In the inverse tone mapped HDR image, if an area is relatively smooth, we expect the values of nearby pixels to be around \( T(b) \). If a pixel is in a textured area, the differences among nearby pixels could be much larger than that. Therefore, we set the threshold \( \Delta \) to a small number times \( dT(b) \).

We discuss two commonly used iTMO functions as examples. First, the iTMO is a simple linear mapping: \( T(b) = \rho \cdot b + c \), where \( \rho \) is positive and constant for the entire image, and \( c \) is a constant offset. For example, \( \rho \) can be \( \frac{255}{12} = 16 \) for simple bit depth up-conversion. We set the threshold for the entire image to

\[
\Delta = \alpha \cdot dT(b) = \alpha \cdot (\rho \cdot (b + 1) + c - \rho \cdot b - c) = \alpha \cdot \rho,
\]

where \( \alpha \) is positive.

Another popular iTMO is the piecewise polynomial [10]. Sometimes the iTMO is non-linear, and is represented by a piecewise polynomial. With \( K \) segments in total in the iTMO curve, the differential function \( dT(b) \) is partitioned into \( K \) segments. The segment boundary points are denoted as \( p_k \), where \( 1 \leq k \leq K + 1 \). The segment slopes can be very different, so different thresholds are needed. When the codeword of the central pixel of the filter inputs \( (x[m, n]) \) is \( T(b) \), the threshold is set to

\[
\Delta = f(b) = \alpha \cdot \max_{p_k \leq b < p_{k+1}} \{dT(b)\},
\]

where \( \alpha \) is positive. The threshold is set to the maximum differential of the segment multiplied by a factor \( \alpha \). In our tests, for both the linear mapping and the piecewise polynomial, \( \alpha = 2 \) or 3 usually works well.

This method can be extended to other iTMO algorithms. The differential function \( dT(\cdot) \) of any one-to-one mapping can be built. The point is that we only allow averaging a few codewords in the filtering process. So the threshold can be set to \( \alpha \cdot dT(b) \) when \( x[m, n] = T(b) \). Another possible setting for the threshold is \( \alpha \) times the maximum codeword differential of the entire image: \( \alpha \cdot \max_{0 \leq b \leq 255} \{dT(b)\} \).

2) Extra samples for non-smooth area detection: We include \( 2v + 1 \) pixels for decision but only take \( 2v \) pixels for filtering. This prevents introducing new false ringing to the output image. We use the patch in Fig. 7a to illustrate; it has an edge between the dark and bright regions, and banding artifacts in the bright region. We plot the intensities of a row of pixels in Fig. 7b. Our goal is to preserve the dark region and the edge, and smooth the banding in the bright part. Using a 7-tap \((v=3)\) filter as an example, we set the filter parameters \( s_1 = -s_{-1} = 7, s_2 = -s_{-2} = 14, s_3 = -s_{-3} = 17 \), and set \( \Delta = 2H \) where \( H \) is the maximum difference between adjacent banding steps. Figs. 8a and 8b show the mid region of Fig. 7b. We want to determine whether to apply the sparse filter to the pixels marked by blue circles. The range of \( x[m, n] - \Delta, x[m, n] + \Delta \) is marked by dashed lines.

We apply the filter only when all the six samples have values similar to the central pixel. For the pixel marked by the blue circle in Fig. 8a, the difference between it and the leftmost sample exceeds the threshold, so the filtering is not applied. For the pixel marked by a blue circle in Fig. 8b, all the samples marked by green crosses and red triangles are within the threshold. We apply the sparse filtering by averaging only the five central pixels, not all seven pixels. So we exclude the leftmost sample which is an outlier from the averaging. The filtering result is shown in Fig. 8c. The banding artifacts are smoothed, and the edge is well preserved.

If we do not get the two samples marked by red triangles, and determine to apply the filtering as long as the four green cross samples have similar values to the central pixel, a false ringing can be introduced. For the pixel marked by the blue circle in Fig. 8a, the filtering condition would be satisfied. However, the leftmost green cross sample is actually at a transition area. That sample is an outlier, whose value is slightly different from the others though the difference is still within the threshold. The average of the five pixels would be slightly lower than the original value which brings
an undershoot (marked by the solid red circle in Fig. 8d). Similarly, an overshoot is introduced on the other side of the true edge (marked by the dashed green circle in Fig. 8d). In the image, the overshoot and undershoot appear as faint false ringing.

Therefore, with the extra two samples to probe if there is an edge nearby, we prevent introducing new artifacts into the output image. Also, more details can be preserved with the extra two samples strengthening the condition to apply filtering.

3) Metadata: This selective sparse filter is to be applied at the decoder side and implemented in hardware. The number of line buffers used for filtering needs to be fixed, so the number of taps of the filter has to be fixed. We found that 7 taps in total (i.e., 5 taps for averaging) are usually enough for the sparse filter to remove the banding artifacts. If the banding steps are uniform, a 5-tap 1D sparse filter (no decision process) can create at most 4 new codewords at each banding step (see Appendix). If the banding steps are in 2D and are uniform, a 5-tap 1D sparse filter (no decision process) can create at most 4 new codewords at each banding step (see Appendix). If the banding steps are non-uniform, it is possible to create more codewords.

There are several parameters to be determined according to frame content: 1) $\alpha$ in the threshold, and 2) the positions of samples in the sparse filter. In our tests, we found that equidistant samples for averaging works well, i.e., we set $s_j = -s_{-j} = jD$ for $1 \leq j \leq v - 1$. For the extra two samples for non-smooth area detection ($s_v$ and $s_{-v}$), empirically we set $s_v = s_{-v} = [\frac{v+1}{2}]D$, i.e., the distance between $x[m,n+s_v]$ and $x[m,n+s_{v-1}]$ is half of the distance between $x[m,n]$ and $x[m,n+s_1]$. The span of the filter in the averaging process is $2(v-1)D + 1$, and the entire span of the filter in the decision process is $2(v-1)D + 1 + 2[\frac{D}{2}]$.

In summary, the filter parameters to be determined are:

- the distance between each two neighboring samples for averaging: $D$.

The metadata is simple. There is no need to store or transmit a filtering map. A set of parameters is to be determined to smooth all the banding in the image. As can be seen from Fig. 5, the span of the sparse filter is critical. Increasing the span may not always make the signal smoother. In the next section, we will describe how to select the parameters using the reference 12-bit HDR video and the inverse tone mapped HDR video.

III. Parameter Selection

At the encoder, we have more computational resources, and access to the reference 12-bit HDR video. So we can filter with different spans and thresholds, compare with the reference, and select the parameters that yield the best output. One may think that the output which has the minimum distortion from the reference 12-bit HDR video is the best. However, simple metrics, such as mean squared error (MSE) and SSIM [29], are not quite consistent with the visual quality. From our experience and MPEG meetings, the complicated HDR-VDP [30], [31] does not match the perceptual quality very well either. Therefore, we propose a new metric that considers two factors which impact the perceptual quality of the filtered image. We then formulate the problem to select the parameters.

A. Perceptual distortion

Generally, we consider two aspects when measuring the quality: (a) how well the banding is smoothed, and (b) how well the true edges and details are preserved.

1) Smoothness after filtering: The pixel value at row $m$ and column $n$ in the inverse tone mapped HDR is denoted $x[m,n]$. We can find banding steps in the inverse tone mapped HDR image in the horizontal and vertical directions individually by two raster scans. We denote a horizontal banding step in row $m_0$ from column $n_1$ to $n_2$ as $\Omega_i = \{m_0,n_1,n_2\}$, where $x[m_0,n]$ is the same for $n_1 \leq n \leq n_2$, and $x[m_0,n_1-1] \neq x[m_0,n_1]$, $x[m_0,n_2+1] \neq x[m_0,n_2]$. The width of $\Omega_i$ is denoted $L_i^H$, where $L_i^H = n_2 - n_1 + 1$. Similarly, we denote a vertical banding step in column $n_0$ from row $m_1$ to $m_2$ as $\Phi_j = \{n_0,m_1,m_2\}$, where $x[m,n_0]$ is the same for $m_1 \leq m \leq m_2$, and $x[m_1-1,n_0] \neq x[m_1,n_0]$, $x[m_2+1,n_0] \neq x[m_2,n_0]$. The width of $\Phi_j$ is denoted $L_j^V$, where $L_j^V = m_2 - m_1 + 1$.

In the averaging process, our proposed debanding filter is a $(2v-1)$-tap sparse filter with fixed equal filter coefficients. The banding steps will be broken into many mini-steps after sparse filtering. We observe that the widest mini-step width after filtering shows how much banding remains. The filtering output is denoted as $y_{bcomment,\alpha}[m,n]$ when $D$ and $\alpha$ are used. The widest width of output mini-steps of $\Omega_i$ is denoted $L_i^H(D,\alpha)$, and that of $\Phi_j$ is denoted $L_j^V(D,\alpha)$.

We define a residual banding ratio of horizontal banding as $r_i^H(D,\alpha) = \frac{L_i^H(D,\alpha)}{L_i^V}$. Similarly, a residual banding ratio of vertical banding is defined as $r_j^V(D,\alpha) = \frac{L_j^H(D,\alpha)}{L_j^V}$. We pool...
Note that we obtain: more visible than narrow banding. The pooling is normalized with the width of the banding because wide banding is usually wide. We weight the residual banding ratio of each banding step and compute the residual banding level of the whole image as

\[ ResB(D, \alpha) = \frac{\sum_i \left( D, \alpha \cdot L_i^H + \sum_j \left( D, \alpha \cdot L_j^V \right) \right)}{\sum_i L_i^H + \sum_j L_j^V}. \]  

(5)

We weight the residual banding ratio of each banding step with the width of the banding because wide banding is usually more visible than narrow banding. The pooling is normalized by the sum of weights: \( \sum_i L_i^H + \sum_j L_j^V \). After simplification, we obtain:

\[ ResB(D, \alpha) = \frac{\sum_i \left( D, \alpha \cdot L_i^H + \sum_j \left( D, \alpha \cdot L_j^V \right) \right)}{\sum_i L_i^H + \sum_j L_j^V}. \]  

(6)

Note that \( 0 < ResB(D, \alpha) \leq 1 \). Smaller \( ResB(D, \alpha) \) means the output is more smoothed.

In the implementation, we exclude banding steps:

- where the 12-bit reference HDR is also flat (pixels in the region have the same codeword);
- the first and the last step of consecutive banding steps. If there are only two consecutive steps in the group, then remove the longer step;
- which are shorter than \( B \) pixels. For image resolution 1920 \( \times \) 1080, we set \( B \) to 7, and for resolution 3840 \( \times \) 2160, we set \( B \) to 14.

The remaining steps are called major banding steps. If there are no major banding steps, i.e., \( \sum_i L_i^H + \sum_j L_j^V = 0 \), we set \( ResB(D, \alpha) \) to 0.

To show the relationship between \( ResB \) and the smoothness of the filtered output, we first consider 1D synthesized data with steps of uniform width and uniform codeword difference between adjacent steps. Fig. 9a shows uniform steps with width \( W = 50 \). We plot the sparse filtering outputs using different filter spans in Fig. 9b-9f. The number of taps for averaging is 5 (i.e., the total number of taps is 7 with the two extra samples for decision). Each banding step in the input data is divided into at most 5 mini-steps. The relationship between \( D \) and the widths of mini-steps is in the Appendix.

In Fig. 9, the smoothest output is from \( D = 10 \) and \( D = 20 \), where the output mini-step width is uniform. When \( D = 5 \) (Fig. 9b), the widest mini-step after filtering is 30, and the banding is not smoothed well. When \( D = 15 \), the widest mini-step width after filtering is 15, which is larger than the widest mini-step width when \( D = 10 \) (Fig. 9c), and we can observe from Fig. 9d that \( D = 15 \) yields more jagged output. When \( D \) increases to 25, the widest mini-step width after filtering is 25, and the output (Fig. 9f) is coarser than the other outputs. We plot the residual banding level created by different \( D \) in Fig. 10a. The residual banding level is consistent with the jaggedness of the filtering output.

If both ends of the signal are ignored, the minima of the residual banding level are obtained when \( D = \frac{K W}{5} + K W \), where \( W \) is the width of a banding step, \( K \) is a positive integer and is not a multiple of 5, and \( K \) is a positive integer (see Appendix). Averaging different combinations of input codewords may result in the same output, so there are more than one minima of \( ResB \). This provides the possibility to achieve the minimum residual banding level for multiple groups of banding steps in an image where the widths of each group are different.

For the example of non-uniform banding steps in Fig. 4a, we plot the residual banding level of the filtering output in Fig. 10b. The minima are at \( D = 9 \) and \( D = 10 \), which correspond to span 37 and 41 in Fig. 5. We can see that Figs. 5d and 5e indeed look much better than Fig. 5c, and slightly better than Fig. 5f. We assume \( \Delta \) is big enough so that all the pixels are filtered.

For real data, the banding steps are usually non-uniform. To preserve the decoder hardware efficiency and limit the metadata bit overhead, we do not allow changing the sparse filter span within one image.

2) Fidelity to the reference HDR: Measuring the smoothness after filtering may not be sufficient to represent the overall quality. Detail preservation should be considered. We measure the distortion between the filtering output and the reference 12-bit HDR over the whole image, including both banding and non-banding regions. MSE is used to measure the distortion for simplicity.

We denote the reference 12-bit HDR image as \( \hat{x}[m, n] \). The distortion is computed as

\[ MSE(D, \alpha) = \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} (y_{D, \alpha}[m, n] - \hat{x}[m, n])^2, \]  

(7)

where \( M \) and \( N \) are the image height and width, respectively. Smaller MSE means higher fidelity to the reference HDR.
Fig. 11: Residual banding level, MSE and weighted sum using $\lambda = 10^{-5}$ of filtering outputs of Fig. 1.

B. Problem formulation

We want to reduce both the residual banding level and the MSE. We define a perceptual metric $J(D, \alpha) = MSE(D, \alpha) + \lambda \cdot ResB(D, \alpha)$, where $\lambda$ is a weighting factor that controls the trade-off between smoothness and fidelity. We select the filter parameters by

$$\{D^*, \alpha^*\} = \arg \min_{\{D, \alpha\} \in D \times A \cup \{0,0\}} MSE(D, \alpha) + \lambda \cdot ResB(D, \alpha),$$

where $D$ and $A$ are pre-defined sets of available candidates of $D$ and $\alpha$. $\{D, \alpha\} = \{0, 0\}$ means the filter is not applied. MSE is computed between the reference 12-bit HDR ($\hat{x}[m, n]$) and the inverse tone mapped HDR ($x[m, n]$). The residual banding level, $ResB(0, 0)$, is 1 if $\sum_i L_i^H + \sum_j L_j^V > 0$; otherwise, $ResB(0, 0) = 0$.

We find the filter span and the threshold factor by minimizing the weighted sum of the two terms. This formulation is commonly used in denoising and image enhancement algorithms [32]-[36]. This optimization is applied to each frame individually. We found that determining an optimal set of parameters for each scene does not smooth out all the banding, because the banding widths and strengths can be changing dramatically over a scene, especially in fade-in / fade-out scenes. Selecting the parameters of each frame by minimizing the sum of the distortion of a window of frames gives very similar result to the frame-based solution, but the complexity is increased. So we use the frame-based method.

For Fig. 1, the residual banding level, MSE, and weighted sum of the filtering outputs of different $D$ are plotted in Fig. 11. The residual banding level decreases as $D$ increases until $D$ reaches 10 for a given $\alpha$. Larger $\alpha$ yields slightly lower residual banding level, i.e., smoother output, because the threshold in the decision process (Fig. 6) is higher, so more pixels are filtered. However, more details are removed, yielding much higher MSE. Combining the two terms, $D = 10$ and $\alpha = 2$ are selected to minimize the weighted sum.

C. Computational complexity

At the decoder, our proposed filter needs 6 comparisons in the decision process, and one multiplication and 4 additions in the averaging process, for each pixel. A comparison needs two additions. In total, our proposed filter demands one multiplication and 16 additions for each pixel.
We implemented the proposed method in C and tested it on a 3.5 GHz CPU with single threading. The average filtering time at the decoder is 40.8 ms (i.e., 24.5 fps). At the encoder, due to the 16 combinations of $D$ and $\alpha$, and the computation of MSE and ResB, the average processing time is 698.2 ms. The processing time can be greatly reduced if multi-threading is employed. Hardware implementation can also accelerate the proposed filtering.

We compared our proposed filter against three debanding or dithering algorithms:

a) The method of Bhagavathy et al. [20]: This method is designed for 8-bit SDR images. Banding is detected at each pixel by looking for pixels with value $b \pm 1$ in a neighborhood, where $x[m, n] = b$ (un-normalized value), and $x[m, n]$ is the central pixel of the neighborhood. If some criteria are satisfied, $x[m, n]$ is replaced by a weighted sum: $\hat{y}[m, n] = g_{-1} \cdot (b - 1) + g_0 \cdot b + g_1 \cdot (b + 1)$, where the weights, $g_{-1}$, $g_0$ and $g_1$, depend on the ratio of pixels with values $b - 1$, $b$, and $b + 1$. We modified this method such that it can be used for inverse tone mapped HDR videos. Details can be found in supplementary materials. In total, this method requires 40 multiplications and 72672 additions for each pixel at the decoder. The computation is considerably more complex than our filter. If one wants to move the computation of weights to the encoder, she must transmit the three weights of each pixel to the decoder, equivalent to sending three more images. The overhead would be very high.

b) Bilateral filter [37]: the filtering output is $y[m, n] = \frac{1}{W_p[m, n]} \sum_{i=-u}^{u} \sum_{j=-v}^{v} w_p[m, n, i, j] x[m + i, n + j] w_p[m, n, i, j]$, where $w_p[m, n, i, j] = w_d[i, j] \cdot w_r[m, n, i, j]$. $W_p[m, n] = \sum_{i=-u}^{u} \sum_{j=-v}^{v} w_p[m, n, i, j]$, and where $w_d[i, j] = e^{-\frac{(x[m,n] - x[m+1,n+1])^2}{2\sigma_d^2}}$. $x[m, n]$ is the inverse tone mapped HDR, and the output $\hat{y}[m, n]$ is the filtered HDR. There are four parameters: the vertical span $2u + 1$, the horizontal span $2v + 1$, the spatial kernel sigma $\sigma_d$ and the range kernel sigma $\sigma_r$. We set $u = v$, and manually select the span and the two sigma values for each test image, ensuring that banding is removed from the image with the most details preserved by visual inspection. We set $v$ to 14 for 5 out of the 8 test images, and set $v$ to 24 for the other 3 test images. One may determine the parameters at the encoder by solving some optimization problem, but the decoder has to compute the weights. At the decoder, the bilateral filter demands $2(2v+1)^2 + 1$ multiplications and $3(2v+1)^2$ additions for each pixel (see supplementary materials). For $v = 14$, it costs 1683 multiplications and 2523 additions. If one computes the weights at the encoder and sends the weights of each pixel to the decoder, the overhead would be $(2v+1)^2$ images, which is infeasible. Although there are approximation methods (e.g., Chen et al. [38], Banterle et al. [39]) which can accelerate the implementation of bilateral filtering in GPU, the time and memory usage are still higher than the proposed filter.

c) Gaussian noise injection: we add zero-mean Gaussian noise to the reconstructed HDR. This is a simple method to cover banding and blocky artifacts in images. We select the standard deviation manually for each image so that banding becomes unnoticeable by visual inspection. Note that sometimes it is impossible to cover the banding even with extremely strong noise. The computation is lighter than our method. It costs only one addition for each pixel.

Besides the three filtering / dithering methods, we also compare the inverse tone mapped HDR without debanding. Note the parameters of bilateral filtering and Gaussian noise injection are selected by visual inspection, because this guarantees the best perceptual performance of these methods. The famous debanding algorithm, Daly and Feng [18], is not compared here, because it introduces new false ringing. Also, Bhagavathy et al. [20] claimed better performance than the method of Daly and Feng.

A. Objective comparisons

We compute the PSNR gains of the four debanding / dithering schemes over no debanding. The PSNR gains of the 8 inverse tone mapped HDR images are shown in Table I for banding regions and in Table II for non-banding regions. The average gains of our proposed filter, the method of Bhagavathy et al. and bilateral filter in banding regions are almost the same. Note that the method of Bhagavathy et al. and the bilateral filter are dense filters, and are computationally demanding. The three methods barely change non-banding regions, as PSNR gains are close to zero. The Gaussian noise injection has significant PSNR loss in all regions.

The PSNR gains of the 4 video clips are shown in Table III for the banding regions, and in Table IV for non-banding regions. Each test sequence is 10 - 15 sec at 24 fps. We do not include bilateral filtering because its computation is too intense, and we have to adjust the 3 parameters for each frame manually. The proposed method and the method of Bhagavathy
TABLE I: PSNR gain (dB) over no debanding in banding regions of test images.

<table>
<thead>
<tr>
<th>Image</th>
<th>Bhagavathy et al.</th>
<th>Bilateral</th>
<th>Noise injection</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.06</td>
<td>3.16</td>
<td>-23.56</td>
<td>3.70</td>
</tr>
<tr>
<td>2</td>
<td>1.70</td>
<td>2.14</td>
<td>-13.68</td>
<td>2.06</td>
</tr>
<tr>
<td>3</td>
<td>0.54</td>
<td>0.44</td>
<td>-12.96</td>
<td>0.62</td>
</tr>
<tr>
<td>4</td>
<td>3.87</td>
<td>4.03</td>
<td>-19.46</td>
<td>3.84</td>
</tr>
<tr>
<td>5</td>
<td>1.95</td>
<td>1.95</td>
<td>-17.32</td>
<td>1.99</td>
</tr>
<tr>
<td>6</td>
<td>2.50</td>
<td>2.40</td>
<td>-20.86</td>
<td>2.45</td>
</tr>
<tr>
<td>7</td>
<td>2.62</td>
<td>2.52</td>
<td>-20.65</td>
<td>2.38</td>
</tr>
<tr>
<td>8</td>
<td>3.84</td>
<td>4.01</td>
<td>-18.49</td>
<td>3.35</td>
</tr>
<tr>
<td>Average</td>
<td>2.76</td>
<td>2.58</td>
<td>-18.37</td>
<td>2.56</td>
</tr>
</tbody>
</table>

TABLE II: PSNR gain (dB) over no debanding in non-banding regions of test images.

<table>
<thead>
<tr>
<th>Image</th>
<th>Bhagavathy et al.</th>
<th>Bilateral</th>
<th>Noise injection</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.07</td>
<td>-1.59</td>
<td>-15.90</td>
<td>-0.05</td>
</tr>
<tr>
<td>2</td>
<td>0.10</td>
<td>-0.28</td>
<td>-7.12</td>
<td>0.16</td>
</tr>
<tr>
<td>3</td>
<td>0.03</td>
<td>-0.57</td>
<td>-4.07</td>
<td>0.05</td>
</tr>
<tr>
<td>4</td>
<td>0.03</td>
<td>0.01</td>
<td>-4.64</td>
<td>0.01</td>
</tr>
<tr>
<td>5</td>
<td>0.33</td>
<td>0.03</td>
<td>11.08</td>
<td>0.29</td>
</tr>
<tr>
<td>6</td>
<td>0.15</td>
<td>-0.08</td>
<td>-11.57</td>
<td>0.00</td>
</tr>
<tr>
<td>7</td>
<td>0.10</td>
<td>-0.56</td>
<td>-14.48</td>
<td>0.06</td>
</tr>
<tr>
<td>8</td>
<td>0.08</td>
<td>0.07</td>
<td>-6.99</td>
<td>0.05</td>
</tr>
<tr>
<td>Average</td>
<td>0.11</td>
<td>-0.31</td>
<td>-9.43</td>
<td>0.07</td>
</tr>
</tbody>
</table>

et al. achieve almost the same gain in banding regions, and preserve non-banding regions well. The noise injection has severe PSNR loss.

B. Subjective test

We also evaluate the performance of our debanding filter by a subjective test with 11 observers. The subjective test included two sessions. In the first session, subjects compared images in pairs: one image processed using our proposed debanding filter, and the other is from the method of Bhagavathy et al., the bilateral filter, Gaussian noise injection, or no debanding. The randomized images were labeled A and B. Subjects were given 5 options: “A is much better than B”, “A is slightly better than B”, “A is the same as B”, “A is slightly worse than B”, and “A is much worse than B”. Subjects were also asked to select the reasons why they prefer one to the other one. The possible reasons were: less banding, more details, less noise or other artifacts.

The second session involved video quality evaluation. Subjects rated the quality of each video sequence individually on a 5-point scale: “5 - excellent”, “4 - good”, “3 - fair”, “2 - poor”, and “1 - bad”. Four schemes were included: no debanding, our proposed method, the method of Bhagavathy et al., and Gaussian noise injection. We again asked subjects to select reasons for their ratings if they rated the quality below good. The possible reasons were: banding, loss of details, too noisy or other spatial artifacts, and temporal flickering.

Before the formal test, we ran a training session to ensure the subjects were familiar with the procedure and the rating system. The whole experiment took about one hour with several breaks. The visual testing was conducted on a Dolby Pulsar 4,000 nits HDR monitor.

1) Image comparison: The difference mean opinion score (DMOS) is computed between our proposed filter and the other schemes. Positive (negative) numbers mean our proposed debanding filter works better (worse) than the other scheme. We plot the DMOS and the 95% confidence intervals (CIs) in Fig. 14. The CIs for the comparison against no debanding are above zero for 7 out of 8 images, which shows our proposed filter improves the quality effectively.

For the comparison against the method of Bhagavathy et al., our proposed method shows advantage for two images. For image 2, eight subjects prefer our proposed filter to the
method of Bhagavathy et al. because the output of our filter has less banding. Two subjects favor the method of Bhagavathy et al. due to detail preservation. One subject thinks there is no difference. For image 3, ten out of eleven subjects prefer ours due to less banding. The other one prefers the method of Bhagavathy et al. slightly because it shows more details. We plot the pixel intensities of one row of image 3 in Fig. 15. The output of our filter is smoother than the output of the method of Bhagavathy et al. Some pixels in the output of Bhagavathy et al. (Fig. 15b) are not smoothed, because the reconstructed 8-bit SDR pixel values in the neighborhood are two codewords from the value of the central pixel. Therefore, no neighborhood satisfies the given criteria in [20]. In order to make the method of Bhagavathy et al. work for this case, one has to modify the criteria in [20]. The weighting would become more complicated. For the other six images, we cannot reject the null hypothesis that the two methods achieve the same performance.

Our proposed filter is slightly better than the bilateral filter for two images. The reason is that our proposed filter preserves more details. That is because the range kernel sigma of the bilateral filter, $\sigma_r$, is the same for all pixels, regardless of the iTMO. The range kernel sigma has to be large enough to smooth out banding over the entire image, whereas some areas which need smaller $\sigma_r$ are blurred. Making $\sigma_r$ a function of the iTMO is a possible way to improve the bilateral filter, but it requires further study and is not in this paper’s scope. The bilateral filter achieves the same performance as our proposed filter for the other 6 images.

Our proposed filter outperforms Gaussian noise injection for 7 out of 8 images. Most subjects think the latter is too noisy. For the other image, subjects have different preferences, so we cannot reject the possibility that the two schemes achieve the same debanding effect. According to the averaged DMOS, the advantage of our filter over Gaussian noise injection is even larger than the advantage over no debanding.

When we pool the DMOS of all the test images, our proposed filter outperforms all the other schemes. In Fig. 14e, CIs are computed using the scores of all the images. The CIs are all above zero. Our proposed filter has significant advantage over no debanding and Gaussian noise injection, where the average DMOS is 1.34 and 1.61. Our proposed filter also shows a slight advantage over the method of Bhagavathy et al. and bilateral filtering by 0.22 and 0.18.

Contrary to the objective comparison in Table I, the proposed filter outperforms the method of Bhagavathy et al. and the bilateral filter, mainly because the subjects were requested to evaluate the overall quality of the images, while the objective comparison only measures the banding region. Besides, the number of codewords generated by the proposed filter makes the output signal sufficiently smooth. Although the two compared methods (which are dense filters) give slightly higher PSNR gain by generating more codewords in some images, there is no visual improvement in smoothness compared to our proposed filter.

2) **Video quality evaluation:** We compute the mean opinion score (MOS) of each video sequence (Table V). Our proposed filter and the method of Bhagavathy et al. yield good quality on the average. No debanding and Gaussian noise injection are poor in quality.

We compute the DMOS of our proposed filter versus other schemes and plot the 95% CIs in Fig. 16. It is clear that our proposed filter performs much better than no debanding and Gaussian noise injection for all the test sequences. We cannot reject the null hypothesis that our proposed method performs the same as the method of Bhagavathy et al. for 3 out of 4 sequences. For Sequence 2, our proposed method has a small advantage over the method of Bhagavathy et al.

When we pool the DMOS of all the test sequences, our proposed filter wins over all the other schemes. All the CIs of Fig. 16d are above zero. We even have an advantage over the method of Bhagavathy et al.

During the rating of no debanding, banding artifacts were reported 95% of the time (Table VI). This is reduced to 18% when our proposed filter is rated, while banding is reported in the output of Bhagavathy et al. 43% of the time. That means our proposed filter is more effective at removing banding. The detail preservation of the two methods is quite similar, as detail loss was reported 7% and 9% of the time for the proposed method and the method of Bhagavathy et al., respectively.

When rating Gaussian noise injection, subjects disliked the noise, and reported banding 75% of the time. In the image comparison between our proposed filter and Gaussian noise injection, banding is reported in the noise injection scheme only 14% of the time. This is because banding is not masked well in moving pictures, especially when banding is moving. The high frequency noise does not make banding in low temporal frequency invisible.
Fig. 16: 95% confidence intervals of video DMOS of proposed scheme vs. other schemes.

TABLE VI: Percentage of time when artifacts are reported.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>No deband</th>
<th>Bhagavathy</th>
<th>Noise injection</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banding</td>
<td>95%</td>
<td>43%</td>
<td>75%</td>
<td>18%</td>
</tr>
<tr>
<td>Detail loss</td>
<td>2%</td>
<td>9%</td>
<td>0</td>
<td>7%</td>
</tr>
<tr>
<td>Noise</td>
<td>0%</td>
<td>0%</td>
<td>95%</td>
<td>0%</td>
</tr>
<tr>
<td>Flickering</td>
<td>5%</td>
<td>9%</td>
<td>14%</td>
<td>5%</td>
</tr>
</tbody>
</table>

Flickering was reported only 5% of the time for the proposed filter, which is the same as that of no debanding (Table VI). The proposed filter does not increase temporal incoherence.

V. CONCLUSION

We proposed an edge-aware selective sparse filter to remove banding artifacts and reduce coding artifacts in inverse tone mapped HDR videos. The filter combines non-smooth area detection and filtering, and is able to preserve edges and details. No banding map or filtering map is required to store at, or transmit to, the decoder. We proposed to select the parameters of the filter by minimizing a perceptual distortion metric at the encoder. The parameters can be sent to the decoder as metadata. This filter can be implemented and executed in hardware efficiently at the decoder, while providing visual quality that is better than or equal to that of algorithms which are far more complex. Subjective tests demonstrate significant advantage over the simple Gaussian noise injection.

APPENDIX

For uniform banding steps, a 5-tap unweighted sparse filter (no decision process) with equidistant samples can create at most four new codewords at each banding step in one direction. The proof is as follows.

The input uniform banding signal is represented as:

$$x[m, n] = p + \left\lfloor \frac{n - n_0}{W} \right\rfloor \cdot H,$$

where $W \geq 2$ is the width of each banding step, and $H > 0$ is the difference of codewords between adjacent steps (Fig. 17). Now we derive the output of horizontal filtering at $n_0 \leq n \leq n_0 + W - 1$ where $n_0 \geq 2$. The four samples entering the filter in addition to the sample at $x[m, n]$ are: $x[m, n - 2D] = p - aH$, $x[m, n - D] = p - bH$, $x[m, n + D] = p + cH$, and $x[m, n + 2D] = p + dH$, where $a, b, c, d \in \mathbb{N}_0$. We will prove two properties: 1) $a - 1 \leq d \leq a + 1$, and 2) $\left\lfloor \frac{n}{2} \right\rfloor \leq b \leq \left\lceil \frac{n}{2} \right\rceil$.

1) $a - 1 \leq d \leq a + 1$: from (9), we obtain:

$$x[m, n - 2D] = p + \left\lfloor \frac{n - 2D - n_0}{W} \right\rfloor \cdot H.$$

Since $x[m, n - 2D] = p - aH$, we obtain:

$$p - aH = p + \left\lfloor \frac{n - 2D - n_0}{W} \right\rfloor \cdot H,$$

$$\Rightarrow - aW \leq n - 2D - n_0 \leq - aW + W - 1,$$

$$\Rightarrow n - n_0 + aW + W + 1 \leq 2D \leq n - n_0 + aW.$$ (13)

Add $n$ to the inequality (13):

$$2n - n_0 + (a - 1)W + 1 \leq n + 2D \leq 2n - n_0 + aW.$$ (14)

Since $n$ is in the range: $n_0 \leq n \leq n_0 + W - 1$, we obtain:

$$\begin{cases} 
  n + 2D \geq 2n - n_0 + (a - 1)W + 1 \geq n_0 + (a - 1)W + 1 \\
  n + 2D \leq 2n - n_0 + aW \leq n_0 + 2W - 2 + aW
\end{cases}.$$ (15)

Combining both these inequalities with (9) and the fact that $x[m, n]$ is non-decreasing, we obtain:

$$p + \left\lfloor a - 1 + \frac{1}{W} \right\rfloor \cdot H \leq x[m, n + 2D] \leq p + \left\lfloor \frac{2 - 2}{W} + a \right\rfloor \cdot H.$$ (16)

As $W \geq 2$, we obtain

$$a - 1 \leq d \leq a + 1.$$ (18)

2) $\left\lfloor \frac{n}{2} \right\rfloor \leq b \leq \left\lceil \frac{n}{2} \right\rceil$: from (13), we obtain:

$$\frac{n + n_0 - aW}{2} \leq -D \leq \frac{n + n_0 - aW + W - 1}{2}.$$ (19)

Add $n$ to the inequality (19):

$$\frac{n + n_0 - aW}{2} \leq n - D \leq \frac{n + n_0 - aW + W - 1}{2}.$$ (20)

Since $n_0 \leq n \leq n_0 + W - 1$:

$$n_0 - \frac{aW}{2} \leq n - D \leq n_0 - \frac{aW}{2} + W - 1.$$ (21)

Combining (21) with (9) and the fact that $x[m, n]$ is non-decreasing, we obtain:

$$p + \left\lfloor -\frac{a}{2} \right\rfloor \cdot H \leq x[m, n - D] \leq p + \left\lfloor -\frac{a}{2} + 1 + \frac{1}{W} \right\rfloor \cdot H.$$ (22)

Since $x[m, n - D] = p - bH$,

$$p + \left\lfloor -\frac{a}{2} \right\rfloor \cdot H \leq p - bH \leq p + \left\lfloor -\frac{a}{2} + 1 + \frac{1}{W} \right\rfloor \cdot H$$

$$\Rightarrow -\left(\frac{a}{2} + 1 + \frac{1}{W}\right) \leq b \leq -\left(\frac{a}{2}\right).$$ (23)
Since \( W \geq 2 \), we obtain:

\[
\frac{a}{2} \leq b \leq \frac{a}{2},
\]

\( (24) \)

Similarly, we can prove that

\[
\frac{d}{2} \leq c \leq \frac{d}{2}.
\]

\( (25) \)

When \( a \) is odd, there are 8 possible combinations of \( b, c \) and \( d \) that satisfy (18), (24) and (25). The combinations are shown in Table VII where \( a \) is represented as \( 2K + 1 \) with \( K \in \mathbb{N}^0 \). When \( a \) is even, there are only 5 possible combinations of \( b, c \) and \( d \) that satisfy the properties. The combinations are shown in Table VIII where \( a = 2K \) for \( K \in \mathbb{N}^0 \). “Output” in the tables means the filtering output, \( \frac{1}{b} \sum_{x} x[m, n + jD] \). The output has 5 possible values: \( p, p - \frac{1}{2} H, p - \frac{1}{4} H, p + \frac{1}{2} H \) and \( p + \frac{3}{4} H \). Therefore, a 5-tap sparse filter with fixed equidistant sample spacing can generate at most four new codewords when used on equi-width banding steps.

The range of \( D \) has to satisfy the conditions listed in Tables VII and VIII so that there are \( n \in [n_0, n_0 + W - 1] \) that can achieve the combination. The ranges of \( D \) overlap, so some values of \( D \) can generate as many as four new codewords. Table IX shows the output codewords and the corresponding widths of the mini-steps for different ranges of \( D \). For simplicity, \( D' \) is used to represent \( D - KW \). The widths of mini-steps are computed by determining the range of \( n \) for each combination of the input codewords. Zero width means the codeword cannot be generated by this range of \( D \). In most of the circumstances, four new codewords can be generated by the filter. Fewer than 4 new codewords will be created only when \( D = KW + 4q \) where \( q = 4 \) or 3 and \( K' \in \mathbb{Z} \). Note that \( D \) is an integer, so these values of \( D \) can be achieved only when \( W \) or \( K' \) is a multiple of \( q \). The table indicates that \( D \) and \( D + KW \) yield exactly the same filtering output. It also indicates that the width of the output mini-steps is greater than or equal to \( \frac{W}{4} \), where the minima occur at \( D = \frac{KW}{3} + KW \), where \( K' \in \mathbb{Z} \) and \( K' \) is not a multiple of 5.

---

### Table VIII: All the possible combinations of \( b, c \) and \( d \) when \( a = 2K \) where \( K \in \mathbb{N}^0 \).

<table>
<thead>
<tr>
<th>( b )</th>
<th>( c )</th>
<th>( d )</th>
<th>Output</th>
<th>Conditions of ( D )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K )</td>
<td>( K - 1 )</td>
<td>( 2K - 1 )</td>
<td>( p - \frac{3}{4} H )</td>
<td>( 0 &lt; D - KW &lt; \frac{3}{4} )</td>
</tr>
<tr>
<td>( K )</td>
<td>( K )</td>
<td>( 2K - 1 )</td>
<td>( p - \frac{1}{4} H )</td>
<td>( 0 &lt; D - KW &lt; \frac{1}{4} )</td>
</tr>
<tr>
<td>( K )</td>
<td>( K )</td>
<td>( 2K + 1 )</td>
<td>( p + \frac{1}{4} H )</td>
<td>( 0 &lt; D - KW &lt; \frac{3}{4} )</td>
</tr>
<tr>
<td>( K )</td>
<td>( K )</td>
<td>( 2K + 1 )</td>
<td>( p + \frac{3}{4} H )</td>
<td>( 0 &lt; D - KW &lt; \frac{1}{4} )</td>
</tr>
<tr>
<td>( K + 1 )</td>
<td>( K + 1 )</td>
<td>( 2K + 2 )</td>
<td>( p + \frac{5}{4} H )</td>
<td>( 0 &lt; D - KW &lt; W )</td>
</tr>
</tbody>
</table>

---
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TABLE IX: Widths of output mini-steps after filtering for different ranges of $D' = D - KW$ where $K \in \mathbb{N}^0$.

<table>
<thead>
<tr>
<th>Range of $D'$</th>
<th>$W - D'$</th>
<th>$W - 2D'$</th>
<th>$3D' - W$</th>
<th>$3D' - 2W$</th>
<th>$W - D'$</th>
<th>$W - 2D'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 &lt; D' &lt; \frac{W}{3}$</td>
<td>$W'$</td>
<td>$W'$</td>
<td>$W'$</td>
<td>$W'$</td>
<td>$W'$</td>
<td>$W'$</td>
</tr>
<tr>
<td>$\frac{W}{3} &lt; D' &lt; \frac{W}{2}$</td>
<td>$W' - D'$</td>
<td>$W' - D'$</td>
<td>$W' - D'$</td>
<td>$W' - D'$</td>
<td>$W' - D'$</td>
<td>$W' - D'$</td>
</tr>
<tr>
<td>$\frac{W}{2} &lt; D' &lt; W$</td>
<td>$W' - D'$</td>
<td>$W' - D'$</td>
<td>$W' - D'$</td>
<td>$W' - D'$</td>
<td>$W' - D'$</td>
<td>$W' - D'$</td>
</tr>
<tr>
<td>$W &lt; D' &lt; 2W$</td>
<td>$W' - D'$</td>
<td>$W' - D'$</td>
<td>$W' - D'$</td>
<td>$W' - D'$</td>
<td>$W' - D'$</td>
<td>$W' - D'$</td>
</tr>
</tbody>
</table>
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