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Radidnuclide Imaging with Codéd Apertures and Three-Dimensional

Image Reconstructibn from Focal-Plane Tombgraphy

" Lee-Tzuu Chang

ABSTRACT

Two techniques for radionuclide hnaéing and reconstruction have
been studied;Aboth'aré‘used for improvement of depth fesolutién.

The first technique is called coded aperture imaging, which_is“a
technique of‘tomégraphic imaging. The image of an object is first‘
recorded in a coded form by a gamma camera with a special aperture
containing a coded hole patterﬁ or opening; A decoding process is
needed to reconstruct the image from its coded form. The investigations
of this technique are concentrated in theory and a'feﬁ prospective
coding—decoding meﬁhods. The results show.that‘a non—redundant pinhole
coded aperture can provide us a simple and reliable way to obtain the.
images of a 3-D object with adequate depth rééolutions-and low
background'artifacts. |

The'second technique is a special 3-D image reconstrﬁction method
which is introduced here as an improvement to the so called focai—p1ane
tomography. This method can be applied to a number of tomographic
imaging devices, such as the positron camera, the rotating slanted-
hole collimator camera (tbmocamera), the multiplane tomographic scanner
(tomoscanner), and the multiple pinhole camera. Applications of this

reconstruction method to the last tomographic imaging device have shown,
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through computer simulations and experiments with radioactive phantoms,
that within the limit of the depth resolution of the tomographic imaging
device,.structures from activities aboﬁe and below. the in-focus‘planes

can be removed mostly from the focal—planeftomographic images.
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0. INTRODUCTION TO RADIONUCLIDE IMAGING

0.1 _Review of Radionuclide Imaging in Nuclear Medicine

Nuclear medicine is the.applicatibn of radiéaqtive materials to
the-diagnésis and treatment of patients and»fhg study of human.disease.
(Refs. 1-4) From ité-early beginings when arﬁificially prodﬁced
radionuclides first became availables, nuclear medicine haé devoloped
into one of the most exciting and important componehts of modern
biomedical science. Nuclear}methods‘have found application in both
the diagnosis and treatment of diseaée.‘ With the passage of time,
however, diagnostic techniques are receiving an increasingly large
share of the. attention of clinical investigators.

In diagnostic nuclear medicine, examinations of tumors, organs,
or other anatomical structures are carried out by detectidn of the
electromagnetic radiation emitted by radioéctive substances concen-
trated in these structures. These electromagnetic radiations may 5e
either emitted by the radionuclide(gamma rays), or they may result
from ;a process secdndary to radioactive decay(x rays and annihilation_
radiation). (For the sake of simplicity, the different electromagnetic
radiations*will, in this thesis, be called gamma rays). The instru-
ments used for this purpose can be broadly categbrized into (1)
scanﬁers and (2) gamma cameras.

Scanners utilize radiation detectors collimated to accept

photons from a single resolution element of the structure to be



visualized, and the image~6f thevsﬁructureiis forméd'by a scanning
motion 6f the detector ovef the areé of interest. Gamma cémeras;'
on the other hand, are stationary devices; their radiation detecfor
continudusly observes the whole field to be visualized. Only a
discussion of gamma cameras wiil ﬁe givén in this section for the
purpose of this thesis, descriptions of'othervinstruments for radio-
iﬁuclide imaging should be refered té Ref. 6.

Radionuclide cameras are relatively new inStruménts for imaging
the distribution of radiocompounds inside the body. They have many
advantages over scanners.7 The& have the ability.to "see" some
organs in their entirety and to display visually changes in an organ
during a dyn;mic function test. Most of them are constructed so the
detector head can be posiﬁioned to do organ imaging'either in the
recumbent or the sitting position. The éonstfuction of a gammé'camera
consists of three components: (1) a device capable of channeling the
gamma-ray photons with the purpose of forming an image, (2) a'détector
sensitive to the gamma-ray photons, and (3)la system capable of es-
tablishing a spatial relationship between the signal suppliéd by the
detector and the position of the gamma-ray photons invthe image
formed by L.

Since the index of refraction of optical lenses is véry close
to one for electromagnetic radiation with wavelengths in gamma-ray
region, a large lens aperture provides no‘meansvof collimating
gamma-ray photoné for.the image forming. A number of‘different

methods of collimation have been used with the purpose of providing



the detector of a gamma camera with an image formed by gamma-ray
photons. Conventional collimating devicés are multichannel colli-
mators and pinhole apertures. Other collimating devices such as

8,9

slanted multichannel collimators, converging (or diverging)

1, 12 are relatively

multichannel.collimators,lq and éoded apertures
" new designs and their special uses will be explained in Section 0.2.
Multichannel (or parallel-hole) collimators are the most widely
usedvimage forming devices in gamma cameras. They consist of a
series of holes or channels with parallel axes in a plate made of
a dense and'heavyymaterial such as lead. The image-forming mechanism
of a multichannel collimatqr is shown in Fig.l-1. The gamma-Tay
photons emitted from the source p;ss through the parallelvchannels
Qf the collimator and form an image of the source distribution with
its size and orientation unchanged. The best image reéoiution is
obtained by means of a multichannel collimator in contact with the.
object observed, and this resolution decreases with distance.
The principle of operation of pinhole apertures for gamma rays
is identical to that‘of the pinhole optical camera. A pinhole aperture
cbnéists of a hole that is provided in a plate opaque to gamma(ray
photons, qriginating at the object to be visualized anq traveliﬁg
towards the hole as shown in Fig.l-2, form an'inverted image of the
ébject at the detector. The size of the image is determined by the
object-to-aperture and the aperture-to-detector distances. Tﬁus,.
a pinhole aperture has the'ability to magnify images of small objects

for a better image resolution.



There are many position sensitive. devices which can be used as

detectors in gamma cameras. At leaSt four different types of gamma

cameras can be identified aqcording to the detectors used. The Anger

’" are the most widely used gamma cameras.

type scintillation cameras
Commercially-available Anger Cameras use a 1/2-inch thick NaI(T1)
crystal that varies in diémeter from 12 to 13.5 inches, depending on
the manufacturer, and use 19 or 37 multiplier phototubes.arranged in
a hexagonal array. Othér expérimental types‘df gamma cameras that
have been used are-image inﬁensifier camerasl3, spark chambers14

and multi—wirevproportibnal'chambers,15 and semiconductor imaging

systemsls. General descriptions of these gamma camera systems are

given in Ref. 6 and 7.

0.2 Tomography and Three-Dimensional Image Reconstruction

An important 1imitétionvof the conventional gamma cameras is
that gamma cameras with a pinhole aberture or a parallel-hole
collimator can not "see" the depthbof an object distiibution.

A conventional gamma camera photo is only a two-dimensional portrayal
of the tﬁree—dimensiénal distribution of the object. For the purpose
of diagnosis for abnormality in small lesions, itvis highly desirable
to have imaging dévices which can exclude the unwanted activity above
and below the plane of interest. During the last 50 years, radiology .
has developed several methods to exclude uhwanted information and |
improve the radiographic image. These methods are called tomography

from the Greek words meaning "to write a cut".
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Conventional rédiographic tomography enhances the visibility of
radiographic structures on or near a chosen plane by blurring all |
objects off the chosen plane, thereby reducing the confusing effects
of overlying and underlying structures. In_radidﬁuclide imaging, -
the same technique is uséd with more fléxibility'bécause-of'the
avaiiability‘of vérious radionuclides for radiopharmaceuticals and
advanced instruments for imaging. To avoid confusion ﬁith the old
terms used in radiology, a specific term was suggested by Anger fbr
the radionuclide imaging methods that result in sharp images of
radiocactive objects located on a chosen plane énd blurred images of-
objects located‘abovevof below that plane; i; is called focal-plane
tomography. The earliest apparatus used for this purpose aré recti-

linear scanners with wide-angle focused colliminators,?”"19 and

20,21 During the last decade many new instruments

positron cameras.
and techniques have been introduced to perform focal-plane tomography,
some of them have been actually in use for quite some time while others
are still under study. Examples are the multiplane tomographic

scanner (tomoséanner),22 the rotating slanted-hole collimator camera

' 8,9 s s s 10

(tomocamera), the magnifying collimator camera, and coded aperture

11,12 A summary of all these tomographic imaging devices and

imaging.
techniques is given in Ref,.23.

Coded aperture imaging was recently intréduced in the field of
nuclear medicine imaging first by Barrett11 and later by Rogers12

as a high resolution tomographic imaging technique. The speciall

feature of this imaging technique is that it is a two-step process.



The image first obtained from a coded aperture imaging syétemiis ﬁot
in a recognizaple_form. It must be decodedvbefore the truevimage can
be visualized. The depth information of the object distribution is
stored inithe céded image and can be brought back through the decoding
process. 'Although in some cases coded aperture imaging pfovides u;
net gain in signal collection efficiency, the main advantage of coded
aperture imgging is.its ability to get tomographic images without ény
movément of the object or thé camera (inclUding the collimating
device). Brief descriptions of this imaging'technique will be

given in Chapter 1, and an intensive analysis is the subject of Pért'I
of this thesis,

Although tomography provides us better image céntrast and depth
resolution than the conveﬁtional methods, it does not eliminate the
events from off-plane activities,vand such events can stiil reduce
the contrast and the visibility of the in-focus imagés e?en through
these events are scattered}‘ Since the objects for nuclear medicine
imaging aré often of low contrast, it is often not poésible to iden-
tify the true in-focus images from the out;of-focus background images.
Removal of the background images would enable detection of smaller.
lesions and of lesions of lower contrast. It is possible to rgmove
the unwanted béckground images from the focal~-plane témographic images
provided that the direcﬁion of each detected gama-ray event is known.
A method of 3-D image reconstruction, which will be given in Part II
of this thesis, is for this purpose.

In parallel to the rapid growth of radionuclide imaging, trans-

«



mission imaging in radiology has also achieved great improvement. A
3-D radiographic imaging technique, called tomosynthesis, has been

37,38 Instead of a continuous

studied-ﬁy_a number of investigators.
motion (in conventional tomography) a discrete sample procedure is
performed in tomosynthesis, i.e. N discrete radiographs are recorded
from N different positions of the x-ray source.. Tomogfébhie imagesb
of an object at variousAdepths are constructed from its sample radio-
Agraphs. This imaging‘technique has also been used in radionuclide
imaging. A gemma camera with a multiple pinhole array aperture.
(or a single-pinhole aperture at N different positions) is used
in this case. Detailed descriptions of the method of tomosyntheéis'
in radionuclide imaging is given in Chapfer 5. Both conventional
tomography and tomosynthesis are not capable of imaging fast moving
objects because of the duration of the sequential imaging pfocess.
To overcome this difficulty, Weiss has suggested a method ofbcoded
sources for imaging of objects like the beating heart or fast flowing
‘contrast media injected in the brain, kidneys er other organs. This
method uses a single radiograph (coded imaée) generated by an array |
of x-ray sources to construct the tomographic images of the object.39
The priﬂciple of operafion of'a coded source imaging system is exactly
the same as that of a coded aperture imaging system.

.Aside from tomographic imagiﬁg in Xx~ray transmission study,. a
number of improved image reconstruction techniques, such as the

. . . 4 . . .
algebraic reconstruction technlques,2 the iterative reconstruction

. 5 . . . .
techn1ques,2 the Fourier reconstruction technlque,26 and the technique



of 1iﬁear superposition with.compensation,27 have shown great promise
for 3—b image reconstruction._ All Qf these techniques have the advan-
tage of being section imaging methods in'which a layer of the object
is imaged from its sides so that neither the activity nor the radi-
ation of the overlying and underlying structures can influence the
image ¥econ$truction of a chosenvplane sectidn. Image recénstructions
are actuélly perfbrmed in the x-y plane. Budinger has adopted some
of these techniques in radionuclide imaging;28 It is evident that
studies of various 3-D imaging and reconstruction techniques as well
‘as improvements of tomographic imaging techniques witﬁ better depth
resolution and iﬁage contrast and minimum_baékground artifacts will
be thé future trends for both radiographic imaging and radionuclide

imaging.



"PART I RADIONUCLIDE IMAGING WITH CODED APERTURES

1. INTRODUCTION TO CODED APERTURE IMAGING

‘1.1 Coded Aperture Imaging in Nuclear Medicine

It‘waé éxplainéd in Section 0.1 that a gaﬁma camera requires a
device capable of channeling the gamma-ray photons with'the pufpose
of forming an image. A pinhole aperture or a multichannel qollimatof'
can provide the detector of the gamma camera a direct mapping of the
object diStribution. Aside from the size and orientation the image
impinging'on:the detector is an exact 2-D portrajal of the objeét
'disﬁribution. Thus, a pinhole aperture or a multichannel collimator
,giVes us a simple and direct way to obtain images of objects in the x-y |
plane. In order to'obtain some information on the objéct diétributioﬁ
“in the =z directipn one hés'to take several views of the object at
different angies. This means longer exposure time is required.

One way which can enable us to get several views of the object
at different angles without increasing the‘exp05ure time.ié to add more
pinholes to a single-pinhole aperture plate of é gammé camera. In
this case, however, all of the pinhole views impinging on the detector
ovérlap one another and are spread over a large area of the detector.
The image of the'objeét is no longer recognizablevénd'a meahs of imége
reconstruction is required. This image is sa;d to be coded bf the

pinhole pattern of the aperture plate. We shéil call it a coded image
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or é shadowgram.

Coded aperture imaging is an indirect methqd of iméging in which
the conventional pinhole aperture or multichannel collimator is re-
placed bf a plate cdntaining a coded hole pattern or opening, as
shown in Fig;1¥3. “A point gamma~ray source will cast a shadow of
thié hole pattern on the detector ahd this shadow is the CQQed image
- of the point source. A source distribution ié'encoded as a supér-
position of maﬁy suéh pétterns. The hole patterniis chosen to
facilitate the image reconstruction or decoding process and to
ensure a faithful reproduction of the source distribution. The
decoding may be accomplished in a number of ways both opticaliy'
‘and elecfronically.

Any aperture plate with opening other than a single pinhole
-may be called a coded aperture plate, and there exist many different:
code patterns. The multiple-binhole—array(MPA) coded apertures
énd the Fresnel-zone-plate(FZP) coded apertures are the'besﬁ known
ones. A multiplé—pinhole-array aperture is siﬁply én aperture
consisting of a number of pinholes. The random pinhoie array shown
in Fig.l-4a was‘first suggested by Dicke29 for X-ray astronomy and
has beeh used for solar x—radiation.30‘ This type of MPA consists
of a large number_of piﬁholes randomly distributed having an average
transmission of 50%. |

A second type of MPA is called the ﬁon—redundantbpinhole'array
and an example éf this type is shown in fig.l~4b. The nbn-redundant

pinhole array was originally proposed for radar antenna.31-33
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Anboptical simulation of the use of this typé of MPA was shown by
Wouters, et al.34 The positions of the pinholes of a ndn—rédundant 
pinhole array are carefully chosen so that‘the vector distance between
ény two pinholes occurs 6n1y once, i.e., the pinholes.are spaced
non-redundantly. This hon-reduﬁ&ancy means that_the autocorrelaﬁibh
.fﬁnction of this pinhole array is sharply peaked at ﬁhe centerrand
unifornly distributed elsewhere.

The reconstruction of a MPA coded aperture system can be made
by correlating the coded images with the original coded pinhdle
aperture array. It is done either with a simple optical sysfém or
with a small digital coﬁputer.. fhe resulting images from thié,two—
step system ha&e a finite depth of focus, that is, a sharp recon-
structed image_éan be seen‘at the'appropriate‘image plane aﬁd blurred
iﬁages are seen at image planes some distahce away from that plane.;i
Therefore, 3-D ihformation of the object distribution is obtained‘
through this éystem. Thefe is also gain in éeometrical efficiency
due to the increased number of pihholes o&er the single~pinhole
aperture system. But as the object ;o be.imaged.becomesllarger the
signal;to—noise ratio 6f coded aperture imaging decreases and_the
‘gain in geometrical efficiency is lost (this.will‘be explained later).

Perhaps the first use of -a coded aperture was by Mertz_énd
,Youhg who\used a Fresnel zone plate.to image x?ray stars.35 Decoding
was done by using cohe;ent light from a laser. Barrett later applied
this method to Nuclear Medicine imaging.36 The FZP codéd_aﬁerture

systems are somewhat more complicated than the MPA coded aperture
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systems because of the additional focusing pfoperty of Fresnel
zone plates., A FresﬁelAzone'pléte consists of‘a nqmber of concentric
zones and the radius of the nth zone 1is given by T, ='\rﬁ' fl’ where
LY is the radiué of the first zone. The transmission of each zone
is either 0 or 1 as shown in Fig.l-4c. It is known that a Fresnel
zonevplate behaves somewhat like a lens. When theé zone plate is
illuminated with a plane wave of monochromatic light, parf of the.
light is diffracted into a converging spﬁerical wave so that it forms
a bright focal spot according to the formula f = r%/x. » where f is
the focal length and A is the wave length of tﬁe incoming coherent
light.” Detailed analysis of the diffracpioﬁ properties of zone
plates will be given in Sections 2.2 and 3.3.

The coded image or zone plaﬁe.shadowgram is obtained‘by,putting
a zone plate mask somewhere between the radioactive 6bject,and the
detector. ‘For two point sources located at different distances
from the zone plate mask, the shadowgram so produced consists of
two zone plate patterns of different sizes. Upon passing a beém
of coherent light through this zone plate shadowgram, the large
zone plate pattern in the shadowgram focuses the 1ighf~beam to al
point further away from the shadowgram than that.from the small
zone plate pattern because the foéal length of a zone plate pattern
is proportional to the area of the first'zone(r%). Therefbre, by
coding the object distribution into a zone plate shadowgram, the

3-D information of the object distribution is stored.
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1.2 Advantagés and Limitations

The coded aperture systems have a number of advantaggs o?er
the conventional imagihg systems. The most important one‘ig that
the coded aperture systems can offer us three-dimensional information -
about the source distribution. cherﬁadvantages'are :

(1) Since the coding-décoding process has very little correlation:
with the backgrognd and'scéttered radiation, the resulting_imége
is less sensitive to it. For the séme reason, other noise such-.as
electronic noise and film noise (if there is any) can cause only
slight problem to the coded aperture systems as éompared to the
conventional imaging systems.

(2) The effect.of honuniformityvof.the detector systems is less
dominant when the coded_apeiture imaging technique is used.

(3) For noncompact sourceldistributions such as the skeleton, and
for source distributions having a small number of bicture elements
such as the thyroid glands, the kidneys, and the pancreas;‘the
signal—to-noise ratio is higher when we usé the coded aperturé
systems beéause'of the net gain of geometrical efficieﬁcy over the
single pinhole camera systeﬁs;sa’sa’ss

(4) Coded apertures offer us considerable flexibility.in terms

of field of view and image magnification as compared to the
parallel-hole collimators.

There are also limitations and drawbacks to the coded aperture

systems. These are :
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(1) The coded apertufe systeméx;equire larger detectors in drder

to covef it§ field of view whicﬁ is iarger.than that of é con-
ventioﬁal.imaging system. |

(2) The sign#l—to—néiée'ratio-of a coded aperture system decreases
as the size of the object to be imaged increasés.

(3)vThe coded aperture systems require.two-gtep processing which is
time_consumihg when on-line computer proceésing is not available (in

that case, an optical reconstruction method is used).
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2.  ANALYSIS FOR CODED APERTURE IMAGING SYSTEMS

2.1 Coding and Decoding. -

As mentioned earlier coded aperture imaging is a two-step
process, co&ing and decoding. Therefore an analysis=of some general
aspects of the coding-decoding process would enable us to'get a better
‘understanding of the.prospective and the limiting'features of coded
aperture imaging in nuclear medicine;

The anglysis of a coded aperture imaging system is similaf to
that 6f an electrical communication system. Both the imaging sysﬁem.
and the communication system are designed to collect or convey infor- _
" mation. Although in the latter case the information is of a tgmporal
nature (i.e., a modulated voltage or current waveform) while ﬁhe former
case it is of a spatial nature (i.e., a distribution over space),
there is actually no substantial difference between them from an
abstract point of view. In the analysis of communication systems the
electronic networks which are studied often possess two important
properties called linearity and invariance. Any system which is
linear and (time- or space-) invariant can be described mathematically
with considerable ease. A system is said to be linear if the
following superﬁosition property is obeyed for all input functions

f(x,y) and g(x,y) and all complex constants a and b

\P { a f(x:)’) + b g(xy}') } = a \y {f(X,Y)} .+ b \P { g(x)}’) }':
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where the mathematical qperator_\y{ } represént_s vthe‘ system, which

we imagine to 6perafe on input.functions' tb produce‘output functions. -
We let the symbol'h(x,y; ‘Iz, §) denote the fesponse of the‘_'sys'tém at
point (x,y) of the oﬁtiput space to a é—function input at coordinates

(’z ,S‘) of the input space: that is,

h(x,y5%,¢) = Y { S (x-7) =8 )}
The function h(x,y;.q ,'j) is called .t_he impulse response of the system.
A linear imaging-vsystem is said 11:0 be space~invariant if its impulse
response h(x,y; 7 ,3) depends only on the d'istancesvv (x—?‘) and (y-¢ ).
For such a system we can write h(x,y; ’( ,‘f‘) = h(x-’z ,Y—j) and
h(x,y;0,0) = h(x,y). ’fhus an imaging system is space-invariant if
the image of a point-source object changes"only in location, not in
functional forrﬁ,. as the point source moves from one place. ( 7?1,$1_)
to another (’(2, 5‘2). A coded aperture system is approximately linear.
and space-invariant within its field of view if the attenuation of
gamma rays between the source and the detector (which is assumed to.
be linear) does not changé much from one Straight—lirie _patﬁ to anothér.
For the purpose of analysis, we consider all.; coded aperture systems
to be linear and Space?invariant and assume the attenuation of gamma ‘
rays between the source and the detector is negligible.

_In the next two sections studies of the coding-¥decoding process
will vbeb given in both the spatial domain and the frequency domain.
Terms such as convolution, correlation, and Fourier transforlﬁ_wil_l
be used very often without éivihg any. deséri_ptic.mfs of théir mathe-

matical properties and physical significance. A few textbooks in
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optics and comﬁunication theory are listed in Refs, 49351358Jand §9
for reference.
| Although on-line decoding is"possible iq qdded aﬁertgye imaging,A
the decoding qf éoded images is mostly pérformed off-line. Thgpefore
a coded}aperture system is considered as tﬁo subéyStems. Wé define
‘the imaging or codiné system as the>gamma camera system whiph_makes
the shadowgra@; And define thé reconstruction systgm:as the system
which performs the decoding of the shadowgrams. The‘shadowgrém'of
a pbint source is the impulse or point respoﬁse 6f'th§%iméging system,
This impﬁlse responsé ié a binary function (i.e., the functipn héS'
oﬁly'two possible values, O orjl) because the transmission éf fﬁe
coded épértufe plate is binafy. “Howe;er, it is poséigle tb'céﬁétruét
ah'imaging syétem which gives an~imphlse response function_other than
a-binary function“(this will be explained in the next‘séétisn). The
impulse response of the reconstruction systém, on the other hand, may

be any type of ‘function(real or complex).

2.2 Spatial Domain Analysis

We consider the imaging of a Z-D.source distribution first.

_ We let ﬁhe distribution of the source iject be giveh by o(x,y)

and the'projection of the coded aperture pattérn on the deteétbr
‘from a point source at (0,0) in the objec; plane be gi;eﬁnby h(x,y).
h(k;y) is then the impulse (or point) response of tﬁe imaging system.

The image of o(x,y) on the detector formed by a hypothetic pinhole at
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(0,0) ‘in, the aperture plane is given.b‘y T'L-o(--'-x,-. ;'_-y), ﬁhere'

ol =38 /S is the magnlflcatlon factor of the 1magmg system reéultmg
from the imaging geometry shown in Flg 1-3. Applym_g the principle of
superposition to this linear and space-invariant system, t‘he coded
';i.x_nage or shadowgram of tpe object o(x,y) on the deteetor plane is
g;'wen,' by the convolution integral of the image —;?o(-‘i—x,-i.-y) and
the impulse response .h(x,y) as

s(x,y)‘— ffo(—-(? Jf))h(x,y, ,j)d?df ——//o(—-(? Jf))h(x- ,y-—f)d?df

-0y =00 08 «00

Adopting the commonly used short-hand notation for a convolution

integral, the shadowgram s(x,y) is expressed as, with r = (x,y),

- s(x) = —i;o(-&_l_‘)@ h(r) _ : (2.1)
To get the image of o(xr) we ha\}e to perform a decoding operation

on the shadovwgram. s(r). This decoding operation can also be ‘expressed :
in a form of convolution integral because the reconstruction system is
also linear and space-invariant(this will become apparent later). ‘If
h'(g) is the impglse response of .the reconstruction system, the output

image i(r) from this system to an input ol s(-olr) is then given by

i) = ql.z s(- &_1;)’ @ n*( ar) = o(x) ® [h(-a;) ® n'( d.;)]
‘ - | (2.2)
- Since only o(x) ® 3 (2) = o(r), a perfect reproduction of the
2-D source distribution o(x) can be obtained only if ‘h(-d_x_‘) @n' (arx)

= §(otr).
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" A commonly used decoding technique for the Areconstruction of
MPA coded shadowgrams is the dptical correlation method. This method
takes h(_I;), the impulse response of the imaging system, _as h'(£) of
Eq.(2.2) so that the resulting image i(r) becomes

~ (o) = o(.r_)' [ h(-ax) 'h(ag)]

00 oo

Since  h(-r) @ h(z) = ffh(—’z,-fj h(x-qy-§ ) 47 d¢
v = fjh(?"j') h(X+?',y+\§') d’Z' dvf' - .

= h(z) @ h(x),
the image i(£) can be expressed as
i(x) =.o(£) ® [h(ocg) _®h(oc_r_)] = o() ® aCar), (2.3

where ® is used to represent the correlation of two functions and a(xr)
is defined as the autocorrelation function of h(r). We see that in
this case thé resulting image i(r) is the convolution of o(x) and
‘a(oC_g) or, in other words, the image of o(_I;) is blurred by th‘e éoding-
decoding. process with a point spread fuﬁction alebr). If a(x) is é
delta function, 5 (E)’ then there is no spread of o(£) and the
resulting image '1(_1:) is a perfect reproduction of the original

source distribution. However, this has never begn the case for

any known code.d'aperture systems, The best autocorrelation function‘
we can have, from various MPA coded vapertur(e functions, only approxi-

mately resemble a delta function, as shown in Fig.2-1b, ‘which is from

a non-redundant pinhole array function. A study of the autocorrelation

e
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funétions of'three_différent types of pinhole arrays as well as the
Fresnei zone ﬁlate will be given in Section 3.2. 'Experiméntal results
from MPA coded aperture'systems using the optical correlation method
will also be given there.

The correlation method may also be applied to the reconstruction
of FZP coded shadbwgrams. However, the reconstructed images with this.
method are generally embedded in a bapkgrOuna of high intensity due to
the distribution of a(x) of the Fresnelizone'plﬁte. If'the correiation _
méthod will be used to decode the FZP coded shadowgrams a complex coding
method can be applied to gliminate ﬁhe béckground. This method_préducés:
an equivalent impulse response with a S—function-like autocorrelation
(an example is shown in Fig.2-1d). Descriptions of this method will be
given later. | o

The commonly ﬁsed decbding method for the reconstruction of FZP
coded shadowgréms utilizes the diffréction propertiés of zone plate
patterns. The transmissioﬁ function of an infinitely large Fresnel
zone plate can be expanded into a Fourief sine series plus a positive
constant (= 1/2). If we use th(z) to denote this transmission fUnction:
aﬁd let x = r2 and T = Zr% = the pefiod, the Fourier coefficients of

th(g) are calculated as follows:
{1 s if :r2n<'_1_',|_<r2n+1
0, 3 xy <2l o+

where T, =N r1 forn=0,1, 2, ..., and rlvis the radius of the first

h,p(X) = th(g) =

zone of the zone plate. The Fourier series expansion of th(x) is
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given by _
_ th(x) = a + a_lcos(Zﬂx/T) 4+ oee. ancos(antx/T) T bls11‘1(v21rx/T)

+ ie. + bnsin(Zmrx/T) + ee0 »,n =1, 2, ...

T ' T/2
--1-f h (x) dx = lf dx = 1/2
zZp ‘

a -
o .T 0 T 0

2 o |

= = : = — : v ' =0
a, T[(f) th_(x)v cos(2nmx/T) dx e cos(x ) dx ) |
o T ) nm " et ] n=1’3"oo
b = 2/ h- (x) sin(2mrx/T) dx = 1 sin(x') dx' = nm :
n T 0 zZp n~« 0 -

0._, I’1='2',4‘,..‘ .

In terms of r2 and r]Z., the zone plate transmission function is given

by .
_ , 1,2 ., 2,2 2 . ., 2,2,
th(z) = 5+5% sin(nr /rl) + ... +:nﬂ sin(nnr /rl) + e |
, : S (2.4)
n=1, 3,5, ... = odd positive integers
or (in complex form)
. ., 2, 2 o 2,2 .. 2,2
. y . 1 i -iwc"/rr i imr/r oA dnwrt/ry
th(z)_ 2+ e 1 'T{e 1 L] nq(e 1 L
, ' (2.5)

n =‘i‘1’ 13’ :tsi ees = o0dd in‘tegers

Eq.(2.5) implies that, if a plane wave of light of wave length A
is incident on the zone plate, each exponential term of Eq.(2.5) will
modulate the phase of the wave by an amount: given 5y nﬁrz/rlz_ (n =41,
43, 5, ...). It is known that, after the incidence of this wave 'oni
the zone plate, part of the light is diffracted into ‘both converging
"and diverging spherical waves which come into a number of focal spots .
according to the formula fn = rf/n?» (n = odd integers), and. the reét of‘
the light is uriaffected. The foéal l'ength"sv fn can be calculated from a

simple equality as follows: In order to have a constructive interfer-
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ence at (0,0,z) of wavelets emerging from point' sources at (x,y,0)

with amplitudes 1 and phase factors n'r(rzlr% '(rz = x2 + yz)‘.the

following equality must .be satisfied.

ZZ + 1
n

Expanding the first term of the above equality and making a two-term

approximation gives

z(1+r%/nz?)-z = A or - z.a:r%/n?» .

- In the reconstruction of FZP coded shadowgrams only the term
—ine?je? | e . L ’
e 1 in Eq. (2.5) is considered as the "signal carrier"; all the
other terms in the complex expression of th(g) are unwanted. The
reason for this can be explained easily by use of Eq.(2.2). When the
diffraction property of a zone plate is utilized for the reconstruc-
- tion of ‘FZPi coded shadowgrams the impulse response h'(r) of the recon-

, ‘ . .2 :
struction system is given by the Fresnel wavefuction -;\-l-z et Iz (this
will be described in detail in Section 3.3). The output image i(r) on

the first focal plane of the zone plate, z = r%/k. » is given by

. i i'm:Z/r2 ' -'i'ltrzlr2
o(r) ® [th(-_t;) & (-5 e 1) ] . Only the component e 71 of

1
th(g) is in au.tocorr.e_lation with h'(_t;) and this autocorrelation
produces a delta;-funétion response which, upon convbluting with o(g_),
results in a perfect reproduction of O(_I_‘).‘ (The proof of this property
will be given in Section 3.3) All thé other components of th(}‘_)v
results in b_ackgfound and artifacts which are subérimpoéed on the true
image of o(r). The largest contribution of the background and arti—.

facts is, of course, due to the undiffracted light from the zero order '
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componerit of h (r), i.e. 1/2 in Eq.(2.5). It was ptoposed that this
zero order component of h (r) can be effectively removed by a complex

~ coding technique. The method is described briefly below, a detailed
study will be given later. The Fresnel zone_plate represented by
th(_r_) is called a positive zone plate (center trensparent). If thev :
transmission of th(£) is reversed such that the new trai_xsmissiori
funetion ﬁ,zp(_g) is 0 wherever th(g) is 1 and is 1 wherever th(z) is 0,
then the zone plate represented by th<£) is called a negative zone
plate (eenter opaque). The Fourier series expar‘lsion‘ of ?{Zp(_g) is given

by

1 2 . 2, 2 2. 2,2
zp(E-) -2- - % sin(nr /rl) - e -i_;t sin(nxr /rl) - e

n=1,3,5 ... _ . (2.6
If we form two shadowgrains S.,_(E.) and s_(g_) of the source object ,
o(_I;) with a fixed imaging geometry, s, from the positive zone pllate and
s_ from the negative éone plate, the difference of the two shadowgrams
gives a new s.hadowgram which contains no contribution from the zero -

order component of th(_r_) because

lSC(_I;) =s,(zx) - e_(g_) = o(xr) [th(_l;) - %'zp(i)] = o(x) [thp(}:) - 1]
sc(_g)b is equivalent to the shadowgram formed directly from imaging

o(xr) with e coded aperture function l'ic(_g)‘ = th(z) - 'ltxlzp(_g). The

impulse response of this imaging system is a composite one, hc(_g),

- which has three possible values, 0, 1, and -1. The autocorrelation -

function of hc<£) is sharply. peaked at ¢ = _Q and is very lv_ow elsewhere

(an example is shown in Fig. 2-1d, which is generated by computer with

a bounded hc(l:_), i.e., from zone plates of finite size). Both the auto-
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correla#ion and the diffraction propérties of‘hc(g)-can be used to
decode the shadowgram sc(g). It isdiffidulﬁ.to construcﬁ‘sé(g) from’
s+(£) and s_(r) bptically, and s (r) can not be recorded directly on
film because it contains negative values.

A digital imaée proceséing system,on the other hand; has no
difficulty of this kind and it can perform all the operations which an
optiéal system can do. We shall assﬁme, therefore, all the image
reconétruétions from composite shadowgrams.will be done with a digital
computer in latér studies. |

A coded aperture function with a sharply peaked autocorrelation
function can only guérantee good reproductioﬁs of 2-D source distribu-
tions. In case of imaging 3-D source distributions, both the auto-
correlation and the crosscofrelation properties of the coded aperture
function are important in the coding-decoding-proéess, 'Tb see this,
~we consider the f§1lowing example. We assume that a 3-D.objéct-distri-
bution can be representeﬁ by a finite number of slices of itsAsections
along the z axis, with the activities in eacﬁvsection concentrating on
the midplane of that section.’ The separations between two adjacent
midplanes of the sections are given by the depth resolution of the
- system. Wé let this object distriﬁution bé represented by oi(g), i=i,2,
...,Np, and let the distance between the object plane o, and the aperture
plate be given by S;. The aperture to detector distance is So. We can
formulate an . expression for the shadowgram of this objéct distribution,

similar to Eq.(2.1).

! 1. | | }
s(x) =Yz o ) @ n(D) | @
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where hi(_;_) is the point response of ‘the detector to a point source at
= 0. of object plane i, and o _,=S /S..
= i To'7i
If h(r) is the transmission function of the coded aperture, then h.l(_x_‘) "
is given by hi(_:g) =h (r /(1 + o(..l)). The decoding operation on s(xr)
~ can be expressed in a form of convolution integral again. The resulting
image ij(£> of object plane j is given by Eq.(2.2) with o feplaced by
o(.j. In order to express ij(_g) in a familiar form we let h_'j( oLJ._I;) be

given by hj( 'o(.jg), i.e. the correlation method. Thus, the image ij(}‘_)

becomes _
1()— ecJ s(- ocr) @ h(ocr/1+ot) i=1, 2, cees N
. N 9 o
or o,
i. (r) Z ——%—o (—- r) ® [h( o 1”/1'*‘0‘ )@h(d r/1+ol )]
i=l ol
i ,

(2.8)
Thé desired image is given by the autocorrelation term in Eq.(2.8); the
term withi=j: '
°j@ © [hC;F;yQ ® h(f’jj-r-)} - oD © apym
Py = odyf/Qra) | (2.9)
The undesired background is given by the crosscorrelation terms; .the

terms with i ¥ j:

% < ) 0 (- >@ )] “  °;3 )® )
'—" r h I h( = - —_ ( ’
o(.i » [ (3 IGJr d'le 0__1 °‘1r c; ;(x

where the crosscorrelatlon function c (r) is defined as

¢;;® = (- © n(p )

Evidently, the autocorrelation function a(x) should be peaked as

sharp as possible to ensure good image contrast and resolution. At the
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saﬁe time,”itvis also neceSSafy that the crosscorrelétion functions
»cij(g) to be‘flattened and dimihished.as much as possiﬁle to pre&ent
build-up of undesired Background and artifacts.

:Examples'of the autoéo:rel#tion functions of a few coded apefture
functions are shown ih Fig,z-l; Examples of the cfosscorrelatidn
functions are shown 'in Fig,2-2. The non-redundant pinhole.array gives
the best autocorrelation function as wellvas the crosscorrelation
function among the coded aperture functions with non—negati?e trans-—

- mission. The autocorrelétion function of a combined zone plate function
(th(z) - 3zp(£),10 zones) is quité.close to a delta funétibn as
compafed.to the other autocorrelation functions (Fig.2-1d). The
crosscorrelation functions of this combined zone plate function, shown
in Fig.2-2b, have éome'small beaks at and near £ = 0. The cause of
;hese undesirable peaks.is mostly due to the'interferenée between the.
first harmonic énd the other harmonics of the zone plate function. It
is highly desirable fo elimingte the contribution of most of the
unnecessary components of th(g) from the.FZP coded shadoygrams to
suppress the interference.v Complei coding with twovzone platesg shown
in Fig.2?3a, is not enough'to give good reproduétions of 3—D source!
distributioﬁs_because'it eliminates only the éontfibutibn from the zero
order»component of th(z).. A beﬁter complex coding which utilizes three
ione plate shadowgrams is given below for future study. (Complex coding
with four zone plates is showh in Ref. 66.) If we combine three
shadowgrams, which are formed by the imaging system with three different

zone plate functions (shown in Fig.2-3b- 1,2,3), in a complex form the .
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resulting composite shadowgram contains only the terms of Eq.(2.5) with
n=1, 5, 7, 11, 13, 17., ves o With x = r2 and T = Zr]Z., the Fourier

series expansions of the three ZOne plate functions of Fig.2-3b are

given by

hl(x) = -12- %;: Il—lsin(n'n/3) cos(zﬁnx/T) + qgt }I;}lcos(mrﬁ)‘sirvl(.va:x/T). ._ |
by () = :- %g%sin(mc/S) cos(20mx/T) + %%%cos(n«ﬁ).éin(Z_nﬂx/T)
.h3(x) =?12p(x) =%-"%§%l sin(.VZn'ﬂx/T) , .n=.1, 3,v5,‘...

3
+ 33(3) em, then

If we combine the three shadowgrams resulting from hl’ h2, and h

in a complex form given by 51(2) e 11!5/3 in/3

+ s (r) e
the equivalent impulse response hc(g_) of this system is given by the
' following:

h () = % h, (2) +% h(r) - h(z) - (h () - hé_(g))

h (x) =% s1n(21rx/T)+-sm(101rx/T)+ ) - 13 cos(2nx/T)-—cos(10ﬂx/T)+ ] _

¢

n=6m+1
. 2,2 - . 2,.2
. . 3 _imr“/r 3 Z 1 _i7nmr®/r -
h(D = He "1+ 3 Tn® L, (2.11)
n=5
where m is a positive integer and 7 =1 if n = ém+l and 7 = -1 if n= |

“6ém-1. The first term on the right side of Eq.(2.‘11) is the desired
"signal carrier" and the rest of the terms are unwanted and relatively

small, A plot of the real part of hc(;) is shown .in Fig.2-3b-4.,
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.2.3 Frequency Domain Analysis

Any system which pdssésses the properties of linearity and iﬁvari-
ance can be described mathematically with considerable ease using the
techniques of‘fréquency analysis. Thus, just as it is convenient to
describe an audio amplifier,in-ﬁerms of its (temporal) frequency
response, so likewise it is often convenient to describe an imaging
system in terms of:its (spatial) frequency response. To apply thé 
freQuency analysis to the previous coded aperture imaéing system, the
object distribution o(x) is‘considered'tb be an input signal to a
linear and space-invariant system-which has an impulse resﬁonse
h(-o¢xr) @ h' (o).

The two dimensional Fourier transform of a function g(x;y) is
defined.by .
T _ o o o
j[g(x,y)] = Glvv) = ffg(x,w e-iZﬂ('VXHYYY) ax a4y ,

: . T®-eo : - (2.12)
and the Fourier transform of the 'convolutiqn integral, f @Ag,. i}s given
by the product‘of the two individual Fourier tranéforms,

j[f(‘g)g(g)) = Jlew) F (@) = F® e (213

Since ;he transfervfunction of a linear and invariantvsystem is
defined as the Fourier transform of its impulse reéponéé; thevtransfer
function.of the coding-decoding process is then givén.by,.omitting the
scale factofs, | |

j[h(-g_)h'(g_)) = H¥(v) H'(¥) | (2.14)

Fig.2-4 shows a schematic block diagram of the coded aperture
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imaging system. The input-output signals and the system's :eéponées
are shown in both the spatial-domain and the frequency domain, .It is
clear that a perfect febroduction of the_ébject disﬁribution can be
achieved only if the total system transfer function H*Cg)H'(g)‘is unity,
which is equivalé_nt to h(-r) h'(E) = 8(_35_). The absolute magnit:ucie‘
of the transfer function of a system is called the‘modulatidﬁ transfer
function of that sysfem. For an imaging system; certain spatial
freqﬁency éompoﬁents of the object distributioﬁvcan never be recéyered
if the'mbdulation transfer function of this system is zero at thosé
frequencies. In coded aperture imaging if lH(g)[ is non-zero everywhere
within‘the limit of the objectfs frequency band, then_the'bést recon-
struction Caﬁ be achieved with H'(N) = 1/H%(y). On the other hand,
ﬁowever,.if IHQi)I is zero or relatively low at certain spatial |
frequencies of the object distributioﬁ, application of H'(N) = 1/H*(y}
to the image ;econstruction will lead to amplification of the spatial
noise present in the coded image (finite photon statistics) because the -
noise may nét be zero or small at those frequencies. Therefore it is .
desirable to have !H(g)' reasonably 50nstant over its frequency band-
width. Fig.2-5 gives a few examples of 'H(!)l'of various coded aperture
systems, which were generated with é digital computer, It is seen that
the non4fedundaﬁtApinhole array system gives a better lH(z)l than~thbse
of the other systems, because of the unifo:mity of |H(!)‘.

It is worthwhile to point out that lH(g)I of a'cbmplex FZP coding
system is bettér than that of a_simple_FZP coding system (see Fig.2-5b).

The reason for this is, of course, because of the lack of the zero



order component in the complex FZP coding governed by th(.?.)' -5 (.
vIn' c’aSe of the complex coding with three-zone'plate shadowgrams, which
is governed by h (r) of Eq.(2.11), the modulatlon transfer function

lj[h (r)] W)

mation of h (r) by its flrst term, the magnltude of j[h (r)] (v) is

shall be even better. In fact, if we make an approx1-’

a constant.
~) 14tr /r J
7ol Ei-t

In spite of the fact that lH(\l)l of the coded aperture systems may

‘ 2
K

N

have zero responses at a few frequencies y, we may still use H'(Y) =
1/H*(v) to perform the decoding in the frequeﬁcy domain, In digital
image processing we can determine the si)atial f.recjuencyvcomponentv:s of
~ the object at frequenc1es where lH(v)l is not zero by letting H' (\))
1/H%(y) = HQ)/ | H(\!)l because I(V) = 0(¥) H*(v) H'(V) = 0(\_)_) at these
frequ'encies’(see Fig.2-4). Due to the‘presence of noise in the imaging
process one may want to let H'(Y) be zero at frequencies where lH(\_)_)l
is zero. or relatively small to supress the ampiification of noise. |
Howeve‘r,v this will résult in a poor image resolution and possibly a
cértain degree of image deformation due to the loss of essential
frequency components of the object vin the resulting image. On the

basis of resolution and signai to noise, an appropriate form of H'(y)

may be

H'(w) = B/ e |2, if [nap> el
2.2 N, (2.19).
HUW) = HO/&H 2, if [Helcer

where Hmax is the largest Fourier frequency component of |H(\l)l s and
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ois a vériable péraméter which is chosen -to optimize the feSolution and
the signal ﬁo noise of the system, DigitaljreconstrUCtion of FZP coded
. shadowgrams using:thé above form of H'(Y) has been studied by Dance et
al.56 The study was based on simple zone plate imagihgf_'The recon-
struction is very sensitivé to fhe input noise and theléhqice'of ol
~ because lH(y)I of a simple zone plate imaging system has a 1arge.number'
of "zeros". It is expécted that a non—redundant.pinhole arrayrsystem
is preferablé for the application of Eq,(2;19) in image teconstfuction.
A study of thié will be given in Section 4.2.

In twp—dimensional image processing the Fourier transform is often
encountered. If a digital computer is uéed to do the image proceésing

the Fourier transform of a 2-D function f(x,y) inanN x N matrix is

performed in discrete'form, defined as

N-1 N-1 . :
F(u,v) = .% ‘z: }: f(x,y) e_12“(uX+Vy)[N (2,200
x=0 y=0 ‘

The evaluatioﬁ of Eq.(2.20) can be broken into two steps. First, the
one-dimensional Fourier fransform F(u,y), is taken along thé x;
coordinate of every horizontal line of f(x?y). Then a second one~
dimensional Fourier transform is taken in the y-direction df every
vertical line of F(u,y) to yield the compésite tranéférm, F(u,v).
Until recently, only brute force methods’were avﬁilable for
prbducing Fourier transform d{gitélly. By conventional techniques, tﬁe,
évalu#tion.of Eq.(2.20) would reqﬁire 2N3 éomplex multiplications aﬁd

additions. Fortunately, algorithms have been developed which require
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only zNzloé(N)vcomplex_additions and complex mnltiplicatione using the
above two-step technique, The fast Fourier transform (FFT) algorithmao
wae first'pfoposed by Cooley and-Tukey"1 in 1965 for efficiently
computing the discrete.Fourier transform of a series of data samples.
The efficiency of this FFT algorithm is such that solutions to many
problems can now be'obtainedlsnbstantially more economically than in
the past., An excellent introduction of the FFT algoritnm hés been

given by Brigham in his book "The Fast Fourier TranSform'-’.42

2.4 . Efficiency, Resolution, and Signai to Noise

Geometric Efficiency

The geometfic efficiency of a coded aperture imaging system'is
almost aiways better than that of a_conVentional Single—pinhole camera
because of the larger.aree of opening of the coded aperture. Invcoded.
aperture imaging, nowever,-tﬁe gain in geonetric efficiency is sometimee
not eﬂough to give‘a better signal-to-noise ratio because of the coding‘
~decoding procees‘involved'(this will be explained later).

_ The geometric efficiency of a multiple pinhole array (MPA) coded
aperture system is proportional to the total number and the size'of the
pinholes in the array aperture. |

Thevgeometric efficiency of a Fresnel zone plate (FZP) coded
.apertufe system is proportional to the open area of the zone niate,
which is given by ﬂ(rﬁ/é (rN is the radiue of the zone plate).

Resolution

The lateral resolution of a MPA coded aperture system is similar _
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to that of a single-pinhole camera system, and is given by (see Fig.

2-6a) A, = d(1+S/S) . (2.21)

where d.ig the diameter of the pinholes and‘S1 and So are shown in the
figure.

The depfh resélutioh of the MPA coded aperture system is deter-
mined not'dnly by the imaging gebmetry but also by the arrangement of
the imaging pinhole array. For the purpose of illustration, a éircular
multiple-pinhole array of diameteer is used here a§ an example ( d is
the diameter of eéch pinhole). Suppose twd point sources separated by
distance Aé are located on the optical axis of an imaging syétem as
shown in Fig.2-6a and the lateral spatial resolution of that imaging
system is given by Ax = d(1+81/So) a condition for fhe mihimum'Alz exists
- and is given by the following equations.

A

X _ D/2
t&z S1
or _ _ ' .
Az = zAx sl/p = 2d(1+ sl/so ) SI/D | (2.22)

To gheck whether Eq.(2.22)\still applies in the reconstruction of _'
the shadowgram of the two point sources, we construct a simple decoding
system (shown in Fig.2-6b) basing on the optical éorrelatibn method of
Section 2.2. The shadowgram isvback—projected by a planar light source
(incoherent) through a mask which is a replica of the original éiréular
array. By the principle of autocorrelation, the images of the two poiﬁt
sources will be focused on two image planes.correSponding to the two

object planes.
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The light from the in-focus image on plane 1 produces out-of-focus =

background on plané 2. The light intensity of the in-focus image on

2

:plane 2 is propprtional to 1/md"“ while that of the out-qf-focus-back-

ground on plane 2 is proportional to 1/ﬁD"2

. If ¢ is defined as the
_intensity ratio of the in-focus image and the out-of-focus image, then

¢ is given by

D Nt

2 A, 2
" = ( T ) = ( )
d q.SI/So

C
d(1+81/S°)SI/D

(2.23)
If we 1et:'Az be given by Eq.(2.22), then c=4, This means that the first

image is attenuated to 1/4 of ;he ihtensity of the second:image on piane.
2. In other words, the depth resolution obtaiﬁed previously is adéquafe.'

When a non-circular multiple pinhole array is used, Eq.(2.22) is
'still valid. In this cése, howe§er, the appfopriaté value of D is given
bf Zrm; where T is the median radius of the pinhole loéatiohs in the
arfay measured from the center.

.Calculations of thé lateral and depth résolutions of a zone plate
system are quite different from that of a MPA system because‘theyvére |
derived from the focusing pfopertiés of a zone plate. The lateral"
resolution of a zone plate systeh‘is giﬁen by (from Barrettll)

A =B (1 +s/s ) Ar (2.24)
in which)ﬁ(N) is a parameter of order of unity which depends -on the
number of rings in the zone plate.57 ‘ArNis the width'of fhe outermost
ring in.the zoné plate, Eq;(2;24) shows that the zone plate aperture_

has a lateral resolution equivalent to a single—pinholé aperture having

"a pinhole diameter of I@(N)ArN ~ ArN .
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The depth resolution of a zone plate system is given by11
.Az = (3/8N )8, (1+58/8 ) . (2.25)
Eq.(2.25) is of the same form as Eq.(2.22), and the factor (3/8N) is
roughly the same as (2d/D) in many cases.

Signal to Noise

In radionuclide imaging, the measured source distributions contain
spatial noise due t§ the finite photon emission nature of the sources.
When.the imaging system_is a single—pinholelcamera the signal-to-noise
ratio of the image is given by a single parameter. If C0 is the gverage
number of photons collected by the pinhole camera from one tésolutidn
element of the source object, then the signal-to—ndise ratio is given

~

by, from Poisson statistics,

(-f—,,-_)ph = '\/-c—:: (_2f26_)

In coded aperture imaging, calculations of the signal-to-noise
ratios for various coded aperturé systems are somewhat complicated
vbecause of the involvement-ﬁf coding and decoding. A simplified calcu-
lation of the signal-to-noise ratio for a nqn—redundant pinhoie afray
(NRPA) coded aperture'system is given in Appendix A. 1In the calculation
we 1et the total number of pinholes in the array be given by N and let
the source object be given by M equally spaéed point_squrces (or resoF
lution elements) of equal iﬁténsities Co' Co is defined as before and
is given by ;he average number of detected gamma-ray events which pass
through one of the N aperture holes.

From Eq.(A.3) the signal-to-noise ratio of NRPA coded aperture

imaging, at the center of the image (the worst case),'is given by
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.(—g,—)np = >, if MN(N-1)
o = ,C'O_ »If M NO-D)

‘For - a 27—holefNRPA coded apérturé; a relatively large number of

'(2.27)

~~
alo
o/
Il

holes, the number of 6bject picture elements M is "large' when

M > 27 x'26 = 702. The usual number of picture elements in NUCleér
Medicine situations is genérally larger than this number and so, in
these'abplications, the. equations for M >'N(N—1) usually apply. The‘
'signal—po—noise ratio for a single pinhole camera isvﬁi; which is

just what we obtain for the NRPA aperture system when-M > N(N-1). 'Since_
the time.is the same for both apertureé to get C0 cbunt/pinhole, for the
»same_diameter pinhole§;'wevsee that for most nuclear hedicine applica?
tions of NRPA coded aperturé imaging there. is no net geometrical advan-
tage over the sihgle pinhole when producing pictUres_with ;he same 
resolution and the same signal—to—noise ratio. FZP coded_aperture
imaging. is also no more efficient than the single pinhoie when the
number of object picture elements exceeds a certain number but this
nﬁmber is a functibn of the zone plate used;

Formulations of the signal-to—noisg ratio of a zone piate system  .

have been made by a number of investigators;53,54

~We let Cz to be the
average number of photons'collected by the detector of a‘zohe plate

camera from one point source or one resolution element in an array of

M equal point sources. The expressions of the signal-to-noise ratio of



00045y

37.
. o . : 53
this zone plate camera are given by, from Barrett and DeMeester,
= 2 2.28
(G)zp, (2.28)

Since the geometric efficiency of a zone plate camera relative to

-a single-pinhole camera of the same lateral resdlution_is approximately

given by
_ L 2, -
open area of the zone plate aperture . A rN/Z
area of a pinhole aperture with diameter Ary Ar2/4
, N
2N ri 2
= 5 = 8N,
GJE;JN-I) 2
Eq.(2.28) may be expressed in the following form.
2
8N"C '
(-—-) 4 ° S | (2.29)
zp M M’“ G ‘ph .

Eq.(2.29) indicates that, in case M >'16N2/ﬂ?, the zone plate
camera is worse than the single-pinhole camera in signal-to-noise

‘ratio.
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3. EXPERIMENTS AND RESULTS

3.1 Multiwire Proportional Chamber Camera System

Multi;wire Proportional Chambers (MWPC) were developed at CERN
stérting in 1968 as position sensitive detectors for particle physics
reséarch»as successors to the Spark Chamber detectors Which had been in
use fof the previous 10 years. Aé the name implies, the MWPC is a gas—
filled radiétion detector operating in the proportional mode of gas
multiplicatidn, and containing a number of anode wires. The chamber is
usually rectangular in‘shape, and the anode wires form a parallel grid.
Two cathode planes'of parallel wires are needed for locating the
position of ionizing events. The use of MWPCs in Nuclear Mediéine was
developed primarily by our group at the Lawrence Berkeley Laboratory.
(Refs.44-46) The good spatial resolUtion; fast count rate, large
detection area and relatiVely low cost make MWPCs very éuitable to a few
clinical applications in radionuclide imaging.

The MWPC used in coded aperture imaging is shown in Fig.3-1.

The effective sensitive area is 48cm x 48cm. There are three wire planes
inside the chamber, the central anode plane and the two mutually ortho-
gonal "drift planes" for locating the x and y coordinates bf an ibnizing
event. The drift planes are at O volt above ground, while the anode is
at about 3000 volts. The'chamber is_filled with a gés mixture of 902.
xenon and 10% CH4 at a pressure slightly above the atmospheric préésuré.

Stainless steel wires of diameter 20 microns spaced 2 millimeters apart
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are used for the anode, while wires of diameter 50 microns spaced 1
milliméter apart form the drift planes; The distancé between the anode
and each drift plane is about.d millimeters. |

The principle of operation of this MWPC.systemjis as follows :
When an X—ray'or Y-ray photoh réaches the active volume of the chambe;
it has a certaiﬁ probability to iﬁteract-with a gas atom and expell an
electron throﬁgh the photoelectrié effect. The kineticbenergy_of ﬁhe
emitted electron equals the photon energy migus the binding energy of
tﬁat electron. This energy will then be deposited within a small |
:region, mostly in the form of_ionization. The higher the density of the
gas, the larger the probability of interaction,. and the'smaller the
fegion of energy deposition. This implies that higher sensitivity and
Better spatial resolution can be achieved by using a heavy and dense gas
under high pressure. Due to the electric field between the wire planes,
the secondary electréns (from the ionization ofbgas atoms by the photo-
‘ electfoﬂ) drift to the electric field between the wiré planes, theSe |
electrbns drift towards the anode wires and undergo multiplication in a
small region surrounding a wire, producihg a voltage pulse on it.
Simultaneously, an induced pulse of the opposite polarity is generated
on the cathode wires by the motion of the positive ions. The x and y
‘coordinates of the ionizing event are determined by the use of two
electromagne;ic delay lines,  These delay lines consist of a solenoidal
winding on a plastic core which forms an inductance. A distributive
_capacitance is formed by copper strips as shown in Fig.3-2. Since the
delay lines are placed over (but not in contact with) the drift planes,

signals from these wire planes are coupled capacitively to the delay
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lines. The time lag between the arrival of a pulse on a drif£ plane
wire and its arrival at the ‘end of.the delay line depends on the
position at which the pulse.éoupled into the'delay line., Thus, -the
vspatial positions of ionizing events are translated into time delays.
A reference signal that indicates the éccurrence of an ionizing event
is obtained by reading out the pulse from the cenﬁral anode plane
through an RC net work with a time constant of 500 n sec; This sigﬁal
is amplified and fed into the MWPC window discfiminator and the zero-
cross timing discriminator. The window discriminator has the ability to
select the upper and lower pulse heights of the incoming Signals. The
timing discriminator uses the technique of‘differentiatioﬁ and zéro—”
crossing to provide a."time—zero" reference pUlse'tﬁat starts the two
image forming systems, the analog syétem and the digital system. The
analog system ahd parﬁ of thevdigiﬁal.system are.shown in Fig.3-3. A
detailed description éf the digital system will be given in Chépter 7{
The output signals from the diScriminators are used to start two
Time-to-Amplitude Converters (TAC). Similarly prbcessed signals
obtained from ﬁhe x~coordinate delay line and y?coordinate delay line
are used to stop the TACs} The outputsrfrom the TACs are then used to
dfive the x and y deflection plates of a CRT (Tektronix 602 display unit),
while simultaneously a z unblank sigﬁal is épblied, as éhown in Fig.3—3:
Event dots are generated sequentially in the CRT screen and are inte-
grated into an image by a Polaroid camera{: A pile-up rejector circuit
is used to eliminate multiple events occuring within the delay 1ine§'

delay interval ( ~3 microseconds) and the dead time of the electronics.
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The maximum count rate of this system is about 10 events/secAdue to
the dead time of the’delay lines, the associated electronics, and the

CRT display unit.

3.2 Multiple Pinhole Array Coded Aperture Imaging

Experimental studies of the MPA coded aperture systems wefe made
with the multiwire proportional chamber detectbr. The optical corre-
lation method (Section.2;2) was used to decode the MPA coded'shadowgrams.
Becauée of the importance of autocofrelation functions in the’recon—
struction, an investigation of the_autocorrelation functions of three
different fypes of pinhole arrays_as_well és the Fresnel zone piate;

' shown.in Fig.3-4, was made,. Their,autocorrelation.funcﬁions, obtained
optically, are shown in Fig.3-5 and, for similar types of patterns,
drawn schematically in Fig.3-6.

Fig.3-4a shows aAnon—redundént pinhole array (NRPA). This arraf
has the property that;its autocorrelation function (Fig.3-5a) is non-
redundant. - That is, while the central peak, a(o), has intensity N
corresponding to.the overlapping of all N holes from two supefimposéd
arrays, non~central locations of a(g) have at most inténsity'l éorre—
sponding to at most one hole from each of the superimposed.arrays over-
lapping at a given displaéement T (Fig.3-6a). |

Iﬁ céntrast to this érray, the reéulgriy spaced array of Fig.3-4b
having the same number qf holes has a highly redundant autocorrelatioﬁ‘

pattern (Fig.3-5b and 3-6b). The central peak still has intensity N and
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the total amount of backgréund is still the same, N(N-1) but for this
array a number of holes have ovérlapped simultaneously giviﬁg a local-
ized and relatively high intensity contribution to the image background,
The random array (Fig.3-4c). having N holes distributed-randomly over
the same area as the previous arrays, has an aﬁtocorrela;ion.pattern
(Fig.3-5c énd 3-60)~simiiar to that of the non-redﬁndant array, its
backgfound peaks however,vare sometimes larger than‘l. For compariéon;
the Fresnel zone plate coded aperture. is given in Fig.3-4d. Its auto-
correlation function (Fig.3-5d and 3-6d) is chéracteriZed~by a high
fatio_(O.S) of the high total transmission of the ééne plate aperture,
50%, compared with }\,22 for the other three pinhole arrays.

By'its nature the non-redundant pinﬁole array has the most
desirable autocérrelation function and pfoduces the 1owesﬁ backgrouna
intensity in the final image. In a very different application these
same non-redundant atrays, with radiq teiescopes,replacing the pinholes,
aré used in astronomy for mapping radio sources. Some of these arréys
are described by M.E.Golay;32 Sﬁéller non-redundant arra&s_(NéIS) are
fairly compact, that is, with most of the points of a(r) lying within a
vcircle with few unoccupied locations inside and only a few points lying
outéide. Large.arrays.are built up by computer, starting with smaller
ones and using various algorithms.33 The 27-hole non-redundant array
shown in Fig.3-4a was provided by Klemperer. A circular (ring) point
array with an odd number of points is alsq noﬁ-rédundant.- However,
the autocorrelation function of this type_of array is not as'compéct

and uniform as that of Fig.3-4a.
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-'Imaging of radioactive,objects using coded apeffures of Fig;3-4
and the multiwire proportional chamber detector was made starting with
the ﬁqn—rédundant pinﬁole array. The test objects were gamma-ray
soufces'of 30 and 60 Kev energies. The coded aper;ure'ﬁséd werevmade
from'l.s mm thick lead and the multiple pihhole_érréys wéré usually
abéut 8 ém_across. Diameters of the pinholes, 3 mm, were chosén so
their_shadows on the detector were at-leaét 3 times cﬁamber resolﬁtion
(1.5 mm). |

The shadowgram transparency isvméde by taking a fime expﬁsure of
the CRT which displays the gamma-ray.events. Shadowgraﬁs in cdded
aperture imaging are much denser in the center than on tﬁe edges and
some care must be taken not to saturate the film. The developed trans-
parency is placed on a diffusing screen and illumined from behind (Fig.
3-7a), the light source being a 500 watt projectbr; The viewing screén
is placed about a meter downstream. The mask, aluminum foil berforated
with a replica of the coded aperture used, is placed between screen‘and
shadowgram. The initial focussing is‘done by.fotating the mask about a
1ongitudinal axis so it lines up with the original aperture, and by
moving the mask longitudinally to focus on the screen. When this is
done a simple movement of the screen is all that is necessary to briﬁg
different planes in the object into focus. If the mask is made so that
the ratio of mask size to film size is the same as the ratio of aperture
size to detector size then images of different planes in the object have

the same sizes.

The first test was the imaging of a standard Picker Thyroid
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vPhantém,;shoﬁn in Fig.3-7b, using the nonfredundant pinhole afray bf _
Fig.3-4a. The shadowgram (shown in Fig;3-7a) consisting of 540,000
e?ents was recorded on Kodak Ektapan film, ‘The- reconstructed image as-
shown in Fig.3;7a was printed on high contrast papef to reduce the back-
ground of light and énhéncevthe contrast. The fight and left lobes of .
the‘thyfoid phantom'differéd in activity, and this differeﬁce can be
seen in the'reconstruction.: The smallest of the cold nodules is 5 ﬁm
in diameter and is clearly imaged.

The tomographic capability of this coded aperture system is showﬁ
in Fig.3-8. fig;3-8 shows the shadowgram of a radioacti&e phantom

1251 ( a cross,

consistiﬁg of three geometriéal patterns labelled with
a triangle, and a_circle) which were separated by a distahce of 2.5 cm
in depth. The imaging geometry for the middle objéct plane was 1:1,
i.e, Sl=S°. A total of oﬁevmillion gamma events were recorded on the
’Shadowgfém. Fig.3-8 5, c, and d are the reconstructions of each of tﬁe
patterns éftained_by adjusting the screen to mask distancé of the;
reconstruction system so as to bring each pattern into sharp focus.

Each of the in-focus images is superimposed on a backéround.arising from
the planes.at other dépths in the phantom., The tomographic Capability
of this‘s&Stem was further tested by moving the test bhantom.toward the
aperture such that the maximum depth_resolving power of the imaging
system was reached (é-decrease in S1 produces_a smaller Az). The
results, from an imaging geometry S1 = %So, are shown‘in Fig,3—§. It
is seen that background.éftifaéts from off-plane activities in the

reconstructions of Fig.3-~8 are not seen in the reconstructions of Fig.

3"'9 .
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Experiments were made to evaluate the lateral and dépth reso-
lutions of the above coded aperture system.-.A reconstruction of fodr
Vpoint sources separated by 5mm, 1 cm, and 2 cm isvshown‘in Fig.3-10a.
The lateral resolution of the system, calculaﬁed‘from A, = d(l+sllso)’
is about 4 mm, Fig.3—iOb shows the responée of . the system:to‘a source
having.S mm bars separated by 5 mm. For measurement of deﬁth.reso—
lutibns, sequential image reconstructions Qere‘made for the shadowgram
of previous 3 gebmetrical patterns, at intervals of 6.25 mm along the
optical axis of the reconstruction éistem. The depth resolution,
L_calculated from Aé = 2d(1+81/SO)SI/D with D givéh as.the meqian
diameter of the 27-pinhole NRPA coded apérture, i# about i9 mm at’

S1 = 125 mm. This agrges with tﬁevexperimentai result as shown in Fig.
3-11; |

As seen from these reconstructions, good‘resblution and tomo-

. graphic effects are easily obtainable with thebNRPA‘coded.aperturei
system.‘ Only.a strong light source, a diffusing screen, some optical
alignment equipment, and photographic materials are needed to recon-
struct the shadowgram. In fact with some mbdifications to the set-up,
direct iﬁage decoding is also possible without going through the
~intermediate step of photographing the shadowgram separately. For
example the spot of light from the CRT display; wﬁich.defines the
coordinates of the detected radiation, could be made to pass through
the reconstruction pinhole mask and be difectly observed in the imége
plane. By a system of lenSes, the various planes within tﬁe object

could be separately focussed and recorded. Since no movement of_thé
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’

detector 1is nécessary and all the informatioh of the object's sﬂape and
size is fecérded in a single pictufe, dynamic studies_afe possible.‘

Only two simple expé;imental tests were made using multiple pinhole
arrays other thén-thé.ndn-redundant pinhole array. The results, together:
with those from the.non—feduﬁdanﬁ pinhole array,rafe shown in Fig.3—12
and Fig.3-13. Images of point gamma—rayISOurCés taken with the
aperﬁures_of Fig.3-4 are shown in Fig.3-12. Ihages of the thyroid
phantom obtained ﬁithkpinhole arrays which differ only in £he placement
of their 27 holes; non-redundant, redundant, and random arrays, are
compared in Fig.3-13. The redundant array image is only barely
recognizable because of the poor distribution of ifs autocorrelatioh
function. The random array image is much better than the redundant

array image. However, it still contains somewhat more background

artifacts than the non-redundant array image.

3.3 Fresnel Zone Plate Coded Aperture Imaging

The diffraction propefties of a zone plate were described in
Section 2.2. The diffraction pattern bf a zéne plate and the recon-
struction of a zone plate. shadowgram by diffraction can be derived.
easily with a convolution formulation of Fresnel diffraction. If a
plane apertufe mask of amplitude tranémitténce‘t(g) is illuminated by a '
plane wave of amplitude 1 and wavelenéth?x;he diffracted'amplitude gQE)
on a plane at a distance 2z downstreém ffom the aperture mask is given by

the Fresnel-Kirchhoff diffraction formula. After adopting the approxi-
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mation of parabolic wavefronts and omitting the obliquity factor, we

may express this diffracted axﬁplitude as a convolut'ion,so’51

g(E) = € t(£) ® W(E) s ' : o , (3.1)‘

121t2/7\) and 'w(_r_) ié called the

where € is a constant phase factor (€ = e
Fresnel wavefunction @

. . 2
i imr Iz

W) = “xz

. . 2
. ' . - -17 -
The Fourier transform of w(r) is given by W) = e 1TAZY .
The Fresnel wavefunction w(£) has two important properties T
(1) w(r) is self-orthogonal under the convolution operation, i. e. ,

w*(T) ) w(r) = 5(_1:).. This result follows from |W(2)|2 = 1.

(2) The convolution of w(r) with unity is equal to unity :

w(x) ®1 =/fw(£) dx dy = 1 .

-0 =00

The diffraction pattern of a positive zone plate of finite radius
Ty is derived as follows : The transmission function th(_g) of this
zone piaté may be expressed as, from Eq.(2.5),
.2, 2 .. 2,2 . . 2, 2
th(_l;_) = []2 + LoTITE /rl - }eucr‘ /rl - 1-15 z }_elmtr /rl]circ(_r_‘_/rN) ,

=
2 * ng+"
odd integers (3.2)

where the circle function circ(E/rN) is defined by

. _ {1, if|r|4r
cire(z/ rN) {O, otherwise

The diffraction pattern of this zone plate on a plane at z = r.f/?x- (the
major real focus of the zone plate) can be obtained by substituting

t(x) in Eq.(3.1) by th(lr_). The Fresnel wavefunction at z = rf/k is

given by  w(r) = - 1 (3.3)
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' ‘The diffraction pattern (amplitude) is then given by

2 2 2 C oy
S & T T . )
g(_l:_) = e{ [% + -q-el-w"'-‘(};) + -,,%w(g) + -;% Z %-lw(ﬁg)] circ(_l;/rN)} @ w(z)
o ' - n¥tl 4 -
odd (3.4)

The autocorrelation term in Eq,(3.4),[W*(£)circ'(£/rN)] @ w(x), is

calculated as follows.
2

. ‘r ) '
, [_;‘]_-m'c(;)circ(;/rN)] ® w(x) = Wr { -inr /r [}‘jcn‘c(r/r )]}@ olmr /r

- o+de )/Y'" Ty 2 ) _ 2
1?’? [;uc(x jjj‘ (iil:z;vr m) 12Tt (U +vg,)°[u&v) m[O( Xo) (Y- 3. :l/ﬁ‘i Jb

Aﬂo] dudv

= e
"fﬁa Juzivz

-8 =00

_'v'ﬂ_Nem(x»rs’-)/r'/ Ji (2@ 1) 7’ R V)x”(v—%‘)w‘:‘l
: X

‘ -2,.2 -JWve T :

_ 2
i1‘11,2/17]2- Jl(Z%rrN/rl) e

nrT /r2
N1

. )2 J1(2N‘r(r/r )

N7 - (3.5)

= Ne Nyr/ Ty

iNm(r/

The calculations of the other terms of Eq.(3.4) may be done in the same

. ‘ C s . . 60 .
way as that in the above, the results with approximations ~ are:given

in the fol_lowing .

1

X circ(_g/rN) B win) =% circ(g/rN) [1 @ w(_g))= ..‘/2 circ(E/rN‘)

T 2
[-,ﬁ- w(;_)circ(g/rN)] ® w(r) T Clrc(r/zr ) e iNrk (r/rN)
T, odd ‘ odd ) . n -1:—2
[:T'E Z rll w(«fﬁz)circ(r/rN)] ® w(x) = }czrl(_rll-TfSCirc(E/(n'*'l)rN)elNﬂm’l(rN)
nai} nitl : v
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~ Thus, the ihtensity distribution of g(_g) is given by

. 2

~ 2 Jl(ZN'rCr/rN) 1 ,
o, = L3 — 3
g*(x)e(x) = ,,clrc(g/rN) + N S + = c1rc(£/2rN)
N 4
odd _ _
1 1 . N S
+. ’—t-é Z |mr c1rc(£/,n+1|.rN) + Cross-Product Terms
n¥+l B (3.6)

A graphical interpretation of Eq.(3.6)v is shown in Fig.3-14.
The intensity distribution of g(r) is viewed as the output rofv a éone
plate system to a point source input. If the input "sourcebdistrib‘ution
is given by o(_l;) then the output of this‘syst‘em wili be given by

o(r) @ g(x) 2 because the Fresnel diffraction amplitude of the zone

plate shadowgram of o(x) is giyen by €s(x) ® w(xr) = €o(x) th(z) @w(r)
= o(£) g(z). Thus, the reconstruction of a zone plate shadowgram is
completely determined by the distribution of g(xr). A plot of g(x),
generated by computer, is shown in Fig.3-15. The sharp central peak in
the figure is, of course, produced by the Bessel function of Eq.(3.5).
The background is small and is the result of ‘the rest of the terms in
Eq.(3.4).

The first term on the right side of Eq.(3.6) is relatively high"
in magnitude as compared with the other non-signal terms. The'effect .
of this term is small when the object imaged is small. When the object
imaged is large, however, the intensity of the background prodﬁcedvby
this term‘ is givén by 6(_1;) ® 15circ(£/rN) 2 while the signal is given
by N o(_x;)l.2 This means that, if we assume the object contains M

uniformly distributed resolution elements with intensity 1, the
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background in thé reconstructed image may be as high as %Mz iﬁ some céses
while the sighal is only NZ. |

Fig.3-16 shows an optical reconstruction system for zone plate
'shadowgrams; The tﬁo mirrors were used to extend the length of the
optical path on a small optical bench. The optical‘stépvét the‘focal
pléne of.the lens may be qsgd for spatial frequency filtering ﬁo remove
the undiffracted light. The image fdrmed on a plane somewhere behind
the focal plane of the lené corresﬁonds to the negative focal lengthrof
the zone pléte pattern. This real image. can be seen through a telescopev
located at proper distance aﬁay‘from the image plane. Fig.3-17a shows
~a zone plate shadowgram of four boint sources separated at least bf
twice of the system resolution.  The coherent optical'reconsﬁruction of
-this shadowgram is shown in Fig.3-17b, |

The reconstfﬁction of zone plate shadowgrams by Freénel diffrac- ;
tion can also be performed with a digitai computer. Aside from the
abvious advantagés in image processing with the computer, mentioned in
Section 2.2;"thefe are some other advantageé of using the computer in
coded aperture imaging. A computer.systém is free of the problems
assqciated with film such as small dynamic range,film grain noiée;
Results with the éompﬁter cén be obtained qgickly without the delay
associated with a two-step photographic procéss. In.compuﬁer recon-
struction of zone plate shadowgréms the convolution integral of Eq.(3.1)
is evaluated by use of Fourier transforms.  Direct evéluatioh of the
2-D convolution integral of two N X N.ma;rices requires Na mulfipli-_

cations and additions while the indirect method requires only three
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Fast Fourier Transforms (Section2.3) and N2 qomplex'multiplications
in the frequency domain.

The Fresnel diffraction amplitude i(r) at z = ri/),of é zone plﬁuav
shadowgram s(r) is given by the convolution of s(x) with w(x), where
w(r) is the Fresnel wavefunctiéﬁ at z. The Fourier transform of i(g)

is given by

I9) = € S(a) H(y) = € 5p) & TV’ (3.7)
The reconstruction of s(r) by cdmpu;er is done by first multiplying the
Fourie£ transform of s(g) by e-inr%vz' and then'taking the inVerse
Fourier transform of the product.
. 22
i@ = F (s e Y] (3.8)

A computer generateq thyroid phantom was used to testlthié method

The reconstructed. image is shown in Fig.3-18, plotted by the computer.
It is seen that the reconstruction contains a 1arge amount of back-
ground, which is, as explained before, due to the positive bias

component (=1/2) of the zone plate. This high level background may be
eliminéted to certain degree by frequency filtering,ll at the expense
- of iosing part of the-loy frequency components of the.object in the
;esulting image. Many investigatérs‘have used the off-axis section of
a zone plate, for ﬁhich the undiffracted light ﬁattern‘does no£ overlap
the desired diffraction pattern and is therefore not a problem, A
halftone screen must Se-used here as a Spafial frequency carrier which
moves the object frequency spectrum into the passband of the off-axis

zone plate.61 The major drawback to the off-axis zone plate is that
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its fine rings reQuire a high—resolution image detector to be used. A
much bettér appfoach to fhe backgfound elimination is to use fhe complek
coding method of Section 2.2, Applications of this methpd to the zdne»
plate system as wéli as the multiple pinhole array syétem will be-given»

in Section 4.1.



53

"4,  FURTHER STUDIES AND CONCLUSIONS

4.1 Complex Coded Apgrturé Imaging

Oné.of the prdblems associated with coded aperture imaging iS'that
the backgrouﬁd level in the reconstructed image of an extended object
-is always high if only simple binary coded apertures are . used. As it
is shown in Section.2,2, perfect reconstruction can be made only if- the
coding function h(r) and the decoding funption h‘(z) are'relatéd.by
h(-1) h"(£) = 5(£)° For binary coded aperture functioné h(i),_ there
is no decoding function h'(zr) such that h(-r) @ h'(x) = 8§(r). The idea
of complex coded aperture imaging is that by a combination of two or
more shadowgrams we get a new shadowgram which can result in an image
without background. The combination of the shadowgrams is made in such
a way that the new shadowgrém appears to be frdm a coded aperture with
both positiQe and negative transmissions and the reconstruction of this

new shadowgram contains no background.

_ FZP. Coded Aperture Imaging

It was shown in Section 3.3 that the background in the coherent
optical reconstrpction of a positive zone plate shadowgram is from the
poéitive bias term of the zoné plate transmission function, % circ(E/rN).
This positive bias term can be eliminated, as mentioned in Section 2.2,
if we combine two zone plate shadowgrams sland Sy sl(z) from a positive
zone plate and 52(2) from its corresponding negative zone p}ate, by
s(z) = 53(x) - s,(r). The reconstruction of s(r) is the same as that of

an ordinary zone plate shadowgram.
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The Fresnel diffraction amplitude of s(g) at z = rllx, is given by

i(f_)_= € s(r) w(r) = € o(x) @{th(g) - ﬁzp(g)] w(_g).
. o | , ' - (4.1)
From EQs.(Z.&),'(2.6), and (3.3) we have

i(r) = € o(r) ® Z -w(rr)cuc(r/r ) w(r) (4.2)
: L n=odd
The intensity distribution of i(r) is given by (see Eq.(3.6))

2

Jl(ZNwr/rN) 2 1 _
i(®i*(r) = 2N : + — circ(E/ZrN) + ... (4.3)

Thus, the background term, %circ(zer) in Eq.(3.6), is eliminated
through the use of thié complex coding technique.

The autocpfrelation of a combined zone plate funqtion th-‘ﬁzé';
as described in Section 2.2, can also be used for the reconstruction of
tﬁe combined shadowgram 5(2)' In fact, reconstruction of s(xr) by éuto—‘
-correlation is almost the same as reconstructioﬁ of s(g) by Fresnel
diffraction because their point responses are'simiiar.(compare Fig.2-1d .
and_Fig.3-15) The recons£ructed imaée of s(i) by the autocorrelation
technique is given by'

i(r) = s(x) [th(_l;) -'f{zp(g)] = o(x) a () = (4.4)

where.a (r) is the autocorrelation function of the combined zone plate
function h (r) - h (r) A computer simulation of this complex coded
aperture imaging was made with a computer génerated thyroid phantom (as
the object). The reconstruction of the combined shadowgram s(r) was
done by autocorrelation, and the resulting image is shown in Fig.&-l.
It is seen that this image contains no background and is much better

than that from the simple coded aperture imaging, as shown in Fig.3-18.
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A further test was done to'study'this éomplex;coding technique
with,aIB-D source distribution. The source distribution consisted of
three sheet patterﬁs, a ﬁriangle, a cross and a circle, separated by
2 cm in depth. The diameter of the zone plate_(9‘zones) was 13‘¢m.'
The result‘from thé.reconstfugtion using complex,coding witﬂ'twp.zone
plates (positive ahd_negative)vis shown in_Fié.4¥25 It is seen that
the struétutes from the off-plane'activitieé produce a large’amognt of
background artifacts in the in-focus images. The éeason for.éhis
‘unpeasant result is because of the multiple-focusing pfoperty of the
éoﬁe piaﬁe. Each n%0 component of the zone plate transmission function-
(see Eq.(2.5)) cofresponds to a focus (real or virtual for n<0 or nd0).
In the reconstruction of the zone plate shadowgram, the contribution
of the n*O&-J.componenté is relatively small when“the n=-1 component
is in aUtocdrreiation, and could be lafge when the n=-1 component is in
crosscorrelation (in this case one of the n*O&,—l componentsmay be in
'autocorreiation and therefore result in an unwanted peak). AS was
explaihed in Section 2.2, the reconstruction of 5'3-D source distri-
bution contains mixtures of autocorrelations and crosscorrelations,
therefore, backgrdund:artifacts are produced in the'reconstruétidn from
all the non-signal carriers of the zone plate (i.e. those n{-1 terms of
Eq.(2.5)).

Amoﬁg all the‘ﬁon—signal carriers of.a zone plate, the components
with n=0, n=1, n=-3, n=3 are most important. Complex coding with two
zone plates (positive and negative) can eliminate only the contribution

from the component with n=0 while complex coding with three zone plates
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(shown in Fig.2-3b) can eliminate the contribution from all of them.
(see Eq.(2.11)) Therefore, it is expected that by complex coding with
three or even more zone plates the background artifacts in the recon-

struction of 3-D source distributions can be reduced.

MPA Coded Aperture Imaging /
It is also pdssible to combine two or more MPA coded shadowgrams
such that the resulting shadowgram shares the same autoéorrelation
property as the previous combined zone plate shadowgram. For a large
random pinhole array with thousands of holes and 507 transmission, we
define its 'negative!" in the same way as tﬂat for a negative zone plate,
within the boundary of the array. We let the transmission function of
this random pinhole array be given By hp(g) and let the.transmission
function of its negative be given by hn(E). Within the boundary of the
array hh(E) equals 1 if hp(g) is 0 and vice versa. The éombined_
function, h(r) = hp(E) - hn(E)’ has a sharply peaked autocorrelation

function. This can be shown as follows

a(x) = h(-r) ® n(x) = [hp(-_{:_) - hn(-_y_)] [hp(;) - hn(g)] (4.5)

) = D) * 2@ - ep(@ - oD a.6).
where . '

ap(_r;) = hp(—£) @hp(_r_) and an_(g)‘ E'hﬁ(—z) h (r) are auto-

correlati i ‘and = - ' =
correlation functions, an cpn(g) = h_p( g)@.hn(g) and cnp()_:_) =
‘ hn(—.‘g_) hp(_l;) are crosscorrelation functions.
To derive expressions for the autocorrelation and crosscorrelation.

functions, we first consider the correlation function of two arbitrary
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functions £(x,y) and g(x,y).

e(x,y) = £-x,7) @ g(x,y) = [f E(paf) erxigty) dpag (4.7)

If £f(x,y) and g(x,y) are aperture transmission functions of binary

.values, 0 and:l, the correlation’ function c(x,y) becomes
C(X,Y) = sum of all 1*s of the product f(?af)‘g(z+x1§+y) _ (4.8)

Now, we assume the pinholes and the entire array are square in shape,
with the width of each pinhole given by w and the width of the entire
array given by L. The autocorrelation function ap(g) (or an(g)) and

the crosscorrelation function cpn(E) (or cnp(g)) are given‘by
. = ' ' . '
ap(x,y) sum of all 1's of the product hp(7af)’hp(?*xa§+y)
cpn(x,y) sum of all 1's of the product hp(?ﬂf) hn(?+x2§+y)

It is very clear that ap(0,0)=N=the total number of holes in the array
and cpn(0,0)=0 because hn(7’$) is the.negatlve of hp(?,j). As |x| and
"y] become slightly greater than w, éé(x,y) drops suddenly to N/2 and

: cpﬂ(x,y) increases suddenly to N/2 because half of the holes in hp(7’$)
are expected to overlap to those in either hp(z+xg\§+y) or hn(z+x{f+y).
As lxl and |y| become larger and larger, both ap(x,Y) and cpn(x,y)
become smaller and smaller, and become zero finally when |xl-and |yl

are greater than L. Thus, the appropriate expressions for ap(x,y)

(or an(x,y)) and cpn(x,y) (or cnp(x,y)) are
ap(x,y) 2:%N[Kx/L)A(y/L)A+ LNrect(x/w)rect(y/w) + gb(x,y) (4.9)

cpn(k,y):z %NAﬁx/L)Agy/L) - YNrect(x/w)rect(y/w) + obn(x,y)' (4.10)
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where the rectangle function rect(x/w) is defined by

x| Lw

- H]
rect(x/w) = { 0, otherwise

and the triangle function A(x/L) is defined by

A(X/L) - { ](_:)_|X“L’ ‘Xlﬁ_L

, otherwise

The noise terms of Eqs.(4.9) and (4.10), ob(x;y) and cbn(x,y),~give.
-measures‘.of_ the deviations of the correlation functions from their,
e:cpected values. Since w((L for a large array of thousands of hole's,
the rectangle function rect(x/w) represents a sharply peaked square
pulse of small width. The autécorrelation function a(r) of Eq.(4.6)
is given by

a(r) =< 2N rect(x/w)rect(y/w) + o(x,y), ‘ ©(4.11)

2 2 2 2
where g(x,y) = ((Tp * o, +6pn +o'np )!{2

We see that the background term, Jﬂ(x/L)jﬁ(y/L), in thé_auto—
correlation function of a si&plé random pinhole array is eliminated
through this complex process. Since the distribution of a(r) is like
a delta function, the complex coding technique used for zone plate
imaging can be applied here too. However, for random pinhole arrays
of small number of holes, complex coding'may not work well because of
the noise term of Eq.(4.11). This noise term is relatively unimpor-
tant Qhen the number of holes in the array is Very large, but can be
important if this number decreaseé. |

For pinhole arrays other than the random pinhole array, the

complex coding technique still applies, For example, one of the.
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simplest way to do complex coding with a non-redundant pinhole array isv
to apply Eq,ta.S) usihg hn(E) = hp(jg),vwhére hp(ﬁ) is the original
non-redundant pinhdle array and hn(z) ?eprQSents;the array 6btain¢d by
rotating the original afray 180?; Computer simulations of ﬁhis case

were méde and the reéulté showed tﬁat only small improvements were
achieved this way; There -is a better way to eliminate the backgroundAih
.the reconstruction of NRPA coded shédowgrams. The method will be studied

in the next section.

4.2 Decoding by Fourier Transform Deconvolution

The frequency domain analysis of coded aperture imaging in Section
2.3 gives us a method of decoding in the frequency domain. Eq.(2.19) is
a form of the decoding transfer function H'(X). Two expressions are used

for H'(V) according to the magnitude of the coding transfer function

[ucwy].>¢
H'(Y) = B/ [Ew)]? if [HO|>oH =d.Max(|H(_\_)_)l) |
| L 2.2 | (4.12)
HW) = HW/aH o, if || CaH

The parameter.d.should be carefully chosen to supress the amplification
of statistical fluctuations in the measurement, without losing too mﬁch
fidelity. We define the tfansfer function H(g) at frequency ¥ to be a
“zero" if |H(w)| is smaller than the cut-off value oH .+ The total

numbér of zeros in 'H(2)| of a coded aperture system gives us avmeasure

of the system's response.



60

The reconstructed imegébi(z) in the frequency domain is given by

I(w) = S*¥(¥) H'(¥) = 0(¥) H*(¥) H'(Y) .
At those frequencies ¥ where IH(Y)lf; djﬂnax the frequency components of
the image are given by  I(¥) = 0(Y) HA(Y) HCY / o Hp . -

In the spatial domain, the above expression becomes

2

max (4'13)

i(r) = o(x) [h(-_l;) h(g)] / oL-ZH;a)f [0(3) ,a(_r_)] / o2H
Thus, if IHC!)I has large percentage of zeros, the reconstruction wi;h
Eq.(4.12) is dominated by the autocorrelation.

An investigation of the total number of éeros in IH(X)l as.a
function of ol for a few eoded aperture functions was made with a digital
computer. The fast Fourier transform algorithm was again used to compute
the transform H(v). The test functions were stored in matrices of |
128 x 128‘e1emen£s and the transforms of‘these functions were stored in
complex matrices of 65 x 128 elements. Three_zehe'plate functions and
one pinhole array function were used for the investigation.- The zone
plate functions were th(g), ﬁzp(g), and th(g) -‘Hzp(g),'which repre_
sented a positive zone plate with 9 zones, a negative zone plate with 10
zones, and a combined zone plate with 10 zones respectively. .All 6f the
zone plates have the same Ty (radius of the first zone). The diameter  of
the positive zone plate was‘equivalent to 76 elements (or bins) of the
matrix used, énd.tﬁe width of its last annular zone was about 2 bins.
The pinhole array funetion was hnp(E)’ which represented a nen-redundant
_pinhole array with 9 holes.(shown in Fig.4-5a) The siee of the afray

was about the same as those of the zone plates and the diameter of each
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pinhole in the array was slightly less than 2 bins. The results from the
computer'calculations are listed below.
h(r) = th(;_) th(g) th(;_)-th(};) | hnp(_g)-
Total number of zeros (samples'with values f;cLHmax)
in 8320 samples of‘|H(!)|

e, = 0.001 1535 1150 123 L
o = 0.01 6784 6483 90 n
& =0.05 - - - 455
=01 = - - - 1789

It is seén that, for the samed, lH(g)' of the non—redundént
pinhole érray has far fewer zeros than those of the zone plates. ‘Because
of this fact and the good autocorrelation property_of the ﬁon—redundaht
piﬁhole array, it is expected thét the non-redundant pinhole array can
givé us better image reconstruction with Eq.(4.12) than the zone plates.

Thé non~redundant pinhole érray was used to study the decoding
method.given by Eq.(4.12). 'The initial work was to examine the system's
behavior under various conditions with a point gamma;ray source,

Compuﬁer simulations of the coding-decoding brocess with different values
of d and differgnt levels of inpdt statistical noise were made,.and the
resultsbare shown in Fig.4-3. 1t iérseen that'tﬁe width of the signal
peak (or resolution) is smaller for smaller values of &.while the"
magnitude of the noisy background is higher for these ol .

From Fig.4-3, a compromise between tﬁe resolution and the signal
to noise is pvrobably given by o =0.05., This vélue of ocvwas used in a

test reconstruction of a 2-D source distribution, The test object was a

AN
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computer generated thyroid phantoﬁ With 5% statistical noise in it. This
5% noise-to-signal ratio was based on that the system received a randon
number of events with an avérage of 400 from each resolution element of.
the object if the intensity of that element is 1. The rcsclt of the
reconstruction together with the non-redundant pinhole array used are
shown in Fig.4-5. It is seen.that good reconstruction without back-
ground can be obtained with this decoding method.

Effects of o on the point reconstructions at planes some distances.
away from the in-focus plane were also studied. The results from |
computer simulctions, as shown in Fig.4-4, indicate that the off-plane
reconstructions are not very sensitive to changes of d,i The average
magnitude_of the background fluctuations in each off-plane reconstruction
is very small, about 1%Z of that of the in-focns signal peak. This back-
groundvto signal ratio is much smallcr'than-that of the zone‘plate system
in the previous section. | |

A computer simulation of the rcconstruction of a 3-D source
distribution (consisting a cross, a circle, and a triangle) was made and
the results'are shown in Fig.4-6. The input statistical noise was 5%
for each resolution element of the source object. o&=0,05 was used. It
is seen that images of Fig.4-6 cre'much better than those of Fig.4-2.

One important thing has not been explained yet. The results froﬂ‘
the computcr-reconstruction nsing the method described in this section
secm to be not.as good-as those from the optical reconstruction using the
correlation-methodb(sée Figs;3—7, -8, and -9). Since the point recon-

structions from the method given by Eq.(4.12) are better than those from



the optical correlation method, the réconstructions shown -in Figs.'a—S
and -6 should look Bétter than those shown in Figs. 3-Z,2-8; énd -9, The
reason for the betﬁer appearance of the reconstruqtions in Figs;3—7, -8,
and -9 is because those_réconstrucfions were printed'on high'contrast
paper. The biasing action of the papef suppressed:;he chkground

artifacts in those reconstructions.

4.3 Conclusions

It was shown iﬁ Section 3.2 that a NRPA coded aperture-system
provides us a simple and economical way to obtain the tomographic images
of an extended 3-D source distribution.. It'was also shown‘thatvbOth the
autocorrélation and the crosscorrelation of a non-redundant pinhole array
are suitable for coded aperture imaging. The non-redundant nature of the
pinholes,results in good image résolution and uniform background ﬁith
few artifacts in the reconstructed ‘images.

Improvement of simbie coding by complex coding was discussed in
Section 4.1. By use of a positive and a negative zone platesvoné.can
effectively remove the background produced by the zero order component
of_the zone>plate from the reconstruction. However, béckground
artifacts are still present in the reconstruction of a 3-D distribution
becauée bf the other unwanted components of the zone plate. It is
expected that by use of three or even more zone p1até$'one may effective-
ly remove a few of the most unwanted componénts of the zone plate (see.

Section 2.2), but this complicates the imaging and reconstruction proéess.
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In fheory thevbest codiﬁg with zone plates can be obtained if two
sinusoidél (sine and cosine) zone plates are used. In this.case a

- complex coding with the ﬁwo ione plates.can give aﬁ‘equivalent impulse
response eiﬂrzlrl.(¥coé.2p4#1sin.zp), which corresponds a constant
modulation transfef function (see Section 2.3).

The Fourier transform deéonvolﬁtiontmethod in Section 4.2 appegrs
to be very powérful.for decoding of NRPA coded shadohgrams. The in-focus
point recdngtructions (Fig.4-3) are very good on the basis of resolution
and signal to noise. The out-of-focus boint reconstructions (Fig.4¥4).
give only a small amount of backgrﬁund which fluctuates above and below
zero. This results in very few background artifacts in the recon-
structions of 3-D source distributions. Eq.(4.12) is only one of the
many poséible forms for the decoding transform H'(¥). Other forms of
H'(v) may be found in thé future, which can miniﬁize or eliminate the
background artifacts.

It was mentioned in the begining that coded aperture imaging 1is
only a speciallbranch of tomography. In coded aperture imaging the
direction of each gamma?ray event can ﬁot be determined exactly because
of the aperture uéed. A few other tomographic imaging techniques (or
devices, see Section 0.2), on the other‘hand, 6perate on events with
known directions and form their images by principle 6f'ba6k-projection.
The.advantage of having the direction of each event know is that better‘
estimatg of the 3-D source distribution can be made from ehough data
samples of the distribution using variéu3'a1gorithﬁs (depending on the

sampling). A new algorithm for 3-D image reconstruction from tomography
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will be given in Part II. The particular way of sampling for that image

reconstruction élgorithm will ‘also be giveﬁ; The direction of each

gamma-ray event collected by the detector must be known there.
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PART II : THREE-DIMENSIONAL IMAGE RECONSTRUCTION FROM FOCAL-PLANE

TOMOGRAPHY
5. FOCAL-PLANE TOMOGRAPHY AND THREE-DIMENSIONAL IMAGE RECONSTRUCTION

5.1 . Gamma Camera Systems for Focal-Plane Tomography

As mentioned in the begining, a number of existing_radionuélide
imaging deviceS'othe: than the coded aperture imaging system can aléé
give depth information about é 3-D soﬁrce distribution. These devices
have in common that they provide tomographic images of theobject, that
is, that imagesvof a given object plane have that plane in focus and all
other object planes cdntribute an out-of-focus background superimposed
on the in-focus image.

Imaging devices whiéh give depth information about a source point
require radiation from the point to be detectéd‘from_distinctly separate
directions. In these imaéing devices the direétidn of each gamma ray
évent is‘known and, if separate views of a source distribution have been
made, a tomographic image on any plane through the source can be made by
back-projecting the gamma rays onto that plane{

Since the direction of each éamma—ray event is known, the depth
information content of these imaging devices is much higher than that of
a coded aperture imaging system. In fact,lthe tomogfaphic images obtained
ffom these imaging devices have some unused information about the origiﬁal
3~D source distribution. In the followinglchapters, a method of 3-D

image reconstruction which utilizes this unused information to improve -
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the tomographic images will be studied. Threé imaging devices which
'give tomographic images are described below.

Multiple Single—Pinholé Camera

One such tomographic device useé multiple single-pinﬁolé yiewsv(Fig.
5-1a). The deptﬁ—information pfopertiés of;these letiple views is
illustrated in Fig.5-1b whérethe source distribution ié_a'single»point.
An exposure is made using one pinhole selected from the array. Toﬁo-
graphic images on a number of planes are:made by back—projecting-bhotons :
from this exposure through the same pinhole aﬁd‘adding the éppropriaté
. intensity to each tomographic plane at its_intefsection ﬁith the 1ine.
The process is repeated for the other views and the final tomographic
plane image is the sum of contributions from all these views.. The piane
which actually céntained the point source has a sharp image while in
other planes the image of the point sdurce(is blurred out.

In analyzing image formation it is useful to use the point response
function.hij(g,rl); This function, characteristig of the imaging device
used, describes the fesponse at point r in plane j to a point soutce aﬁ
point r' in plane i. From Fig.5-1b it is seen that this function, or
blurring pattefn, for the multiple single-pinhole caméra has arshape
similar to the original array of pinhole§ but with a size which depends
upon‘the geometry; The nonQredundant pinhole arrays which were used
previously for coded aperture imaging can be used to obtain multiple
projections for this cémera system, and a 9-hole non-redundant pinhole

array is shown in Fig.5-2a.

Rotating Slanted-Hole Collimator Camera
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Another device used.to obtain tomographic imagés.in Nuclear
Medicine is the‘rotating'slanted—hole collimator(Fig.5-3). The colli-
mator rotates about'én axis;pefpendicﬁiar’to.the detector and the
‘ﬁarallel holes‘aré'slantéd'af an angle to this axis, generally about 20
degrees. Wﬁen the collimator is.ét a given position the image.of a pbint'
source ié a single point on éhe detector. ‘When the collimator has
rotated 180° tﬁe image of this point source has traveled oﬁ the arc of a
ciréle'to an»oppoSite'posifion. As done previoﬁsly, tomographic images
on a numbe; of transverserplanes can be made by back-projecting the
detector image obtéinéd at a given position of the colliﬁatorraloﬁg the
known direction of the paraliel holes and then repeating this process
for all positions of the collimator. |

In one mode of operation of this camera views are taken at discrete
positions of the collimator and the blurring patterns ha&e a shape
similar to Fig.5-2b.62 In another mode'the collimatof is rotatéd'-
continuouély.durihg daté colieétion and the blurring pattern is a circle

(Fig;S—Zc).63"

Positron Camera

‘Positron cameras are currently under intensive dey_elopmentéa’.b.5
because of their ability to give tomographic iﬁages without the use of
a céllimatot.and.ghe éssociated loss of intensity. The two 511 KeV

anniﬁilation gamma-rays from a positron source radiate:from the source
point at 18b°,to each other (Fig.SfA). Interactions with two detectors

determine, as in the previous cases, only a line on which the source lies.

Projection of events detected onto a transverse plane gives, again, a
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tomoggaphic image of the source distfibution with that plane in focus
and othgf éi;nes blurred and éuperimposed,,

The fraction of detected events from a point source in the midplane,
says décreases considerabiy as the point source moves away from the
cente:.of the.plane. The.three¥dimensiona1 image reconstruction method

which will be studied later requires that the point response function

remains constant in shape, size, and intensity as the point source moves

over the camera field of view on a given plane (this is called spatial

invarignée), although it may be different for different planes. This

blurring pattern can be maintained constant over a given area of a plane

if the computér which constructs the tomographic image planes accepts
data only for those events for which lxz—x.l‘ <a and ‘yz—yl‘l _{_ d where

d is smaller than w, the width of the detectors (square in shape). The

"region of constant detection efficiency_for‘the midplane which results

is a square of width w-d. The blurring pattern is also a square (Fig.

'5-2d). If the detectors are of disc shape, the appropriate expression

for the acceptable data is lgi-£2| £ d. The blurring pattern is

therefore a disc.

5.2 Solution for Three-Dimensional Images From Tomographic

Imgges

Conventional radionuclide focal-plane tomography produces images
of radioactive objects within the human body in which structuresat a

chosen depth appear in focus whereas those at other depthsare blurred.
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:Theiinherént.limitatiOn of these ;echniqués is their inability actually
to remove-backgréund signal due to objects not in the Chosgn,fdcal plane.
-Tomograpﬁy disperses the_events-from off;plane'activity but such events
are still present as a'semi—uniform béékgroﬁnd that can pfodﬁce artifacts
or obscure faint strdctﬁres evenvwhen the structures are located on the
focai plane of a given tomogfaphicvimagebor tomogram. In Nuclear |
Medicine imaging Qith its poor resolution and freduently low contrast
objects it is often not‘possibie to distinguish the in-focus plane from
the out-of-focus images.. Removal of thé background would eﬂable
detection»of‘smaller lesionS-and lesions of lower contrast.

A tomographic image of a plane.éection through an object has a
fihi;e width Slab'of the object in;focus. The thickness of this slab
is the depth of field which depehdé on geometry and detector resolution.
Also present in.this tomographié image is anboutrof;focus background
contributed by the resi‘of the objeét. If this .background is removed
from é collection of these ﬁomographic planes whicﬁ are separated by the
system depth.of field, then the thrée;dimensional objectvis known to an
accuracy determined by the longitudinal ahd lateral resoiution.of the
system. |

ﬁow, the remaining problem is héw_the 0ut;of-focus backgrbund can
be removed. Let us examine the qonstituents of a toﬁdgraﬁhic image
first. We assume invﬁhe following ﬁhat the object isxlocated in Np
planes and is rgbresgnted,by the functions'oi(i),-i=1, ceey Np. Np
" tomograms tj(g) are fqrmed by a computer from caméféldata using the

backprojectidn methods .discussed previously. Since the point'réSponse
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function hij(zggf) represents the system rgsponse:gtvz_on;plang'j que to
a poin; source of:unit intensity ét.gf;pn'plane i,lphg total congfibﬁtibﬁ
ifrom plane i to p1ane j is just the‘intqgralﬂbf Qi(g?)hij(g,zf) over all
r'.. If the imaging system is made to have a constant poinf response
function as @gspribed previoﬁsly, then hij(zkgf);hij(gjgf) and the aﬁove
'integra} becomes a conyolution integral of oi(g) and hijgg), ‘The tomo-b
graphic image tij(g) on plane j due to source Oi(Ef)'on plape_i is‘then

given by

ty5(0) = [0_-1(?.' dh (r-rtddr' = o (0) ® b (x)  1,3=1,2,.. N (5.1)

Since the tomographic image has coritribution from all object plaﬁes we
‘have

N. ‘ -
=5SP 0.(x)®hn,, 21,2, 0000 N_ (5.
.tj(E)V;AAiZﬂ 0;(x) ®h, () | L J 1 2 N (5.2)

Taking Fourier tranéform on both sides of the above equation, we have

= p = .
T.(W) iz'=1 0,(¥) H, .(¥) 3715250000 N (523)

The above equation is linear and can be solved for 0,(3) easily if
det( Hij(g) ) ¥ 0 for ally. The objeét distribution in spatial domain
can be obtéineq by taking inverse Fourier tréhsform of 01(2)' A detailed
description of ;his 3-D image reconstruction prdcess will be given in the
next chaptér.

It is worthwhile to point éut that the tomographic images obtéined
from a coded aperture imaging system can not be used fof’thevabove image -
reconstrﬁction because of dec(.HijQi) ) = 0 for all N in coded aperture

imaging. To prove this, we let hg(g) represent the response of the
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coding system to a poinﬁ source on bbject_plane i and let hg(g)
fepresen; the:feSponse of the decoding system on image plane j to a point
on the_shadowgram for coded aperture imaging."Assuming the system is
linear and spacefinvariaht, the poinF fespOnse'function hij(£) qf the
chéd aperture syst:.em is then g‘vi'ven by hij(_r_) =_h?1(£) ® hg(_g_) The
.Fourier tfansform of hij(z) is given by Hij(z).= Hg(g) Hg(y). The

determinant of ( Hij(!) ) of this system is given by

Hll HZl ...HNpl _ ‘ 'Hl Hl "‘Hl
' _ v . ' _ 4CyC c d .d .d
_ A P 3] _
) | .44 d
Hn Fon +o By n S B R
P P pbp P P P_

Therefore, det(Hij(y_))=0 for all v in coded aperture imaging. -
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6. BASIC MATHEMATICS FOR THREE-DIMENSIONAL IMAGE RECONSIRUCTION o

6.1 _Tomographic Images from Focal-Plane Tomography

~As explained in’ the pfevious chapter, the formations of tomographic
images by the threé tomographic imaging camera systéms ére similaf;vthat
is, all the tomographic images are made through back-projection;
Therefore, onlf the multiple single-pinhole camera system is usedhtbi
illustrate the formation of tomographic imégés. To producevthe tomo-
graphié‘images for a pinhole camera system, a numbérvof sepaiate
exposures of the object are obtained with a pinhole aperture and a planar
gamma ray détector, and with the pinhole being moved succéssively:tb
_différent points of an Nh-pointvarray (Fig.6~la).. The knownllocation of
the pinhole and the event positions recorded by the detector detérmine
‘the direction of emission for each detected gamma-ray. Using these th
single-pinhole images tomographic images on Np transverse planes thropgh
thevobject are built up with computer in the following manner (Fig;6—1b).
The Kth pinhole image is projected baék-through the Kth pinhole onto
each .of Np tdmographic planes. This is done for all the pinﬁole iﬁages
and the final tomqgraphic images tj’ =100y Np, are the sum of the
contributions from each of thg Np single~pinhole images. These are true
tomographic images, the image tl; for"éxémple, haVing ih—focus all the
'points of the corresponding object plane oy with all pther planés |
contributing out-of-focus background.

If the three-dimensional object can be approximéted by intensity

distributions oi(z) on a finite number of planes, i;i,..., Np’ then to
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construct Ithese ‘oi's_ from the tomographic images one needs to consider
the equations which _deséribe £he formation of the tomogréms.

We assume here and in the following that the pinholes in the array,.
are small (delta fﬁnétions).' The effect of finite width pinholes will
‘be discussed later, Let the functioﬁ hij(_t_‘) be. the response v(})f" the_ jth
tomographic plane to a point sdgrce located in‘ the ith object plane.
As discus_éed"previously,- the response of the tomogram—tj(z) to o.l(£) is:
its convolution‘wi'th hij'(-E)" oi(E)hij(E)’ gnd tj(E) is. the sum of 1ts
resbonses to the Np object planeé.

We can find the form of h.lj(g) and the scale féétor' in 0.1(5) from
Fig.6-1c which shows the response of two tomographic planes to a point
source located on- an 6bject plane; The figure shows that h‘ (r) is a

delta functlon of 1nten81ty N. and that h (r) (J%l) is ‘the pattern of

h
‘the Nh hole array used ‘but w1th a reduced size depending on geometry.
If h(r) is the function which describes the pinhole array transmission

with pinholes located at position‘s T,y K=l,..., Nh', we have

=k
| | Y . R |
hij(g_) = h(_l;/mij) = lél 6(_1;—mij£k) 1,351,250 N (6.1)
where my (s -5, )/s and‘s:.L is the distance §f t.1 (and o_f' oi) from the

pinhole array.' The object intensity which contributes to the tomogram

. o, 2 ' _ . .th
tj(£) is oi(E/dij)(dij where d’ij = Sj/si' The equation for thev j
tomogram is then :
' P - (e i
ty(z) = Z oi(_r_/ocij). ® hij(;_) E 1,2,...‘..,Np (6,;)

i=1 oL
i J

Eq.(6.2) is a set of Np equations in the Np variables 'oi(g). The tj's

are combinations of single-pinhole image data' and the hij's depend only
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on geometry, tﬁat is, on pinhoie locations in the array and on placement
of thé reconstruétion planes. All'ﬁhevequatiéns ape functions of r,
positibn relative to the optic axis, and thesé Np éQuations mﬁst be
solved for each positiqn I, in digital processing for instance, on a
64 x 64 matrix. | |

" The tpmographic images of the other £ﬁo camera systemé can be
. expressed by the same formula as above, of coﬁrse,:wi;h-different point

blurring functions hij(z) as shown in Fig.5-2.

6.2 Image Reconstruction by Fourier Transform Deconvolution

Taking the Fourier transform of Eq.(6.2) we have
Np _ ’
T.() = iZ=1 0;(u ety ) Hy (V) : 3=Lh250n s N, (6.3)

where the quantities Tj’ Oi’ Hij are functionsof spatial frequency ¥

and are the Fourier transform of the corresponding quantities of Eq.
(6.2). To exhibit these equations as a set of . linear equations in the.
quantities_oi(g) we need to evaluate each of the equations for Tj(z) at

‘a different point ¥' = 5. NV

J
Np ,
T(w'/s)) = iz=1 0,(¥'/s,) Hy(3'/s ), 31,2500 N, (6.4
or in matrix form T = H O (6.5)
vhere T, /50 Ol(yj/sl)
T - Tz(!j/sz) | oz(ﬁf/sz)
Ty (' /sy ) 0y (v'/sy )
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Hll(_v_'/sl) Hzl(l"/sl) ceeds HNpl(.\i'/sl)_'

Hoo(v'/s.))  H__(v'/s)) .e.o. Ho _(x'/s.)
12 2 22 2 R 6.5

Hy /sy ) By /sy ) Hg g /sy )
P . % p. P ' PP P..

For those (angulér) spatial frequencies V' for which the deteminant of |

H, D(v') = Hij(-\l'/sj) » 1s not zero, an inverse matrix,'H-l, exists and

Eqs.(6.4) can be sloved for Oi(y_'/si).-
H'T=H'Ho=0 | (6.6

Inverse Fourier transformations then give the desired background'-frée'

images 0,(z).

0,(») g 01(5)“. |
0,(») [
J‘l 0 ij—l é = g (6.7)
0, (W) oy ()
p p

If the deteminant function H(y') is zero at some angular spatial
.fr_équency v' then.the reconstructed transform iméges Oi.(g) gre not
determined ‘at the épatial fr_equencjr y_'l_si. From Eqs.(6.4) a.nd. (6.1)
we can get: |

N o eoe o , o
zh o 121fy_.£k(si sj)/sis. | 1,J—1,2,...,Np (6.8)

H..(v'/s.) =
13(1/ J) = L i

Since Hij(g_)=Nh=conStant for all i's and j's, the deteminant D(N')

is always zero at ¥'=0. This means that the reconstructions 'oi(_r_‘) are
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undefined by an édditive constant., This is not a problem if this is the
oﬁly zero since this constant can bé de;ermined by some subsidiary
condition, for instance, that oi(z) has no neggtive value and the
.background outside the field of view is supposed to be zero.

The general determination of additional zeros of the‘déterminaht
D(gf) is complicéted and has not seén doﬁe &et,' The physicai»feasdn for
-zeros in the binocular vision case (Nh=2), for example, is as follows.
Spatigl freQuency'on eéch of two input planes can be sﬁch as to give the
same spatial frequency on the detector plane for’éaéh of the two siﬁgle_
pinhole exposures. On reconstruction one is uncertain’how‘much of the
original frequencies to a ascribe to each plane., A regularly spaéed
array will increase the number of zero. However numerical calcﬁlations
of D(v') for non-redundant pinhole arrays of 9 to 24 pinholes and for
2-, 3~, and 4- plane geometries showed'novzeros‘to exist, other than at
.v'=0. Although no general proéf is made it would appear that zeros of
the determinant can easilyvbe avoided by the use of non-redundant pinhole
arrays.

The determinant function D(!f) is characteristically very low near
zf;g but rapid1y increasés to its maximum value. D(') varies with the
shape of the pinhole grray as well\as with the number and the location
of the tomographic planes. Fig.6-2 gives the cross-sectional plots of
the determinant functions és functions of'array types (regular and non-
redundant arrays) énd plane geometries (2~, 3-, and 4- plane geometries).
The non-redundant pinhole arrays are seen fd give a determinant D(lf) of
more uniform magnitude éompéred to the regular pinhole array. Fig.6-2-1.

shows the pinhole arrays used for computing those determinant functions.
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6.3 Systems of Finite Spatial Resolution

To investigate the effect of using an aperture arfay which has

, finife width pinholes of diameter d we consider the geometry of Fig.6-1c}
A point source in plane i casts a shadow of a given pinhole onto the
detector piane which has a diameter d'=d(so+§i)/§i. The diameﬁer of this
spot cast.on the tohographic plane j through the correspohding,zero—width
pinhole on the right of the figuré (zero-width because this is a mathe-
matical operation'not a physicai process) is dij=d'sj/so=d sj<1/si+i/so).
The real point response function that occurs_in'Eq;(6.2) is

h;j(E) = hij(g)() circ(;/dij). | circ(zjdij) represents a circle

function of diameter dij’ which is defined by

: (1, if |z] £4,./2
circ(;jdij) = {. v roo (6.9)
. 0, if |z| > dijlz
" If we define
| "di. =d Si(l-/s_i *1l/s) = dgsleyy o § - (6.10)
then _ .
01rc(£/dij),f c1rc(£jdfiij)
Upon replacing hij(g) in Eq.(6.2) by hgj(zj we have
, N , . o
- 1 \ : .
tj(g_) = Z{j =3 o.l(lr_/otij) ® ‘hij(z) ® »C-lrc(‘l‘./didij) K
' ' j=1’2_,_...’Np
If we define a new object distribution function O:(E) by
c ' . . . ' : :
0,(r) = o,(x) ® cire(z/d,) , i=1, 2, .., N, (6.12)

then the expression of tj(z) in Eq.(6.11) becomes

: N : _ ’
- §ypP 1 ¢ . : ,
t(x) = iZ=1 d.z.,°i(,£/‘,"ij) ® hys(@  3=1,2, ooy N (6.13v)
ij '
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Eq.(6.13) has the same form as Eq.(6.2), thefefore, the solution
of 02(3) can bevobtained by the same déconvolutioﬁﬁmethod‘as described
previously for the infinite‘resolﬁtion system, "

The reconsfructéd images of this finite résblution_system‘are
given by o§(£), which is defined iﬁ Eq.(6.12) as abconvqlutioﬁ iﬁtegral
of oi(g)'and cire(r/d;). The operatibn.of the circle fuﬁctionvOn °i<£)

is considered as a blurring operation which occurs whenever an imaging
system-of finite resolution is used.

Apparently, the image resolution of the entire procéss, tomographic
iméging and 3-D image reconstruction, depends only on the firsﬁ part of
~ the process. In other words, the resolution of the image.is defined:,
vwhen the object is imaged by the camera, and the later image'procéssing
by the comﬁuter makes no change to this resolution (pfovided that thel '
computer hés enough memory to represent and process the data frpm the
camera). Therefore, the formulas for the lateral and depth resolutions
of a MPA coded aperture system can still be applied to this 3-D image
reconstruction system.‘ If a pinhole array of meaﬁ radius rm-(weighted
by the distribution of pinholes in the array) is used for the tomo-
graphic imaging and 3-D reconstruction, then the lateral and depth
"resolutions fof'object plane i, at Ss from the pinhole array aperture,

are given by

A# d (1+ Si/so ), ‘ | ' (6.14)

and

o)

. d ( 1_+‘s.1/so ) Si/rm , . , _ (6.15)

Where i. = 1', 2, s vy Np .
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7.  EXPERIMENTS AND RESULTS

7.1 Construction of Digital Image Read-Qut System

The MWPC system.described_in Section 3.1 is égain used here. Since
the 3-D image reconstrﬁction method requires fhe use of fast digital
Fourier transforms, the ahalog system is no longerrfeasibie now. Instead,
a digital computer together with an interface controiler and some.
peripheral devices are used to read and s#ore the MWPC output. As éhown
in Fig.7-1 the output signals from the timing and pulse height discrimi-
nators are used to start.ahd stop a Camac digitizer. The function of.
the pile—up rejector used in the ahalog system (in Sectibn 3.1) is
replaced by a trigger conditioner. A delay gatevsets the‘busy time
interval for the trigger COnditionér so ‘that any signal pulses coming
" from tﬁe central wire plane within that time interval after the first

one, which turns on the trigger conditioner, will be rejected.

The prompt output of the trigger conditioner is used to Start the
digitizer and to trigger a pulse generator. . The pulse generator then
generates two output pulses, both are delayed by a short time interval.

.One pulse is used to set the Look-at-me (LAM) signal fdr.the Camac
digitizer. A LAM signal is a signal sent by the Camac module to the

Camac crate coﬁtroller to indicate_reqﬁest for attention. The other

pulse is used to stop counting of the digitizer. The time delay of these -
two pulsés from the prompt output of the trigger conditioner is about 5.

microseconds while the busy time interval of the tfigger conditioner is
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about 130 microsecohds. This iong busy time interval of the triéger
conditioner is féquired because thg'PDP—llllo éoftwére takes abdut 120
microseconds to fead the x and yvdata, to locate and increase a particular
memory location according to the x énd y data, -and to check the status.

of the"switch:register and the crate controller.

The timing of the Camac digitizer is provided bj’a 150 MHZ clock,
v.and the digital information of the x and yvsignals is traﬁsmitted
through.the'"read bus" lines of a CamaC‘crate.to the qréte controller.
The PDP-ll/Camac crate controller serves as an iﬁferfaée between tﬁé
MWPC electrqnics and the PDP-11/10 computer. This type 1533A Interface/
crate controller made by Borer Electronics Ag serves to connect a Camac.

crate directly to a PDP-11 Unibus. Built as a double width Camac module,
the crate controller is designed on the principle of offering transparent
operatibn in the read/write mode whereby each crate'subaddress appears

as a separate peripheral on the Unibus. The 1533A has an interrupt
vector generator for 16 vectors with individual priority'selection which
speeds the handling of LAM's considerably.

The PDP-11/10 central processor controlls the signal reading, the
image processing, the data transmission, and the image disblayiofbthe
MWPC system. All the computer system components and peripherals of
PDP-11/10 conhéct to and communicate with each other on a single ﬁigh-
speed bus known as the Unibus, see Fig.7-1. The 28K core memory of ﬁhe
PDP-11/10 brovides enough space for temporary data storage. For more
proceséed data‘aﬁd long term storage, the disk unit of a PDP~11/45 system

is available. Data transmission between the PDP-11/10 and the PDP-11/45
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is'through é‘telephone line with maximum spéed r~ 9600 bauds(bits per -
second). The tape unit of the PDP—11/&5 syétem is also available for
thé pefmanent storagé Of prﬁcessed data on magnetic ‘tapes. ‘The LA36
DEC;writer ié a fast(relative to the teletype) data terminal. It prints
from a set of 64 characters at speeds up to 30 charactefé per second.
’D#ta entry is made from the:§7-character kéyboérd. The Téktronix—&OlZI"
Cémputer Display Terminal is used for graphic plotting and input-output
characters. Inputs to the computer are made through.the Terminal's
keyboard. Data from the computer can be displayéd oh the face or'screen
of the Terminal'sbcathode ray storage tube, Fig.7-2‘shdws a photogfaph
of the entire experimehfal set-up except the PDP-11/45 system, whicﬁ is

a remote statiomn.

7.2 Software for Diéital Image Processing

The intrinsic resolution of the MWPC detector and its assoclated
electronics is about 2 millimeters. Since the active area of this
chambervis'about 48cm x 48cm, the total numbeerf Tesolution eleménts in
this chamber is about 240 x 240 = 57,6K which is about twice of the
memory size of the PDP-11/10 computer. To run a progfam with the PDP-
11/10 computer, about 8k memorf space isArequifed to store the systeﬁ
software, and another 4k memory space should be breserved for the program
and subroutihes which read and process the MWPC image data. Only 16k
out of the 28k membry space is available for storing the_digitized image

data of the MWPC system. In other words, the output of the MWPC can be
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at most represented by a 128 x 128'sing1e—wordvmatfix in the computer
programming. Because of this limitation, the spatial resolution of the
digital system is at least 2 times worse than the intrinsic resolution
of the MWPC detector. -

BASIC is used-in the digiﬁal system because it is convenient. The
computer prégram which reads and bins the MWPC image data contains an
assembly iahguage subroutine which runs a loop ﬁith é cycle time éboutf
120 microseconds. This subroutine commands tﬁe cbmputer'to check the
LAM signal of the Camac digitizervfirst. When there is a LAM signal it
means that an event is digitized by the Camac digitizef and is ready for
computer to‘reéd. The computer then start to read the x and y coérdi4
nates of that event through the Camac/PDP—llviﬁterface controller. The
yalues of x and y are then used to'determine the memory 100ation for ;hét
event in the 128 x 128 matrix which is assigned to begin at some
particular memory address. .The content of the memory location for that
event is increased by 1. The subroutine then commands the computer to
N . v
initialize the Camac digitizer through the Camac/PDP—il ipterface
controller and wait forlthe next LAM sigﬁal; If the last switch register
on the PDP-11/10 operator's console is raised at this time, the read
cycle ends, otherwise, the read cycle continues. Since there are only
16 bits in one memory word of the PDP-11/10 computer'aﬁd the image
matrix is represented by single-word elements, the maximum permissible
number of events in one element is 216 -1 = 65535 which is far ab&ve the

maximum value obtained experimentally.

The image of the MWPC output can be displayed on the screen of the
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Tektronix 4012. The 6" x 8" display area of the Tektronix 4012 contains
780 x 1024 points for the cathode ray beam. Since the width of a light
spot on the screen is about 2 points, the total number of resolution

elements on the display screen is 390 x 512. To display the intensity

distribution of an image-ﬁhich is stored in an N, x szmatrix, we divide
. . ‘ ' .~ 390 _ 512

the display screen into N1 X N2 squares. -Each square contains w XN
- . : oL T2

gray~shade elements which are used to represent the contents of a matrix
element., If'én image of the MWPC output is sﬁored in a 128 x 128 sduare
matrix, the maximum number of gray shades for each matrix element is

3 x3=9. For a better gray-shade display, the image should be rebinﬁed
into a 64 X 64‘maﬁrix. The gray-shade level is then 6 x 6 = 36,

To make tomographic images for the 3-D image reconstruction, a
number of image matrices are needed. The PDP-11/10 computer can take
only one 128 x 128 matrix and the rest of the matrices must be stored
temporarily in a direct acceésible medium. The disc unit of the PDP-11/
45 computer is used for this purpose. . The da;a précessing is done by
tranémitting data in and out between the PDP-11/10 computer and PDP-
11/45 disc, and the final result is transmitfed to the PDP-11/45 tape
unit and stored on a mégnétic tape permaﬁently.

It is very time consuming and_inéonvenient to have to transfer
data in and out from one system to another. To ayoiﬁ £his inconvenience,
the last part of the 3-D image reconstruétion which involves the use of
Fourier transforms and matrix inversion and multiplications is done by -
a large off-line compﬁter (CDC-7600). The formation of tomographic

images for the 3~D image reconstruction is still done by the on-line
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PDP-11/10 computer and the resulting tomograms are recorded on a
magnetic. tape using the PDP-11/45 tape unit. The magnetic tape is then
used as én input to the CDC-7600 computer. Tape conversion is necéssary
because tﬁat a PDP~11 computer word contains 16 bits whilé a CDC47600
computer word contains 60 bits. The 9 - track magnetic tape obtaiﬁed'
from the PDP-11 system must be deéoded and recoded into CDC-7600 ﬁords
before it cah'be.used for the second paft of the image reconstruction.
The formation bf tomographic images from a set of projections is

the most time cohsuming operation in the entire 3—D iﬁage recbnstruétiéﬁ'
process.' Because it requires Np coordinate shiftings for eaéh event
received by thé detector and the total number of events in each’
projection is usually quite large (about 104-105). ‘If a computer with
storage capacity larger than the PDP-11/10 computer is availablé; the
formation of tomograﬁs can be done while the MWPC data ié being taken
(provided that the data taking rate is low). 1In this case, no extra
time is required to produce the tomograms. The image réconstruction of
the tomograms takes very little time if thé inverse matrix H-1 is pre-
determined (H_1 may be predetermined.becausé it does not depend on the
input object)qh To illustrate the total computing time fequired to make
a recﬁnstructibn we' let Np = 3 and let the three tomograms be stored in
matrices of size 64 x 64,

| The first étep of the 3-D image reconstruction process is Fourier
transformation of the three tomograms. The fast Fourier transform (FFT)
algorithﬁ described in Section 2.3 is used here to perform: the digital

transforms. It takes less than 20 milli-seconds for a large computer
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(CDC?7600) to do one fast Fourier transform using an assembly language
subroutine of FFT.
The second step is to perform the complei multiplications and

additions of H-l’ahd the transformed tomograms T (both H_l and T are

complex matrices).

ow) /e il Kl /o

0, | = 0 = HT = | H() Ho i) || T,

0, _ ‘ H;%(\_») H;(z) H;(\_)) T,(»)
0,1‘.(3_)‘ = Hﬁ(y_)Tl(\_y) + H;“-)Tz(i).'* H;§(1)T3(y_) , i=1,2,3 oD

. It takes three complex multiplications and two complex additions.
to evaluate each Oiﬁg)»at one of the 64 x 64 frequencies V. If we
heglect the éompufing time of complex additions, which ié.small compared -
to that.éf complex multiblications, we -have 3 x 64 x 64 complex multi-
plications in the second step. Since the Fourier transform of a real
function has a property tha£ the real part is é&en and the imaginary'
part is odd, all the frequency components qap_be rgprésented by cbmplex
: maﬁrices of size 33 x 64. The above ﬁumber of complex multiplications
is therefore reduced by a factor of 2. On-a large'compﬁter (CDC-7600)
the time'required for doing those complex multiplicatigns is much 1less
than a FFT of 64 x 64 elements (less ﬁhan 10 milli-second).

The last step is the inverse Fourier transformafion of OiQ!)'. It
takés also about 20 ﬁillifseconds for-eaph'inverse FFT. Thus, the total

computing time required for the reconstruction of three images from

three tomograms is roughly given by 20 ms x 3 + 10 ms x 3 + 20 ms x 3
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= 150 ms = 0.15 second. It is seen that this computing time is propor-

tional to the total number of tomdgrams used.

7.3  Computer Simulations and Experimental Results

Computer Simulations

A 9-pinhole array was used in a computer simulation in order to
test the 3-D image reconstruction method. The pinholé array is shown in
Fig.5-2a. The object (Fig.7-3b) was located in three planes,vsl=8 cm,

s,=10 cm, and s,=12 cm. The computer generated the tomographic images

2

of Fig.7-3c in the same three planes. The reconstructions produced,

3

using thesé tomographic images as inpﬁt, are given in Fig.7-3d. Tﬁe
results show'excellent agrgement with the originalvobject. The tomo-
’graphic images were produced, however, with no statiétical variation in
intensity of thé picture elements of the object from one single pinhole’
exposure to the next, |
in the more realistic.case when the object picture eléments vary

statistically it is found that thére occurs a small componeﬁt of |
.bgckground in the reconstructed images in addition‘to the eXpected
variation in the intensity of the image elements. This is shown in Fig.
7-4 where an average of 400 évents.total from each.object picﬁure element
has been collected, distributed statistically over the N5=9 single
pinhqle exposures. This gives a 5% statisficai fluétuation in object
picture element intensities. The corresponding fluctuation measured in

the images is 6%. Thus, the reconstruction method introduces a small

amount of noise. If the total number of events collected is held fixed
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it is found that the amount Qf introduced noise increases slightly as
‘the number of piﬁholes is decreased.

,.In.another case, a five-plane object was imaged and'reconstruéted
by the same syétem. Again;.SZ statistiéél flucﬁuation was generated in
the'object picture elemeﬁts; and the tomographicvimages of Fig.7-5$ were
formed. The recénstrﬁctidns are shéwn in Fig.7-5b. Only a small amountdf'
noise is seen. A study on statistical noise in the image féconstruction .
process will be given in Section 8.2 and also in Appendix B.

Experiments with Radioactive Sources

| Radioactive sources were used to test the reconstruction méthod.
The detector. and the associated digitalAimage read-out syStém were -
described in Section 7.1. The software for the image processing was
discussed in the pfevious section. In all the’experimentalvtesfs,niﬁe
projections of the object distribution were taken with a circular pinhole
array (like the one shown in Fig.5-2b) for the fomation of focal-plane
tomograms. Fbr a given object field of view a circulaf pinhole arféy
gives.the_beét depth resolution among the muitiplé pinhole arrays of
the same size. The 9-hole circular array ;sed was of diameter 9 cm and
veach pinh61e~of the afray was of diameter 4 mm,
The first test object, consisting of three‘geometric_patterns, was

located on three object planes, sl=20 cm, s.,=25 cm, and s,=30 cm. So

2 3
was 39 cm. This test object was labelled with I-125 (average photon
energy about 30 Kev). There were about 105 events in each object plane

and the spatial resolution was about 6.5 mm. The tomograms and their

reconstructions are shown in Fig.7-6. . Although the choice ofiobjects
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was such as to make their nature readily'apparent from the tomograms
alone, the reconstruction method has cléariy removed artifacts and
backgroUna successfully from the tomograms. No effort was madé to
improve the image reconstruction by correcting the non-uniformity of
‘the MWPC detector and the variation in transmissions of the pinholes.
The secoﬁd test object consisting of‘five numerical patterns was
=25 cm, s

located on five object planes, sl=20 cm, s =30 cm, SA=35 cm,

2 3

and ss=40 cm. All other imaging parameters were unchénged.' The'point
responses of the system were obtained first. They were then used to
compute the. inverse frequency matrix, H-l. A rough correction of the
detector non-uniformity and.pinhole transmission was made so that abbut
the same total number of events was found in each pinhole projectioﬁ.

In this test the background events due to scattering and cosmic
radiation were about 10% of the signal events received by the MWPC
detector. Angular (spatial) tomograms were formed on'liﬁe with the
PDP—ll/ld computer (also with the PDP-11/45 computer). The recon-
struction of these tomograms was performed by the CDC~7600 computer at
. the Lawrence Berkeley Laboratory. The tomograms and their reconstruc-
tions aré shown in Fig.7-7 (the tomograms are shown in their ordinary
way to avoid confusion).

As a demonstration, an object consisting of five point sources was
used in place of the previous object. The point sources were regularly
spaced at 5 cm intervals in depth. The tomograms and their reconstruc-
tions are shown in Fig.7-8.. The point blurring patterns of the imaging
system (multiple single-pinhole camera) can be seen clearly in the last

3 tomograms. Fig.7-8b shows that the 3-D reconstruction method has
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removed all the dff~p1ane point blurring patterns from the tomoérams.

From Eqs.(6,14) and (6.15) we can calculate the lateral and depth
resplutions of the imaging system (5-plane geometry), using d=4 mm»and,
rm=4.5 cm. Both the lateral and the depth resolutions are worse for
object planes further from the pinhole array aperture. The calculated
lateral‘resolﬁtions.aré 6.1 mm, 6.6 mm, 7.1 mm; 7.6 mm, and 8.1 mm on
object plane 1, 2, 3, 4, and 5 respectively. The‘calculated depth
resolutidns are 2.7 cm; 3.6 cm; 4.7 cm, 5,9 cm, and 7.2 cm on object
~plane 1, 2; 3, 4, and 5 respectively. It is seen that the imaging
system can not resolve the 1ast two object planeé well because the
system's depﬁh resolutions are‘gfeater than the plane spacing (5 cm) on
vthe last twb'object plénes.- This may be the reasoﬁ that the recon-
- structed images on thé last tﬁree object planes are not as good as‘thosé

on the first two object planes (see Figs. 7-7b and 7-8b).
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8. FURTHER STUDIES AND CONCLUSIONS

8.1 Determinant Function

Tﬁe discussion given in seci:iqn 6.2 showed that the determinant
function D(v') is always zero at zero spatial frequency for the'multiple
pinhole camera systems. In fact, D(V') is zero at ¥'=0 for all the
cameré systems which perform focal-plane ton;ograph‘yv.' »This general
'Vpr'<.)perty, D(0)=0, arises from the fact that only a projection at 90° 'will".__
give the total intensity of an object plane. All other projections. for
an objeci: distribution which has, say, Np planes of uniform.ir.lten-sity
(oi(£)=1.1) give the same value (Z Ii) and assignment of a given plané's'
intensity is not possible.

D(y') for vafious multiple single—pinl"xole‘camera systems has been
discusséd previously. The calculations of D(\_;_') for the positron caméra
end the rotating slanted-hole collimator camera (or the toniocamera)

systems are as follows: The point response function, h.lj(l:_), .of a
tomocamera system is either a delta function (i=j) or a ring-shaped
function (i%j, for the continuous type). The Fourier frequency functioh,
Hij(\—’).’ of a ring-shaped functioﬁ is a Bessel function of order zero _
(Jo(v)) while that of a delta function is a constant.

As discussed in section 5.1, data from the positron camera should
be takén with some maximum allowable difference in the coordinate values, .
dzmax(lxl-le) and dz‘max(|y1-y2|). If the detectoré of the positron
camera are 6f disc shape, the appropriate expression for the abéve

difference in coordinate values is dz_max('_r_l-zzl Y, where’_p__1 a_nd 3:_2 are
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: positioﬁs on the two:detectors of the positron camera respectively.

When the abo§e is done, in each object plane which is sufficiently near
- the midplane there is an area where point sources are detected with

" constant effiéiency._ The boint response function, h..(r) with i#j, is
then glven either by a 2-D rectangle function (rect(x)rect(y)) or by a

-circle function (01rc(r)), accordlng to the shape of the detectors of
the positron camera. The correspondlng Fourier frequency functlons, 

31n(v ) sin(v)

Hij(g), are a sinc function ( 3 ) ) and a Bessel function of

, x y -
order one@ﬁ&%gilg-] Fig.8-1 shows D(¥') as a function of spatial

frequency fof thé tomocamera system and the positron camera system,
based on a tegularly spacéd 4~-plane geometry. The D(v') of two pinhole -
camera syétems aré also\showﬁ in‘Fig.S—i for compafison; They arerbased
on a regularly spaced 3-plane geometry.

Because fhe slope of D(¥') is a1s0'éero at Yj=0, the determinant
function has small values near the origin, for instance} at the first.‘
harmonic ofvspaﬁiél frequency, ¥'. Since the feconstruction.oi(x') has
;erms in it proportional to Tj(g')/D(g'), j=1,...,'Np. Tj(gf) depends
on data from thebcamera and therefore hés sﬁatiétical fluctuatiqns in
it which are magnified‘by 1/D(v*), giving rise to incorrect values fof
Oi(gf). These low frequency fluctuétions have not been a problem so far
for up to S-piane reconstructions but they may turn out to be a,limi—
tation of ;his,reconétruction method; One simple»way which can give us
estimations of the zero and low frequency ébmponents_of'an_object

distribution from its reconstructed images 1is described below. ‘The

. : C . -1 . .y
inverse frequency matrix, H °, is undetermined at ¥'=0 only, and
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therefore, it is éet to be zero aﬁ‘!f=0; A computer reconstruction
producééva sét of images which are stored in Np imagé matriceé-(for
example,.Np 64 by 64 square matriceé). These image.mﬁtricés-cohtaih
vimageé with wrong zero spatial fféqdencies andlperhaps'a-few 1ow spatial
frequéncy components., In most of fhe cases, it is known that the imégcs
of an object distribution are located only in the ¢entral.poftions of1
the matrices (fof example, only in the central 48 by 48 area),fthe;rest
of the matrices should contain no events (or a few background events
which iﬁ'generai are relatively small); .The presence of large non-zero
values and fluctuations in the marginal areas of the image matrices is
"clearly due to ﬁhe'undetermined zero frequency compohents and the noisy
low frequency components, Least squares estimations of the gero and low
frequehéy components'can'now be made in such a.way that the estimatéd
hvalués gi&e‘minimum background activity in the marginal areas ofkthe
image matrices. Experiments and computer simulations with Np#3 énd 5
‘have.showed‘that the zeré and first féwvfrequency components of the

object distribution can be estimated well enough this way.

8.2 Statistical Noise

The calculation of the outbut signal-to—noiée,ratio for the 3-D
‘image reconstruction method is rather complicated b;cadse many
transforms and a matrix inversion are involved. Since more than one
projection is needed for the construction df tpmographic images, the
input statist?cal ﬁoise is not only a function of time éﬂd'spaée but

also a function of the projections. For the same counting interval, one



94

of the projections may receive more counts than somé of the others from -
.the same resolution elément of the sourée‘object due to counting
statistics.' When the 3-D'image reconstruction methdd ié'applied to a
set of ;omngraphic‘images, the spatiallnoise in these images is
transfnrmed-and amplifiednat the‘intermediate stages of the recpn;
struction‘nrncess. At'low Spatiél frequenciesithe determinant function
- D(y) is smallt(seé Section‘B.l),vthgréfore, the amplification of noise
.is.large,' To suppress,thé amplification of noise, modifications of.D(!)
may be needed at low spatial frequéncies.

bAn attempt'was made to relate the output‘signal-to-noisé ratio of
the 3-D imége'reconstruction process to the input parameters of the -
system. - The caléuintions and the result are given in Appendix B,
Although the result of Apnendix B is derived from a nultiple pinhole
camera system, it canbbe applied to other similar tomographic imaging
systems as well{‘ The binhple camera system nses Nh separated pinhole‘
projections to form the tomographic images. The input signal-to-noise

ratio of this system is given by, from Poisson statistics,

s, — _ .
G impur =y %@ - . (8.1)

where oi(g).is the total detected gamma-ray events from one resolution
element of the object distribution at r.
The output signal-to-noise ratio at image plane k is given by,

S | , -

from Appendix B,

'< G')output
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where the coefficiént Gk is defined,es.j
_ 1 p — S u ) 2 sin u du ' . : (8.3)
-00

-and H;i(u)vis an element of the inverse metrix ofiﬁ(ud (see AbpendiiﬁB).
%? is given as the area of one reselutioh element of.the-objecﬁ divided
by the maiimum number of detected gamma-ray events froﬁ each.resolution
element. Since there is no simple formula for'Hgi(u);vC# can not be
further simplified. Eq.(8.3) indicates thaﬁ Ck'is a fupction of at least
three parametersjithe total number offprojeetidns'Nh, the ppint%blurring
' pattern.hij(g), and the' imaging geometry (number-oflobjeet plénee and
plane separations). The order of magnitude”bf Ck'Was.estimated to be
about 1,
| Monte-Carlo calcuiations of the signal—to—noise!retio of the image
reconstruction process have"been made with e computer. Tﬁe input object
distribution was aVUniformly distributed Nb x 25 x 25 point array with
a lateral point separation given by the.system resolution (0.5 cm). The
camera received on an average of AOO/Ng counts from one object point for
‘eeCh pinhole in the imaging pinhole array aperture. Since there were Nh
pinhOIes'iﬁ_fhe array aperture, the input statistical noise was 1/4/400=5%.
Thelnumber of ‘object planes was chesen tevbe 3 and 5 for thielealeuiation.
vThe obJect plane to aperture dlstancesvsl; 1—1 2,».if, Np,/were given by

N

1 20 cm, s —25 cm, s -30 cm, for Np—3,

3

2—22 .5 om, s —25 cm, s

The output n01se—to—51gna1 ratlo of the 3-D image reconstruct1on

2

and 51—20 cm, S 27 5 am, s

4

5—30 cm, for Np 5

process was calculated as follows. .
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N =3 object plane 1 output noise 7.1%

p

' " 2 " - 7.5% average noise  7.4%
L 1] o 3 . . (1] : 7'6'/° \

Np= 5 objgct planevl output noise 9.6% ‘\
" 2w 9.2%
. 3 " ©10.0% > average noise  9.3%
" 4 " 7.3% ‘
" 5 " 10.4% )

It is very difficult to relate the results of Np=3 to the results

of Np=5 because their Ck are hard to calculaté. If we let Ck=0.7'for

all k in both cases, we have, from'Eq.(S.Z),

%) = 52v3x0.7
< |
S

n
w

output 7.25%,, er Np

(=)

output = 5% V5 x 0.7 9.354, for N =5
It is seen that the above values agree with the results from the

computer simulations.

8.3 Spatial Invariance and Self-Attenuation

The basic.assumption of the 3-b'imége reconstruction methbd is
.bthat tﬁe point response function, hij(g),.must be a spéce-invariant
function, that is,‘hij(g,z') = hij(s:g') for any point source locatéq
at r° oﬁ object plane i, and r is a location on the tomographic blane
j» Due to tﬁe inverse-square law and self-attenuation (mostly of tissue

in organ imaging), the point response function is actually not a space-.
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invariant function; the expression-hij(zﬁgf) ﬁqhij(grgij is only.én
approximation which works well when the imaging solid angle‘is'small.
When the imaging solid aﬁgle-is'Very'large, anspowﬁ in;Fig.S—Z, the
point blurring pattern for a point sourcé at ¢° ='gﬁpbin;_2) is quite
aifferent from that for a point source at E"= g (point 1) because the
ﬁ photqn attéhuatibn‘of paths L2 and'Lé is different from thaﬁ of paths
L1 and Li. |

The correction of the deviation due to‘thevinvéfsefsqgare law canv
be done at the same time when correction of the detectof nonuniformity -
and pinhole transmission is made. Each‘pinhole image in'thé detector
requires a correction matrix for making corrections. By moving a point
--source from point to point on the middle object plane in a constant time
-interval; a pinhole projection can be ébtained, and the.reciprocal of
“this projection (normalized to 1) is the desired correction matrix.

The correction matricés made this way give:exac; correction only to
those gamma-ray events from the middle object plane. For obje¢t planes
other<thén the middle one, tﬁe correction is only an approximation.

When tomographic imaging devices such as the tomocamera and the
positron camera are used, the inverse-square law'does not give spatial
variance problems in the imaging system. Since the tomocamefa uses a
slanted patallel—chahnel collimator, the response of the camera is ‘the
same for point sources at different locations (within the field of view)
on a given object plane, InAthe positron camera case, if data selection
'is made according to Section 5.1, the response oflthe camera is also the

same for point sources at different pdsitions on an object plane,
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although all thé.point respoﬁse§ f#ll off at larger values of lETE'
" because of the inverse-square laﬁ.

The correétion of self—atteﬁuation due to the Source (Or thé
tissue, in organ imaging) itself ié very hard to.maké‘because the source
distribution is supposéd to be unknown,:_Usually the effect of self-
atfenuation is negléctéa'in foc#l-blane tomography for imaging of.high;
energy gamm; emitters sinée it is not serious és compared to .that in

transverse axial tomography; For imaging of low energy photoﬁ emitters,
however, the effect of self-attenuation may.not-be neglected in focal-
plane tomography. -Additional'effort is needéd.for the 3-D image recon-
struction from focal-plane tomography.

We may apply ah iterative least-squares technique to the feconf
structed iﬁages of the 3~D image reconstructioﬁ_méthod to impr§ve the
ﬁngge qualitf. The ‘iterative leaStrsqﬁares technique-is used mostly
in transverse axial tomography for»i—ray transmission imaging aé'
mentioned in Section 0.2._ A detailed déscfiption 6f this‘technique is
given in Ref.28. Using fhis iteraﬁivé';echnique we iﬁprove the esti-
mation of phe object distfibution'oi(z) in a léast-squareSISQnse, witb
the reconstructed images (from. the focal;plaﬁe tomogramé) beiﬁg the.firstv
set of.estimated oi(£), i=1, 2, eees Njoo The self-attenuation is taken
ihto account by the weighting factors used in the iterative 1east-

squares technique.



99

8.4 _Object Distribution and Image Processing

To study further fhe 3-D image.feconspruétion method, a few test
_ reconstructions were made by computer simﬁlation. The pufpose of these
téSt reconstructions is to find out what ma& happen in mére_réalistic
éituations, for instance, that the number o% objéct piaﬁes Npianﬁ the
object plane to aperture disténces S5 used in the image‘processing may
différ from their true values by cértain amounts. These test récon—
structions may give us some idea of how sensitive the 3-D image‘recon—
struction is to the imaging pafameters. |

A 7-plane object distribution was used to make the first test
reconstruction. The original object distribﬁtién-was in 7 rggularly
spaced planes located at sl=7, sz=8, s3=9, sa=10; s5=11, 56=12, s%=13.
Tﬁe image brocessing for.the 3-D reconstfuction used Néﬁ3 and si=8,}0,12.
The piﬁholé cémera system was used, and the ﬁinhble projecfioﬁs‘of the
7~p1ane object were used»to form three tomographic images at si=8, 10{12.>
Thus, only three images wefe reconstruéted from their tomographic images.
Fig.8-3 shows pictures of the input object (a), 6ne of the 9 pinhole
projections‘bf,the object (b), the tomographic images (c), and the
feconétructed‘images (d) of this computer simﬁlétion. If one examines
the three feconstructed images caréfully hé will find that_éaéﬁ recon-
structed image consists of only the images of the object at planes on or
near the assigned témograph{c plane of that reconstructedbimagé; That
_is, for instance, the last image of Fig.8—3d (located at s'=12) consis;s

of only the image of thg object at Sg=11, 5¢=12, and s7=13. This

indicates that, aside from a little noise in the resulting images,
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all the off-plane background‘images in the th;eevtomograms of.Fig.8e3c'.
wefe‘rembved by the 3-D image reconstrdétion method;

The samevteét reconstruction was performéd again with another
- 7-plane object..  This time the object was made of 7 small'sqﬁare’sburces
located on 7 regﬁlarly.spaced 6bject_p1anes just like the first tést
object. Each.sqﬁare source was assigngd to‘a particular location on. its
plane in such a way thaf the normal prbjectioh oflﬁhe éources on the
detector contaihed'no overlapping images. Fig.8-4a shows the relative
positions of these small sources. Afﬁer going through the same iméging
andvreconstruction pfocess as in the first teét, three tomogfaphic imagés‘
And three reconstfuctions were obﬁained, and they argbshown in Fig.8;4b
.aﬁd c. It is seen that, aside from the noise, the 3-D image recon-
struction method had clearly removed the off-plane background images.v
from the threé tomogtams of_Fig.8-ab. ( Note:.In~£hesé.two test recon-
structions, imagés.of”the object at si;l, si, and s{+1 are considered as 
the in-focus imagesidf.thg tomogram at s: and all other images are
considered as the off—p1ane'background‘images of that tomogram). The
noise in the reconstructed images of Fig.8-4¢‘is somewhat.high, which ié'
probably due torthe_sharp changes in source distributioh 6f the objecﬁ.
A sharply varying distribgtion has wide frequency bahdwidths and
therefore requires'small Sample sp;cings for digital image proéessing
according to the 3-D sampling theorem (to be described later).

Another test feconstruction was made with a éorrect Np ahd'
incorréct S5 i=1,2,...5 Np. The test object was three numerical

patterns (1, 2, and 3) located at sl=8, s

2=1Q, s3=12. The image
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processing uééd object‘plane 1ocationssi_=vsi+2 to form the tomographic
'images and perform the 3;D image reconstrﬁction, where z is a'variable
parameter uéed té make si different from si.'»The résults of this ﬁeét
are shown in Fig.8-5 with z = —O.S‘in (a), z=C.5 in,(b), 2;1.0 in.(c),
and 2z=1.5 in (d). It is seen that false object plane locatibns for the
image processing resulf iﬁ deformation in the recoﬁstructed images.
‘However, the images of the object can still be seen clearly when z is
small.

Practically, all the object distributions for,fadionuclide'imaging
are contiﬁuous.> The use of discrete distributions in the 3-D image
reconstruction method is not only because of its simplicity, the
requirement of digital image processing is also a reason. An object
distribution imaged by.a finite resolution system is bandlimited by
the system's frequency pass-band; and therefore it is considered as a
- bandlimited function. The 3-D sampling theorem says that exact recovery
of a bandlimited function can be achieved from an appropriately spaced
3-D array of its sampie valués (the maximum X, y, and z spacings of the
' | 11 el | a 24
ZW; ZW; and zwzrespectlvely, whgre 2Wx, 2Wy, an .

represent the bandwidths of its frequency spectrum). Therefore, it is

sample lattice are

all right to use discrete distributions in the 3-D image reconstruction
method, as long as enough samples of the distributioné are obtained.
In focal—plane tomography, the samples of an object distribqtion
are obtained by taking projections of the 6bject from one side oﬁly.
The sampling in the x and y diréctionS‘ﬁay be appfopriateithis way if

many projections of the 6bject are taken at different angles ({90o from



102 -

the z axis). However, it is likely that the sampling in the z direction
ié not appfopriaterbecause the imaging system can nof “sée“ the'dépth of
the object well this way. This relates somehbw to the fact that the
‘dete‘:rminant' functiqns D(g) of all focal-plane tomographic imaging sSystems
are small and zero at low spatial frequencies (see Section 8.15. It may
be poésible to make a relatively uniform D(v) if Qe modify the boint
fesponse functions hij(E) of the tomographic imaging system with a fey
projectioné of the object distribution obtained at 90° angles from the

z axis. A study on this is needed in the future.

8.5 _Conclusions

The.principle-of operation of the 3-D image reconstruction method
studied in Part II is based on fourier transform decénvolutioﬁ, which is
in turn based on a set of linear combinations of convolution integrals.
Therefore, the basic assumption of this method is that the imaging
system'is iinear and space-invariant. This image reconstruction method
caﬁ be applied to all tomogr;phic imaging systems which perform focal- -.
pl_ane tomography, as long as they are linear and space-invariant.

On the basis of spatial invariance, the tomocamera system is
better than the éther two camera systems described in Section 5.1, for
the applicaﬁion of this image reconstruction method (because the response
of the collimator used by a tomocamera is roughly constant for all
depths). The posiﬁron caﬁera sysfem with its high detectioﬁ efficiency
and good point blurriﬁg characteristic offers a strong potential .

'Aapplication of this method. However, in order to apply this method to
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a positron camera system, some effort is_neéded to make the system

spacé -invariant (déscribed in Section 5.1). As discussed in Section 8.3,
there is no simple way to make the multiple pinhole camera system exactly

space—invafiant. Thérefore, application_of the 3-D image-reéonstruction

method to this éamera system is limited.

It was shown in Séctiéﬁ 7.2 that the image reconstructionvof a
3-plane object takes very 1little computing time, For ah object
distribution with 5 x 64 x 64 resolution-éleménts the totai“cohputing'
time required for the image reconstruction with'a iargevcomputerA(CDC—
7600) is about one quarter of a second (5 FFT's, complex additions. and
multiplications, and 5 inverse FFT's). The same image recon#truction_
may a156 be performed by a sm;li computer together withvaﬁ assoéiated
disc system. Due to constraints of the core memory size and the speed
fof pérforming éomplex arithmetic, a small computer system usually
requires more time to do a reconstruction. However, as explained iﬁ
Sectidn 7.2, this increase in computing time is still much less tﬁan
the time required to accumulate the gamma-ray events and construct the
fomographic images. |

Although there has not yet been an attempt to gxamine this image
reconstruction method under clinical situations, results from experi-
ments and computer simulations indicate that better image contrast and
fewer background artifacts over the original focal—plane'tompgraphic
images can be achieved ﬁithout too much'effor; and computing time.
Future studies of this method based on thedrems.of sampling and

projection are necessary for the improvement of image reconstruction..
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APPENDIX A.

'Backggqund and Statistical Noise in Non~Redundant Pinhole Array Coded

.Aperture Imaging

The‘discﬁssions given‘below are for the coded aperture imaging
systems in which a non-redundant pinhole grray (NRPA) coded aperture ié~
used and the reconstruction is dohe using the correlation method of

.Section 2.2. Because of its simplicity, an incohérent optical system.
is often used to perform the reconstruction. A detailed déscription.of
this type of coded aperture imaging is given in Section 3.2;v Fig. A-1
shows a schematic diégram of the imaging and reconstruction of a point
source with a 3-hole coded apéiture. The pattern on the image plane is
given by the autocorrelation function df the pinhole array used because
vthe mask for decoding is a‘réplica of that pinhole array. (see Eq.(2.3))

The image of a single point source using an N-hole coded aperture
and incoherent opfical reconstruction has a centrallintensi;y N
correspending to the matching of the coded shadow of the ith aperture
hole with the i hole in the mask for each of the N holes. Surfounding
thié image is background which is produced when the coded shadow of the,
ith aperture hole combines with the jth maskvhole (j%i). The total
amount of'background for a point source is thus seen to be N(N-1)
points, each of intensity 1 as in the nén—redundant pinhole array, or
over correspondingly fewer points of higher intensity, as for the

redundant array (Fig.3-6b).

Background and statistical noise for NRPA coded aperture imaging
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can be calculated with the follOwihg assumptions :
(1) The object lies in a single transverse plane and consists of M point
sources of equal intensities Co where Co is the number of detected gamma

ray events which pass_through one of the N aperture holes., The point

~sources are located on an equilateral triangular'grid-with separation

given by the resolution lengthAx (Eq.(2.21)). A triangular grid is

used because the non-redundant pinhole arrays are composed on such a
grid to make more compact.

(2) The autocorrelation function is approximated by a spike of intensity

- N surrounded by a dise of radius ra and intensity 1. LN is chosen so as

to contain the same number of background points,.N(N-l) as does the
exact autocorrelation function bu; packed tightly on the triangular grid. -
Thus, the approximate function is just‘a éompact version of the exact
funcpion. | |
(3) The pinhole diameters are equal to the ﬁinimum spacing be;weén h61es
in the array. This is the least resolution usable withba given non-
redundant pinhole arréy. |

- The image ébtained in the double procesé of shadowgrém.exposure and
incoherent opticai reconstruction is equivalent to the single step

i(x) = o(x) ® a(r). 1In order to provide a common scale we express the

_ convolution in the detector plane (Fig.A-1) by projecting the object

throughva point in the center of the aperture plane onto the detector
planes. This has been done in Fig.A-2. Assumption 3 assures that the
spacing éf the object points (Fig.A-2b) is the same as the spacing of
the autocorrelation points (Fig.A-2a). The convolution is performed by

centering the autocorrelation function on each object point and summing
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 the results over the M object points. The signal,aﬁ'the center point O
“of the object has a value NCO. This signal is superimposed on a
background B at point O due to the overlapping of the autocorrelatidn
functions from neighboring object points. Those neighboring points,
suchAas point 1.in Fig;A~2b which are closer than the disﬁance ra,_each 
-contribute ICO to the background intensity at.O. ‘Those thch are
farthef away than ra, such as point 2,‘coﬁtribﬁte nothing to the
background at O since the autocorrelation_function is assumed zero
oqtside L Since a maximum of.N(N—i) pOints occur_in the‘autocorre—
lation function and therefore lie within the distance T, of the central
point we have the following equation for the intensity of background at
the center of tﬁevimage depending on whether the actUél number of |

object. points M is greater than N(N-1) or not.

B=MC_ ~ if M € N(N-1)
. (A.1)

B=N(N-1)C_ ~if M > N(N-1)

The background is maximum in the center of the image of the M -
poiﬁt sources and falls to some finite value on its edges.

Noise ¢ in the 'image is due to statistical fluctuations in the
number Co of gamma~ray events and comes from independent fluctuations
in the signal and in the background. Thus we have

c=y{mm Jc i MLN@-D)

o = N\,-E; if M >N(N-1)

we obtain the following values for the ratio of signal to background

(A.2) ..

and of signal to noise at the center of the image
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L NyC , '
%. - %‘14_ and > = --==2 if M LN(N-1)
¢ NHM - S
_ (A.3)
s~ 1 s _ 3 - '
5 Wy @l o - .‘»[co ) if M > N(N-1)

APPENDIX B.

Statistical Noise in Three-~Dimensional Image Reconstruction from Focal-

Plane Tomography

The multiple pinhole camera system described in Section 5.1 will
be used here for the calculations of the statistical noise in the 3-D
image reconstruction process described in Section 6.2. The pinhole

camera system uses Nh separated pinhole projections to form the tomo-

graphic images. We assume the activities of the source object are in

.Np separated object planes and are represented by the functions Oi(E)’

i=1, 2,..., Np. Function dt(z) is used to represent the events detected
by the detector from a resolution element at r on the object plane i
through the Ath imaging pinhole aperture. The point response function,
h;&(EfE'), of the tomographic imaging system is defined as the résponse:
of the system at r on the tomographic plane j from a point source at r'
on the object plane i through the Ath pinhole apertufe. The normalized
system point response function, hij(zfz'); is defined as-%—izhh?.(zfzf).
To find an expression for the input signal and noise, we 12:fthe trué

mean of 02(3) be given as mi(E)/Nh.and the statistical fluctuation of -
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o?(z) from its mean be given as nt(z).. The detected object distribution -
from one pinholé projection, o?(g), is then given by

o}(x) = m, (r)/N + () | o (8.1)
The RMS value of the input n01se, which is given as the standard
deviation of the 1nput signal, is calculated by Poisson statistics as

Y ni(z)eié;.‘/ Bt = m@m, 6.2

The input signal-to-noise ratio to this pinhole camera system is then

given by
Nh .
S A=l  n@ . |
(=) = W/ m. (r) =~ W/ 0.(x)
< : i . it=
- input _ :
| 1/7\ 1<n TP \/ m, (L)/N,, | C(B.3)
where oi(g) = h ot(z) is the total detected object distribution (while
. a=1 : o o .

mi(i) is the hypothétic true distribution).

| The output Signgl—to—noise ratio is calculated as follows: The
tomégraphic images tj(g),'formed by the back-projection méthod; aré
given by

N Ny o
t-j(g) = Ef [ o (r) @ n; (r)] . ' (B.4)
x=t : .

1=t
Substituting %(r) by Eq.(B.l), we have

t.(x)
J A=

;@D @n, (r)+ ZZn(r)h (r) - (B.5)

=1 A=l

N Nh m, (r) ' Ny .
L —— @nl@ + ¥ n’i‘(_a_:_')hfl‘j(;_)v
Ni

- Taking Fourier transfbrms to both sides of Eq.(B.5), we have
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No Np N‘\’ ; : v
T, = sz-l(\_’).Hi-@.) DI (\’)H’L ) - | (B.6)
i=l =t A=l '

As was given 1n Section 6.2, an inverse frequency matrix H (v) with

21 Hij(v)H (v) Sik, is Tequired to reconstruct the object distri-
bution. If we ignore the fact that Hél(g) doesn't exist, we may
multiply both éides of.Eq.(B.G) by H;i(g} and sum them over all j.
Thus, we have the fbllowing expression for the frequency components of

the reconstruction.

Np_ ‘ 1 N | NP NP Nk
2. T, WHL () = Z M, (\))ZH (WH] NOE: 2 2. Y Niwn} <v>n )
j= =1 =1 j=1 A=t
- Np Np Ni :
= M) + }: 22N, (\))H (\))H (B.7)
=t =t A=

Upon taking the inverse Fourier transform of Eq.(B.7), we have

-~

-1 Ny Np Np Ny
J [Z T. (v)H (\))J =m, (x) + Z Z Y o (r)@h (r)@h" (r) (B.8)
j=t =l J L A=)

The first term of the rlght side of Eq.(B.8) is the output 51gna1, and (

the last term wh1ch contalns n’. (r) is clearly.the output noise. Let
the output noise be represented by
g, (x) = Z ZDZA gcp @_h?l‘j(g) _h}i(_f_) - (B.9)
i=1j=1a=1 )

The calculation of the RMsvalue of the output noise, <gk(£) 2}%
requires an understanding of how thé noise is transfered through the
system. It is necessary to define a few quantities for the random
process which gives rise to the néise. 'Fifst‘we define a stochastic
process {A Zt s, t € T‘} ‘as a family.of random variables indexed by

points t in a subset T of the real line. We define the covariance
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fupctlon of Zt as E((Zt-mt)(zs—ms)) = R(t,s),. wh_er‘e. m, = E(Zt)v. A

process {Zt’ -oo<t<co} is called widesense stationary if E(Zt)=m
 (independent of t) and R(t,s) = R(t-s). The spectral density function

of a widesense stationary process { Zt’ o t'<oo} is defined as

sw) = F (ro)) ¥[e—izqcvtR(t)'dt, (8.10)
where _ v - | -1 »
R = B2y, - m)(Zto— m) = £ s_(v)] . (B.D)

If a widesense statlonary process { Z, ~o»< <o } is the input to 2
linear and time invariant system with transfer function H(V), then the
- output process { Yt = Zth, -~ <t <°°} is also widesense Stationary

and the spectral density function of the output process is given by

Sy(v) = [ H(V) l 2 5,09) | (B.12)
The proof of Eq.(B.lZ) can be found in many textbooks of system
analysis. | | |

In order to change the 2D spatial cqordinatssbinto 1D rsal

numbers, we define a one—ﬁo—one mapping whish transforms_a point,
£=(x;y) into aﬁ arsa, t, givenvby B

BD) = gy My, )+ (-Aey, O %) ©(8.13)
Where xmin, xﬁax, Y min® 3@d ¥, givs the boundary of the object :
distribution, and & is the width of a resolﬁtion element of the object.
For the purpose of evaluating the statistical noise, we assume tﬁe
input object distribution is uniform so that the noise is not affecﬁed‘
by the distribution of the object. We let a random process { Zt(r)’

0Lt (x){x naxmax } be the total number of events detected from the

resolution elements of the object in area t(E)i Further more, Zt is a
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Poisson process with parameter ?n't/Nh. The derivative of Ztl,‘ ét (events
per unit area), can be used to describe the input signal, .ox.'l(z). Fig.
B-1. shows an example of the distributions of Zt and .Zt' .Note that 2t
is actuaily a éeries of ﬂdelta_function‘s. |

We can now relate Zt to o’{(_g) by

. t(x)+a® t(r)+a 5 -
0. (x) =2 2 -7 = Z_dt = (t-t, )dt
= t(r)+a  “t(x) / t [ DN k
T = | = t(z) ®z) K (B.14)

To check the above expression, we evaluate the mean function of OJ{(_I_‘)

as follows :
~

A(r)) = | My B2 20
E(oy(r)) = E(Z 2 -2) = - (t+&)- ——t = —— A - (B.15)
: h h h
From Eq.(8.1), we have
A m, (x) _
ECoj(m)) = —x— - . (B.16)

h
Since the object distribution is assumed to be uniform, mi(g) becomes

a constant, m , and is given by m.l-—#r?l'Az. It can be shown that the

covariance function of Zt is given by Rz(t,s) = -Z-g—l-(t-i-s—l t—s‘) and the
S ' . h . ~
mean and the covariance function of Zt are given by E(Zt) = —%— and
m - : _
_ Rz(t,‘s) = = 8 (t-s) = Rz(t—s), for O <.t;,s £ Xnasymax®

h *

Note that the random process Z_ is widesense stationary if the

t

range of t is extended to the entire real line. If we define a process,

ne
‘e . . m ’ . . ¢ .
n_, by n_ = Zt-E(Zt) = Zt- —ﬁ; , then n, is also widesense s_tatlonary
b ) ~
©CA5€ E(n, ) = 0 and R (t,s) = Ry(t,s) = = & (t-s) = R (t-s).
: n VA . Nh n

The relationship between n. and the noise term, n’;(g) in Eq.(B.1),

is as the following :
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~ t:‘(r)+l\2 : t(r)+A2
i T e 1™ T -
nt(g) = ot(z)--l—‘]— = '(Zt- ..—ZT) dt = ) nt dat (B.17)
, Th t(r) A “n t(r) _ :
If the original delta function representation of ét is replaced
by a more realistie square-pulse function, p(t) with width% and
magm.tude i (where Lis a large integer, large enough to prevent the

R 2
occurrence of more than one event within—% ), _,Eq.(B_.17) can then be

written in the following form.

2 o '
R (r) - S, 25 | (B.18)

SRt =
"Making a change of variable and substituting h’{(z) by Eq.(B.18), the

output noise Bk given by Eq.(B.9) becomes
CEF PR penwenio
g, = = Ax ®nt.(t)®n, (t) ' (B.19)
koL RS R 1" Ik |
The term n, h (t). h (t) in Eq.(B. 19) may be v1ewed as the output

process of a linear system with 1mpulse response h (t) .h_] (t) to an

- input random process n

t

. As an approx1matlon, the random process n, is

still widesense stationary and the spectral density function of n is

t
given‘by
S (v) = fe—izmt R (t) dt = [e’izm’t-{]—“_-é(t) dt = %"'— - (B.20)
A A h

'By the prevmus assumption, the delta function §(t) in Eq (B 20) should
be replaced by the square-pulse function p(t) and the actual ‘spectral

density function of n, is given by

e | AL .
SHC") =:/ef127tvt p(t) dt = e-12ﬂvt_ﬁr_n_ (__Li_),dt

“o } -A2/2L h
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~
0 .
5 (v) = (220t “A /L)y (B.21)
h %vA/L
Note that Eq.(B;Zl) reduces to Eq.(B.20) as L-»® because
- . 2 o '
1im (W) =1, , »
Lo VA /L -
From Eq.(B. 12) and j h (t).h (t) =g v) H‘fl(v) the
ijv77 ik
Spectral density function of nt. hij(t) ‘hg}((t)_ is given by
2 _ : '

le(v) = s, (V) -(B.zz)
Ideally, h?}(z) is a delta function centered at a point r. The.
one—to—bne mapping of h;}(z), hi}(t), is also a delta function and

'therefore,
- .
”;}<V> “= J[ e I 8(t-t ) dtf = l Ml o1 (B.23)
-0 :

Eq.(B.22) can then be written as

- 2 4 2 2
LV ) = S (v) = 'Hji(v)l sn(\,) IH'l(v)l’ _m__(51n1t9A /L )

(B.24)
We defind a random process fk(t) by
P by '
£,(t) = Z Z n ®n} (t).h k() (B.25)

1=1 j=1 7«.‘
The spectral density of the random process fk(t) is calculated as

follows ¢

N

S(v)_zp}_'f’ hslk(v)-N N ‘[_ps )
i=1 =1 a1 Y b
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N . 2, .

A -1 2 , sinmvA~/L . -
S (V) =N P |y, Sintva 1o B.26)
(V) =N JZ=1 | ka)’ S (

The variance or mean-square value of fk can be obtained as vfol'lows :

GXOM

B (5,(8) = B5(£)) % = Ry(o) - fs ™) dv

1

' N . 2,.
2 ~ p -1 2 sinmmwA~/L .
v <fk(t) > Np m | '251 , ij(v) l —_—— dv

'_ﬂVAZ/L
-0 .
2 ~ L
<fk(t) P N, 3 C, (,.13.27) :
Where the coefficient Ck is defined asv
: - .
N 2 . . :
1 p l -1, u sin u :
c, === | 27 |H  (———) du (B.28)
k =% 1 jk TCAZIL u :
-00 .

Since there is no simple formula for H;i(v) ‘and thé .computatiqn of Ck
is rather complex, .no attempt has been made td .relate. i:he numeficalv '
values of Ck to its parameters such as .the total‘number of projections,.
the imaging pinhole distribution, and the imaging geometry. The order

of magnitude of Ck was estimated to be one, and the value of C varies

k
with k, the image plane.
From Eq.(B.19) and Eq.(B.25), we have, for the output noise, |
A L A \
8. =1 £ (e+8=) S (B.29)
KTT g L | T
The variance of By is given by
| 4 | A2 | 2 .
2 _ 2 _A L L
{8 > = E(g-Eg ) = -1? ;{;1 &E Ef (t+x ) £ (t+x ). (B.30)

Since the iran-dom processes {pt+ LAQ/I’. }and { l'lt+1’A"/L } are of zero mean
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B , - , A2
and independent if (% A, we may at least assume that fk(t+"—1—,—) and
fk(t-f- );'—% ) are uncorrelated if x#x’,' that is,
S

2
' Ja . o at
E fk(t'f'x—l-:) fk(t+x—f‘_) =0 if x*ﬂ _

The variance of gkb_thevn becomes

4 ‘ 2 2 : -
A L A 2 o~ .
2 = —— = = .
{82 2 > <fk(t+)zL ) AN W C =N my C (B.31)
A=l . , .
The RMS value of the output noise is given by
: 2 '/z_' ' -
{8 )= Np m; Cy | | . (B.32).

The output signal-to-noise ratio at image plane k is given by

(B.33)
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" FIGURE CAPTIONS

A Multichannel Collimator Gamma Camera
- The gamma-ray photons emitted by the source pass,thfdﬁgh the

channels of the collimator'and'impinge on the detector. A dot

image is formed'thr0ugh.the eléctronic system of the;cameré-and
can be displayed.bn-the screeﬁ of a CRT. - |

A Pinhole Aperture Gamma Cameréu

A Coded Apefture Imaging System

Thé‘single-pihhole‘aperture of Fig. 1-2 is replaced by an
aperture plate containing 27 pinholesf

Examples of Coded Aperture Patterns

(a) A random pinhole array
(b) A non-redundant pinhole array

" (c) A Fresnel zone plate

Examples of the Autocorrelation Functions of a Few Coded

Aperture Patterns

The 2-D gray-shade plots and cross-sectional plots of the

-autocorrelation functions were generated by computer from the

following patterns:

(a) A random pinhole array (50 holes)

(b) A non-redundant pinhole afray (9 holes)
(c) A positive zoﬁe p}ate (th(g), 9 idnes)

(d) A combined zone plate (th(g)Jﬁép(g), 10 zones)

2-2 Examples of the Correlation Functions of Two Patterns
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The autocorrelation functions (in-focus point reconstructions by

the correlation method) and the crosScorrelation functions (out-

of-focus point reconstructions, on planes 2 cm and 4 cm apart from

‘the focal plane) were obtained from the following two patterns:

(a) A non-redundant pinhole array (27 holes)

(b) A combined zone plate (th(z) - ﬁ%p(z), 10 zoﬁés)‘

a-1l and b-1 are autocorrelation functions and the rest are cross-
correlation functions. a-1, 2, and 3 were obtained optically énd"
b;l, 2, and 3 were obtained by cdmputer.

Plots Showing the Constructions of Two Composite Zone Plate

‘Patterns

(a) A composite zone plate made from 1) a positive zone plate and
2) a negative zone plate
(b) A composite zone plate made from 1) a.-60°-phase-shifted zone

plate,'Z) a 60°fphase—shifted zone plate, and 3) a 1800—phase—

- shifted zone plate (or a negative zone plate)

Schematic Diagram Showing the Coding and Decoding Process.

The input-output relationship of coded aperture imaging is shown

"in both the spatial domain and the frequency domain.

Plots of Modulation Transfer Functions |H(2)| dfla Few Coded

Aperture Systems

‘The 2-D gray-shade plots and cross-sectional (along-xéy line)

pldts of lH(g)l.were generated by computer from the following:

(a), (b), (c) A non-redundant array, a regular (or redundant)
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array, and a random array respectively
' The transfer functions of the pinhdle_arrays do not vaﬁisﬁ_
at higﬁ spatial frequencies because the'pinholes in the
arrays are ofvnarrow widths.(also because of the property of

FET used).

(d),(e) A positive zone plate (th(g), 9 zones) and a combined

.zqne plate (th(£)4ﬁzp(£), 10 zones) régpectiveiy
(f) A random arréy.of 1arge-number of holes
Iméging of Two Pbint Soufces with a Circﬁlar Pinhole Array
Codéd Aperture o
(a) Formation of the shadowgram (showing only_two pinho1es)
(b) Reconstruction of the shadowgram with a répiica of the
6rigina1 pinhole array'(with smaller piﬁhole size)
Schematic Diagram of a Multiwire ProportionélAChamber
(a) A side view. _The x~- and y- wire planés are mutually
orthogbnal'

(b) A top view showing the wire planes and the-delay lines

3-2 Electromagnetic Delay Line

3-3

(a) A 3-view engineering drawing of the delay line

(b) Pulse—shape'characteristiés of a signal coubling into and
out of thebdelay line

Electrbnics Block Diagram of a Mu1tiwire P;oportional-Chamber

Camera-System | |

Only part of the digital image'reconstruction system is shown

~in this figure
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Codéd Apertﬁré.Used with Wire Chamber Camera.for the Study of
Codéd Aperture imagihg |

(a) A non—redundant‘piﬁhole array‘(27 holes)

(b) A rédundant pinhole array (27 holes)

l(c) A random pinhole array ( 27 holes)

(d) A Ffesnel zone piate 9 zéneS)

Autocorrelation Functions of tﬁe Aper&ure Patterns Uéed

The aqtocorrelation,functions of the previous four patterns
were obtained optically, and they are shown in'the.same ordef

as in the previous figure.

Sketches of the Previous Autocorrelation Functions

The previous autocorrelation functions are drawn schematically

to show their important features.

. Simple Decoding System for Non-redundant Array Codéd Shadowgrams

(a) A schemétic diagram of the decoding system

‘(b) Construction of Picker Thyroid Phantom. The lobe on the
left has twice the activity of that on the right and
contains. two éold spots of zero activity. The right -
lobe has an upper cold spot andia lower hot spot of-thg
same activity as that on the left.

Imaging of 3¥D Source Distfibution with Non-Redundant Pinhole.

Array

A radioactive phantom consisting of:three geometrical patterns

(a triangle, a cross, and a circle) was imaged with a 27-hole

non-redundant pinhole array coded aperture,
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(é).The coded.shadqwgfam

(b), (c), and (d)‘The reconstructed images

Imaging of 3-D Source Distribution with Non-Redundant Pinhole
Array

The previous radioactivé source was moved tbward the ape;tgre
plate so thét‘the pinhole projections of the'source‘distribution
én.the deteptor plane spread more. The shadowgram and the
reconstructed images are éhown in the same order as those in

the previous figure.

3-10 Reconstructions Showing Lateral Resolution of the System

3-11

(a) Image of four point sources. The four point sources having
a minimum spacing. 5'mm were imaged with a 27-hole non-redundant

pinhole array coded aperture.

(b) Image of a bar pattern. 5 mm bars Spaced_Sbmm apart were

imaged with the previous coded aperture.

Sequential Image Reconstructions Showing Depth Resolution of

the System

Coded aperture iméging of 3 objects separated by 25 mm in depth

was made with the system of Fig. 3-8. Images were reconstructed

sequentially at intervals of 6.25 mm along the optical axis

" (z axis) of the incoherent optical decoding system. The

parameters for imaging and reconstruction were So=175 mm,

d=2 mm, D=22 mm, and

RORX $; = 100 mm, Az(calc.) = 14 mm,
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(8) X: 8 125 mm, a(cale.) = 19 mm,

1}
t}

(12) O: S =150m, 4, (calc.) 25 mm.

Image'Produced by Point Gamma—Ray SoUrées Using Various
Apertures‘.

Coded apertures of Fig.3-4 were used ﬁb imagé point gamma-ray
sources. The images obtained with wire chambér camera and
optical reconsfruction_are shown in. the same order as their
apertufes in Fig.3-4,

Images of Picker Thyroid Phantom with 27-Hole Arréy'Coded
Apertufes | |

The images were obtained with (a) a non-redundant array,

(b) a redundant érray, and (c) a random array.

Graphical Interpretation of Eq.(3.6) Showing Intensity
Distribution of Fresnel Diffraction of a Positive Zone Plate
Only the diffraction patterns of n=0, i}; +3, and -5 are shown.
The magnitudes of the diffraction pattefns shown in the figure

are not exactly proportional to their actual values.

'Fresnel Diffraction Amplitude of a Positive Zone Plate

The difffaéted amplitude‘ofva positive zone plate (9 zones)
was generated by computer and is shown as a function of r.
Coherent Optical Reconstruction System for Zone Plate
Shadowgrams

(a) A séhematic diagram of the coherent optical system

(b) A photograph of the entire reconstruction system
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Optical Reconstruction of Point Sources witﬁ a Positive Zone
Plate |

(a) A sﬁadowg:am‘of 4 point sources separated ét least by 2
resolution leﬁgths of the imaging system.

(b) The reconstrﬁcted iméée using the system of Eig.3-16b.
Image of PickerlThyroid Phantom Obtained with a Positive Zone
Plate and Coherent Reconstruction

The reconstruction was performed by computer using the Fresnelv

diffraction formula.

Image of Picker Thyroid Phantom from Complex Coding with Two

Zone Plates

- A positive zone plate (9 zones) and its negative zone pléte were -

used td make this computer simulation of compléx coded aperture
imaging. The decoding‘was done by autoéorrelation wifh

h, () - %, (0. -

Image of 3-D Object from Complex Coding with Two Zone Plates
The computer generated 3-D objecf was a triangle, a cross, énd
,é circle, which were separated by 2‘ém in depth. The recon-
éfructed téﬁographic images of the object are shown in this
figure. They‘were obtained from the séme system and decoding -
method as those descfibed previously.

In-Focus Point Reconstructions Using Non4Redundant Pinhole

Array and Fourier.Transform Deconvolution Method

" The reconstruction of a point source at the in=focus plane were

made using the Fourier transform deconvolution method and a.9-
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hole non-redundant pinhole array coded aperture (shown in Fig.

4—5&).. The resulting images, under various conditions‘(givén
beiow), are plotted cross-sectionally along the y = 0 liﬁe.
(a) No input statistical noise :
1) o - 0.01, 2) o = 0.05, and 3) « = 0,1

(b) Input noise-to-signal ratio (N/S}i = 10%

1) o = 0.01, 2) o =0.05, and 3) o= 0.1
(c) Input nbise—to—signal ratio'(N/S).1 =20% 3

1) o = 0,01, 2) o = 0.05, and 3) « = 0.1
Out-of-Focus Point Reconstructions Using Non-Redundant Pinhole
Array and Fourier Transform Deconvolution Method

The reconstructions of a point source at two out-of-focus planes

- were made under various conditions (given below), using the

'pinhoie array and decoding method described previously.

(a). & = 0,01 : 1) 2 em out of focus, 2) 4 cm out of focus
(b) o =0.05: 1) 2 cm out of focus, 2) 4 cm out of focus
(c) od =0.1 : 1) 2 cm out of focus, 2) 4 cm out of focus

Image of Picker Thyroid Phantom with Fourier Transform

‘Deconvolution Method

The Picker Thyroid Phantom was_generate& by computér with 5%
statistical noise in each picture element. The parameter used
for the Fourier.tragsform deconvolution was ol = 0.05,

(a) The 9-hole non-redundant pinhole array used

(P) The reconstructed image
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4-6 Réqonstrucﬁion'of a 3-D Source Distribution with Fourier
'jfransform'Deconvélution Method
The 3;D-source distribution'éonsisting a cross? a circle,. and
" a triangle was generated by computer with 5% noise in each
picture element. The object planes wefe separéted-by 2 cm in
depth. The paraméter & was 0.05 and the pinhoie array was the
same as in Fig.4-5. The reconstrubted_images are shoWn_in (a),
(), and (o). | |
5-1 Mﬁltiple Single-Pinhole Camera
(a) Making the different views with the multiple siﬁglé—pinhole
camera  |
(bj‘Responsé to a point source. The tomographic images of the
point soﬁrqe are shown as the éum df back projections of the
single-pinhole views.
5-2 Point BlutringvPatterns
(a) For multiple pinhole array
(b) For rotating slanted-hole collimator with discrete rotations
(or for circular multiple pinhole array)
(c) For rotating slanted-hole collimator with continuous
rotation | |
.(d) For pésitron camera with data seleﬁtion (square detectors)
5-3 Rotating Slanted-Hole Collimatér Camera - Résponse_té a Point

Source
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The tomographic images of the point source are shown for two
positions of the collimator, 0° and 180°.

Positron Camera - Response to a Point Source

The tomographic images of the point source are shown for two

positron events.

~ Schematic Diagram Showing the Formation of Tomographic Images

from Pinhole Projections

(a).Exposure of the K™ image using the‘Kth binhole of - the
array | |

(b) The contribution of the kR single pinhole image to the
Np=3 tomographic planes. The final images on t;s t,, and tg
are sum of the contributions from each of the Nh binholes;

(c) The response of tomographic planes t.l and tj to a point

“source in object plane o,

Plots of the Determinant Functions D(N') of Three Pinhole
Arrays |

The determinant functions were computed by computer with
different imaging geometries and pinhole arrays. Both 2-D
gray-shade piots and cross-sectional (along y=0-1line) plots
are shown with v' = 0 at the left bottom of each plot. The

imaging geometries were i) sl=8cm,"and s.,=10cm for Np=2;

2

ii) s,=8cm, s,710cm, and s;=12cm for Np=3, iii) s,=8cm,

1
sz=10cm, 33=12cm, and sa=14cm-for Np=4.
(a) For a (Y-type) non-redundant pinhole array

(b) For a circular pinhole array of odd number of holes-
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' (non-redundant) -
(¢) For a regular pinhole -array (redundant)
Schematic Diagram of the MWPC Digital Imaging and Data

Processing System

‘Both the on-line computer PDP-11/10 and the remote station

PDP-11/45 are shown.

"Photograph of the On-Line Digital Image Processing System-

3-D Image Reconstruction - Computer Simulation Assuming No

- Statistical Variation of Object Picture Elements

(a) Projected view of the object as it would be.seen by a
multichannel collimator

(b) The 3-Drobject located in three planes s.=8cm, sz=10cm,

1

=12cm

gnd s3

(c) Tomographic images construéted using_9 pinhole projections
with point blurring pattern of Fig.S—Za

(d) Recohstructiontqf‘the objéct using the tdmographic images
3

3-D Image Reconstruction - Computer'Simulation Assuming 5%
Statistical Variation of Object Picture Elements

The'objec; and all the paraméters for imaging used in Fig.7-3
were used to produce the reconstructions.shown in this figure.
However,.SZ'input noise in each object picture element was
assumed.,

3-D Image Reconstruction - Computer Simulation Assuming 5%

Statistical Variation of Object Picture Elements
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(a) Tomographic imaéés on the five planes of a five plane
object using the point blurring pattern of Fig.5-2a

(b) Reconstructions of these planes sﬁowing a small amount of
background intrpduced by photon statistics

3-D Image Reconstructién -,Experiment'Using MWPC Digital -
Sysfem and Radioactive Spurce | |

A circular pinhole arféy of 9 holes (similar to the one shown
in Fig.5-2b) was used tb construct»the tomographic images

ty s £2’ and t,. The reconsfructions of the tomograms are
015 0y, and 03+ |

3-D Image Reconstruction - Experiment Using MWPC Digital
Sysfem and Radioactive Source

(a) Tomographic images of five numerical patterns separated
by 5 cm in.depth, obtaihed with é 9-hole circular array

(b) The reconstructed images

3—D Image Reconstruction - Experiment Using MWPC Digital

System and Radioactive Source

(a). Tomographic imagés of five point sources separated by

5 cm in depth, obtained with a 9-hole circular array

(b) The reconstructed images

Plots of the Determinant Functions D(v') of a Few Tomographic
Imaging Camera Systems

RSmallest is the radius of the smallest point blurring

pattern produced by each camera'system. Sx represents thé

lateral resolution length of each camera system.
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Schematic Diagram Showing aACaUSe of Spatial Variance

Becéuse of the inverse-square law, the'blurring pattern of a
point éource at point 2 is different froﬁ that oan point
source-at'point 1.

Image Reconstruction Showing Effect of Féwer Planes for Image
Processing

(a) A 3-D object consisting of.seven numerical patterns (each
of.size 23cm x 23cm) located at si=7¢m, 8cm, 9cm, 10cm, 1lcm, -
12cim, and 13cm from the ﬁinhole array

(b) One of the'9 single-pinhole projections‘of the object

obtained with a circular array

- (c) Three tomograms formed at si=8cm, 10cm, and 12cm

(d) Reconstructions of the above three tomograms

VImage Reconstruction Showing Effect of Fewer Planes for Image -

Processing

(a) Normal projection of the object shbwihg the relative
positions of the square sources. The small sduare soufces
were in place of the previous 3-D object, each sourbe was'in‘.
one of the seven objeét planes.

(b) Three tOmograﬁs formed at s! - 8cm, 10cm, and 12cm

(c) Reéonstructions of the above ihree tomograms

Image Reconstruction Showing Effect of Wrong Plane Locations.
fof Imége Processing

A 3-D object consisting of three numerical patterns was imaged

" with a 9-hole circular array. The correct object plane

< .
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locations were sl=8cm, 52=10cm,>and s3=12cm. Three tomog?ams
and their reconstructions were made at planes si =85 + z,
i=1,2,3.

(a) Reconstructions with z = -0.5 cm
(b) Reconstructions with z = 0.5 cm
(c) Reconstructions with z = 1.0 cm
(d) Reconstructions with z = 1.5 cm

Point Response for 3-Hole Non-Redundant Pinhole Array Coded
Aperture Imaging

The decoding is done by optical correlation. Dotted lines

are background.

Analysis of Image Using the Autocorrelation Function

(a) Sketch of approximate autocorrelation function of a 6-hole
non-redundant array as measured in the detector plane

(b) Object points, . spaced by the system resolution, projected
onto the detector plane

Example of the Distributions of Random Processes Zt and Zt

(a) Random process Z,

(b) Random process zZ,
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BLOCK DIAGRAM OF THE CODING-DECODING PROCESS

o(zr)eh(-ox

o(z) Zo(-5z) 2o(-5x)eh(x) i(z) = o(z)eh(-ax)en' (ar)
ﬁ@“—)- h(r) h'(or) |—
MAGNIFIER &
INVERTER
EQUIVALENT
SPATIAL, DOMAIN
o(r) o(r)eh(-ar) i(r) = o(r)eh(-ar)eh'(ar)
h(-or) > n'(op) [
FREQUENCY DOMAIN
o(v) 0(v)H*(v) I(w) = o(p)E*(v)H' ()
> H*(v) — H'(y) |——
CODING SYSTEM DECODING SYSTEM
XBL 765-1735
2 = 4

FIGURE



-—&.\,

PO

— )

0 —— ) 0

E F

FIGURE 2 - 5
XBB 763-2859

1hh



U o u 45

POINT SOURCES

CA)

PINHOLE ARRAY
APERTURE

PINHOLE ARRAY
MASK

FIGURE Z =

145
a'

= d(1+s,/571)

DETECTOR

\GE 1
IMAGE 2

XBL 765-1738



146

/ DELAY LINE
SN/

| sTop-y

| — DELAY LINE

3
STEEL PLATE /

e

Ik

90°
90°

3

(B)

|
2 / _ _
© ..l___ ! | |
= ]
« AT _ S s
(2] FVANA e .,r o e o .
Bl 0 R w0 e T 2 E A R -, - = - — == o —— - = A
a i O S, I TS e O ! N O P +|1Lr lllll
N - e i i e o o fo g o=t
w " v, — 4T o :M- S - 4
P R —_ - —f S, g pany S S S 1 .
J)\/\[|I | S —— = 1 t
~ | lrllwll.ﬁ.l_‘nal.llnlvll ||L
AR R e e it WO G e B S ol ) N
St -r==-F == t-Fq4-+ 4-4-rFt1-|- “* o

FIGURE

MYLAR WINDOW\
\

L
STOP-X
—
P
1
- -
“Hti
&= t
o A% E
'
& T
s 1
]
o HH
8 1
|
e- T
4
& 1
& ST

0

START

L_*——' MN\ANN—— +HV




‘\1
\
\
\
\
\
AL
\
2—=<

25 cm

147

B
E
<SI S - 0
I'O. —
] =ale
e x_g\®/;__/
| Plastic Core
2 Winding ( #38 wire, 8 turns/mm)
3 Ground Strips (6.3 strips/cm of 12 um Al on
25 wm Mylar. Strip width=1.2 mm, gap width=0.4 mm)
4 Compensating Strips (Same material as ground strips)
5 Terminating Resistor
(a)
DELAY LINE PULSES
2 0.4 0.4
s S A s
el 3 / @
a a G
= L : | 2 LS
7 N TN f[
e o~ S R L
(6] 0.4 0.8 0 0.2 0.4 0 0.2 0.4
Time (psec) Time (usec) Time (usec)

Input Pulse from Chaomber

Output Pulses from Delay Line

(10 cm down line)

(B3)

FIGURE

3 -

(40 cm down line)



y-CATHODES

||
1)

COUPLING BOX

x-CATHODES

x-DELAY LINE

FIGURE 3

H.V. POWER
SUPPLY

B!

ERO-CRO3S
TIMING .
DISCR. TIMING Lron o TAC OUT y
WINDOW }--- oUT
DISCR. .
VALID RLALER
START
TIMING A \ T
DISCR. M.
2 0 .
__— >
WINDOW j:) REJECTOR
DISCR.
\ A ENABLE
START
[VALID x
PERO-CROSP TAGC
o e TAC OUT x
DISCR. A
WINDOW }--- S e, =
DISCR.
+ o il 'TO COMPUTER
bt gl .
STOP X | NTERFACE >
TRIGGER PROMPT PULSES FROM
»START | .
CONDITIONER ANODE WIRES <] cLOCK
400 WMHZ DIGITIZER

XBL 765-1745

81



149

c : D

XBL 765-1750

I
e

FIGURE 3



150

3

FIGURE .

XBB 765-4952



151

b

XBI. 765-1743

FIGURE 3 =6



152

IMAGE PLANE

PINHOLE MASK

LIGHT
SOURCE

CODED SHADOWGRAM

DIFFUSING SCREEN

(a)

(B)

EIGURE 3 - 7

XBB 765-4958



153

FIGURE 3 -8

FIGURE 3 = 9

XBB 765-4959



154

(a) (B)

FIGURE 3 - 10

FIGURE 3 = LI

XBB 765-4955



155

FIGURE g .= 12

(A) ke (c)

FIGURE 3 = 13

XBB 765-4954



FRESNEL DIFFRACTION PATTERN OF ZONE PLATE ON n=-1 FOCAL PLANE

FRESNLL
ZONE | PLAT

PLANE WAVE OF LIGHE-=soo=-d

FIGURE 3 - 14

> for n = =5
4007
1 5 for n =.3
1447
for n = -3
36m°
2 forn=1
forn =0
ESRED

INTENSITY
DISTRIBUTION

g*(xr) g(x)

n=-1 FOCAL PLANE

XBL 765-1739

9¢1



U J 4 5 0 £ 80 4

157
g(r)
M{MW
T =0
$IGURE. -3 = 15
A DIFFRACTED
LASER ||||!|B|
iiﬁiégL ' STOP FOR | 1y ycp
SHADOWGRAM UNDIFFRACTED PTAE
LIGHT
( A)

XBL 765-1740
FIGURE 3 - 16



158




(a)

FIGURE 3 ~ 17

FIGURE 3 = 18

159

XBB 765-4960



160

4

FIGURE

4

FIGURE

XBB 765-4953



161

0.1
N/S)i = 0%

d=0,1
N/S).1 = 10%

0 U J 4302806
o = 0,01 % = 0.05
N/s)i = 0% N/s)i = 0%
Jw-«............_..... w
1. Zs
(A)
d = 0,01 d = 0,05
N/S)i = 10% N/S):.L = 10%
1l 2'
(B)
¢ = 0.01 % = 0,05

N/S).1 = 20%

N/s)i = 20%

e L L N o B S

1.

(¢

FIGURE

o =0.1
N/S).l

20%

e o

3

XBL 765-1741



162 .

o = 0,01 o = 0,01
2cm out-of-focus \ 4cm out-of-focus
2.
CA)
d = 0,05 o = 0.05
2cm out-of-focus 4cm out-of-focus
1
1 2
(B)
¢ = 0.1 o = 0.1
2cm out-of-focus 4cm out-of-focus

cc)

FIGURE 4 - 4

XBL 765-1742



7

0

d
%

1

163

(B)

(a)

4

FIGURE

ireescssessbsncveanne

SERaNITT

4

FIGURE

XBB 765-4957



THE IMAGING SYSTEM

PINHOLE APERTURE

PROJECTIONS

VNG
N/

EMISSION SOURCE

=)\
5 WV' w.l
” S VAV,

V “7

16Lh

~



o
-
{
Ui
C
<o

165

PINHOLE ARR?Y DETECTOR

7

T =
T =
Y

(B)
FIGURE 5 - 1
o o & ™
°

° ®

') ®
@ P ®
° ° .7 s

a b c |

XBL 765-1749

FIGURE 5= 2



166

ROTATING
COLLIMATOR\ (DETECTOR

N\
\
/

(l

_,__
g
£

FIGURE 5 = 3

—/DETECTOR | DETECTOR 2\—
(xsz)i
AT
/ //
\ 1
10X, %) | :
] - s |
.L 5 — .

XBL 765-1751
FIGURE 5 - 4



167
! | | PINHOLE ARRAY . DETECTOR
K" PINHOLE OPEN k™ PINHOLE IMAGE

TOMOGRAPHIC PLANES

=

I\
A

gf\
(c) =
Oi \\‘\/-—s ol

OBJECT PlNHOI.E DETECTUR PINHOLE TOMOGRM’I"C
PLANE ARRAY PLANE ARRAY PLANES

XBI 765-1752
FIGURE 6 - 1



168

FIGURE 6 - 2

XBB 763~2860



<
<o

P
W’

169

TIMING & WINDOW <]p g = MWPC
— TIMING & WINDOW —<}
TIMING & WINDOW <|I
y- [SIGNAL
ANODE | SIGNAL
x- |SIGNAL  |[DIGITIZER BEREN st
/ STOP X let150 MHz BORER
' STOP y 1533A
TIGEER 'START CAMAC
CONDITIONER I———————
: ey U || BUS LINE
GEN. AN >
\
DELAY
GATE TELETYPE
& PAPER TAPE 28K MEMORY I
READER /PUNCHER
UNIBUS 1 D e os
TEKTRONIX
4012 4 A . PDP - 11/10 |
DISPLAY —~— —2| CENTRAL PROCESSOR [~
UNIT 1 b '
LA36 \/\
TELEPHONE
DEC-WRITER | “ o
— ™ pDp - 11/45
‘ "
CPU
MAGNETIC DISK I——
TAPE UNIT UNIT
XBL 765-1744
FIGURE - 7 - 1




170

-852

XBB 761

T

FIGURE



ETL

A. PROJECTION OF OBJECT

OBJECT

TOMOGRAPHIC IMAGES

C

. RECONSTRUCTED IMAGES

XBL 751-14

T

FIGURE



172

XBL 755-1189

7

- e
~ePOQEC - -

FIGURE




(A) THE TOMOGRAPHIC IMAGES

(B) THE RECONSTRUCTIONS

FIGURE

T

XBL 755-1366

€LT



.

XBL 755-1188

17h

T

FIGURE



J

o

aesn seses
Sealeltaksnsnnsahenrring,
e

Besamsen
Siseassssee

ses
tTerecsnsnae.

i

Narae

.0

seeesy

.o )
essccncensase

srevcocnsens.
.

wasnn
sens
auBRRE

-
n...u .

wenamesanne
L L

seenen
Sevmssenensun.
;0&‘;«”.-'/,:;!-‘“

nnine

i

(53]

FIGUR

175

XBB 763-2856



176

7

FIGURE

XBB 763-2855



PLOT OF DET(H) AS FUNCTION OF FREQUENCY AND POINT
BLURRING PATTERNS ( DISC,RING,AND POINT ARRAYS )

DISC ( POSITRON CAMERA ) NON - REDUNDANT
\ POINT ARRAY

e e e S
i <z 4%
=y " S
e 3 £ P
& R Y 4
r % J H ’ -~ %
;g ! st £
U \ ! 1 = /3

) ' s 7 ]
£ & r P
' & . s S
‘ 3¢ i 1 z 5 3
; K /! \ 5 I ? ke \ V"
i % # Y5 3¢/ oy 5 " 4 :
\ sl 3% \ag_}! 3

POINT ARRAY

4 TOMOGRAPHICSPLANES : 3 TOMOGRAPHIC PLANES
Remallesf— ¢ Rermalleat = 4 &

FIGURE 8 -1

XBL 757-1800

RING ( TOMOCAMERA) / .0 REDUNDANT

LT

0

L=

g:v



MAKING PINHOLE PROJECTIONS

178

TWO POINT SOURCES
ON OBJECT

PLANE o1

POIiT BLURRING
PATTERNS

<

PINHOLE ARRAY

CONSTRUCTING

TOMOGRAPHIC IMAGES

DETECTOR PLANE

tZ' tll

TOMOGRAPHIC
PLANES

FIGURE

8 — 2

XBL 765-1747



oo,

)

e

179

0611-¢9. 19X

€ - 8 ZdNHId

T T T T T T T T T T T T T
1 i L L A A 1 L L L I 1 I
T T T T T T T T T T v TreTT
1 1 L ] L L Bl 1 | 1 1 L I

1 1 I 1
1 1 1 1
grrrrr T [rrrrrrTpTTYTYT
Il 1 1 1 1
prenreen ey
ubiaal sulisudunnd
|
4 4



= >
A

ca)

(B)

Cc)

. sE»moomo—

NEO— R R ATOOME
;i i

180

AN OBJECT CONSISTING OF 7 SMALL SOURCES

MINIMUM LATERAL SPACING BETWEEN
SOURCES = 4 (X OR Y DIRECTION)

SIZE OF EACH SQUARE SOURCE = 4 x 4

MINIMUM LONGITUDINAL SPACING
BETWEEN SOURCES = 1 (Z DIRECTION)

NORMAL PROJECTION OF THE OBJECT ON THE DETECTOR PLANE

$;=10 FoSi=12

Dwmoow»
s

TOMOGRAMS

RECONSTRUCTIONS

FIGURE 8 - 4

XBB 765-4951



Pt Sk ierindid bbb baid

PRt Sl hblonds babie

e stk >

ssssdessadenne sessdues . aseehens
Seesessecnveusoersinasanasass sosiaaitiiiy
*osesssassasan sesssona sensrasanann
sessenss asndssnenss
. Sassaseneass
b
.
’
0t
.
5
b
-
o H
.
b3S
e b
soevsensTareuesy. sesiien
SrisEaueRaENOI ot neRRORE o ey
Y RevsesnanvaRustItITRIuTRIIIRN e
() sesiesenasaasasatsstasasronss
esecisssesassrans b1
. :
H .
e .
- it
9. 1 see
2 sase e
o e
seraasaiiil parnsgid

seraprons ’

XBB 763-2857

8

GURE

FI



182

POINT
SOURCE

1 1
—_~— § —————— so——‘-‘— so_ e SI—-;:
7/
Vs
S V3 ,/:
NS ,/ 7
: -\* _\_\_ - —/— - ‘-:
v
A7 TN
i
. - N—1
2 e
| # N
PINHOLE MASK N
—
ARRAY DETECTOR IMAGE

IV.VAVAVAV.YAVAVAVAVAVAVAVAY

PLANE PLANE

FIGURE A= 1

\7 N N/ NN NINIAANI NI NS NSNS
JAVAVAVAVAVAY AVaVAVAYAVAVA
/NN NN NN NN NN
AVAVAVAY AN AVAV V¢VAVAVAVA
\VAVAVAY AYAVAVAVAVAYAVAVAV
N NN N NN NN NNANN
NN NANN NN NSRS N/N/
AVAVAVAVAV AVaAVAVAVAVAVAVA
\/\/ N/ \/ NN\ NN N\

XBL 765-1748
FIGURE A - 2



183

(A)

Ne

(B)

XBL 765-1746
FIGURE B - 1



LEGAL NOTICE.

This report was prepared as an account of work sponsored by the
United States Government. Neither the United States nor the United
States Energy Research and Development Administration, nor any of
their employees, nor any of their contractors, subcontractors, or
their employees, makes any warranty, express or implied, or assumes
any legal liability or responsibility for the accuracy, completeness
or usefulness of any information, apparatus, product or process
disclosed, or represents that its use would not infringe privately
owned rights.
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