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Cognitive Systems in the Wild

I study cognitive systems in the wild.! I study fields of practice
where highly trained practitioners do cognitive work (moni-
tor, assess, diagnose, plan and act) under time pressure, un-
certainty and stress (Woods, 1994). In particular, [ study
the people and the technology in control centers. If we look
at flightdecks of commercial jet airliners, or control centers
that manage space missions, or surgical operating rooms, or
control rooms that manage chemical or energy processes, or
control centers that monitor telecommunication networks, or
many other fields of human activity, what do we see?

First, we do not see cognitive activity isolated in a single
individual, but rather cognitive activity goes on distributed
across multiple agents (Hutchins, in press). Second, we do
not see cognitive activity separated in a thoughtful individ-
ual, but rather as a part of a stream of activity (Klein et al.,
1992). Third, we see these sets of active agents embedded in
a larger group, professional, organizational, institutional con-
text which constrains their activities, sets up rewards and pun-
ishments, defines not altogether consistent goals, and provides
resources (Woods et al., in press). In the wilds, cooperation
and coordination are ubiquitous.

Fourth, we see phases of activity with evolution and tran-
sitions. Cognitive and physical activity ebbs and flows, with
periods of lower activity and more self paced tasks inter-
spersed with busy. high tempo. externally paced operations
where task performance is more critical. Higher tempo situ-
ations create greater need for cognitive work and at the same
time often create greater constraints on cognitive activity (e.g.,
time pressure, uncertainty, exceptional circumstances, fail-
ures and their associated hazards). Fifth, we see that there are
consequences at stake for the individuals and the groups and
organizations involved in the field of activity or affected by
that field of activity — economic, personal, safety.

Sixth, even a causal glance at these domains reveals that
tools of all types are everywhere; almost all activity is aided
by something or someone beyond the unit of the individual
cognitive agent. Aided information processing is the norm.

Seventh, technology change is rampant in these settings.
Ubiquitous computerization has tremendously advanced our
ability to collect, transmit and transform data. In all areas
of human endeavor, we are bombarded with computer pro-
cessed data, especially when anomalies occur. User interface
technology has allowed us to concentrate this expanding field

'This lovely phrase is borrowed from Ed Hutchins; see Hutchins
(in press).
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of data into one physical platform (typically a single VDU)
by providing the capability to manage multiple windows and
the capability to generate tremendous networks of computer
displays as a kind of virtual perceptual field viewable through
the narrow aperture of the VDU (Woods, in press). Heuristic
and algorithmic technologies expand the range of subtasks
and cognitive activities that can be automated. These “intelli-
gent” machines create joint cognitive systems that distribute
cognitive work across multiple agents (Woods, 1986; Roth,
Bennett and Woods, 1987; Hutchins, 1990).

But despite these possibilities and the claims of technol-
ogists, we find that many organizations have experienced
significant difficulties in turning AI research and other new
developments in computational technology into systems that
actually improve performance in the target field of practice
(e.g., space, flightdecks, air traffic control, nuclear power
plant control rooms, communication network management,
ground satellite control stations). In fact, we find that there
seems to be an epidemic of failures labeled as “*human error”
as the complexity of systems grows (see Hollnagel, 1993;
Woods et al., in press).

Our ability to understand artifacts, “their use and effects”
(Winograd, 1987), has been limited. Some are lost in the
details and short term horizon of particular fields of practice.
Some are lost in the technology itself, blinded to larger views
by the effort required to actually create new systems. Some
are lost in their personal visions of what they imagine to be the
impact of technology on human performance defined broadly.
And some are simply aloof in the pursuit of apparently larger
academic game.

Eighth, more in depth observation of the interaction of
practitioners and artifacts reveals that the technology is often
not well adapted to the needs of the practitioner — that much
of the technology is clumsy in that it makes new demands on
the practitioner, demands that tend to congregate at the higher
tempo or higher criticality periods of activity (Woods, 1993).
Our ability to digest and interpret data, despite the promises of
the promoters of each wave of technology, has failed to keep
pace with our abilities to generate and manipulate greater and
greater amounts of data. Systems that automate some aspects
of cognitive work are often strong, silent and non-directable.
In other words, automation often does not function as a team
player within the larger ensemble.

Ninth, close observation reveals that people and systems of
people (operators, designers, regulators, etc.) are not passive
in the face of the onslaught of clumsy technological artifacts.
Rather they are active at adapting the tools and adapting their



activities continuously to respond to indications of trouble or
to meet new demands. Furthermore, new machines are not
used as the designers intended, but are shaped by practition-
ers 1o the contingencies of the field of activity in a locally
pragmatic way (Woods et al., in press).

It has turned out that using new computational possibili-
ties to create effective human-machine ensembles, what we
will refer to as joint or distributed cognitive systems, is a
substantive issue at the intersection of cognitive psychology,
software engineering, social psychology and artificial intelli-
gence (Hollnagel and Woods, 1983; Woods, 1986). In other
words, this is an issue in Cognitive Science.

What is the status of studying cognitive systems in the wild?
How do we deal with this conglomerate of technology and be-
havioral and social science, this conglomerate of individuals,
sets of agents and organizational context? How does it relate
to other activities and questions in Cognitive Science? Is this
merely the application side of Cognitive Science? Are the
methods employed in these studies casual or do they reflect
the particular constraints of studying complex wholes?

The Joint or Distributed Cognitive Systems
Perspective

The reverberations of technology change and observations of
cognitive work in the wild lead us to an idea that can serve
as a unifying theme. This is the idea suggested by Holl-
nagel and Woods (1983) and Hutchins (1991), among oth-
ers, that one can look at operational systems — the individual
people, the organization both formal and informal, the high
technology artifacts (Al, automation, intelligent tutoring sys-
tems, computer-based visualization) and the low technology
artifacts (displays, alarms, procedures, paper notes, training
programs) intended to support human practitioners — that one
can look at all of these things as a single cognitive system.

Operational systems can be thought of as joint and dis-
tributed human- machine cognitive systems in that:

e one can describe and study and design these systems
in terms of cognitive concepts such as information flow,

knowledge activation, control of attention, etc.,

cognitive systems are distributed over multiple agents both
multiple people and mixtures of people and apparently an-
imate, agent-like machines,

external artifacts come to function as cognitive tools
through use and properties of these artifacts modify the
activities of agents within the cognitive system,

There is a reciprocal relationship or mutual shaping be-
tween properties of external artifacts (e.g., how they represent
aspects of the field of activity, e.g., Zhang and Norman, 1994;
Woaods, in press) and the cognitive activities distributed within
the cognitive system. Properties of these artifacts and repre-
sentations shape practitioner cognitive strategies and in turn
these artifacts are shaped by practitioners to function as tools
within the field of activity.

e cognitive systems adapt to the demands of the field of prac-
tice.

Hence, the cognitive systems perspective can be summa-
rized by the triad — cognition in context, cooperation, and
tools.
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How To Make Automated Systems Team
Players

One example of this intimate and intertangled triad can be seen
when intelligent machine agents are introduced into a field
of practice. We have observed this process across different
domains, with different interventions, across different specific
technological systems.

Heuristic and algorithmic technologies expand the range of
subtasks and cognitive activities that can be automated. Au-
tomated resources can in principle offload practitioner tasks.
Computerized systems can be developed that assess or diag-
nose the situation at hand, alerting practitioners to various
concerns and advising practitioners on possible responses.

Our image of these machine capabilities is that of a ma-
chine alone rapt in thought or action. But the reality is that
automated subtasks exist in a larger context of interconnected
tasks and multiple actors. Introducing automated and intelli-
gent agents into a larger system changes the composition of
the distributed system of monitors and managers and shifts
the human'’s role within that cooperative ensemble (Hutchins,
in press). In effect, these ‘intelligent” machines create joint
cognitive systems that distribute cognitive work across mul-
tiple agents (Woods, 1986; Roth, Bennett and Woods, 1987;
Hutchins, 1990: Billings. 1991). It seems paradoxical but
studies of the impact of automation reveal that design of auto-
mated systems is really the design of a new human-machine
cooperative system (contrast many of the discussions about
machine abductive reasoning with the observations about hu-
man and cooperative abduction in Woods, 1994).

The behavior and capabilities of the machine agent in
human-machine systems is changing. In simpler devices,
each system activity was dependent upon operator input; con-
sequently, the operator had to act to evoke undesired system
behavior. In more automated systems, machine agents are
capable of apparently “autonomous™ activities. Once they are
instructed and activated, systems are capable of carrying out
long sequences of tasks without user interventions. These ca-
pabilities create new monitoring and coordination demands
for humans in the system (Wiener, 1989; Norman, 1990;
Sarter and Woods, in press). As observers of this change
in technology have put it, the most common questions people
ask about their automated partners are: what is it doing? why
is it doing that? what will it do next? how in the world did
we get into that mode?

These questions are asked in the context of automation
surprises. Automation surprises are situations where the au-
tomated systems act in some way outside of the expectations
of their human supervisors. Introducing more “autonomous”
machines into a system increase the need for mechanisms to
coordinate the activities of the multiple agents. Automation
surprises are one class of symptoms of a deeper problem — the
automated systems are not working as team players (Malin et
al., 1991).

For example, consider the diagnostic situation in a multi-
agent environment, when one notices an anomaly in the pro-
cess they monitor (Woods, 1994). Is the anomaly an indi-
cation of an underlying fault, or does the anomaly indicate
some activity by another agent in the system, unexpected by
this monitor? In fact, in a number of different settings, we
observe human practitioners respond to anomalies by first



checking for what other agents have been or are doing to the
process jointly managed. Data from studies of these surprises
in aviation and medicine (Norman, 1990; Sarter and Woods,
1993; Moll van Charante et al., 1993) indicate that poor feed-
back about the activities of automated systems to their human
partners is an important contributor to these problems.

Designing automated systems is more than getting that ma-
chine to function autonomously. It is also making provisions
for that automated agent to coordinate its activity with other
agents. Or, perhaps more realistically, it is making provisions
so that other human agents can see the assessments and activ-
ity of the automated agent so that these human practitioners
can perform the coordination function by managing a set of
partially autonomous subordinate agents (see Billings, 1991;
Sarter and Woods, 1994),

Cognitive Systems And Context

In studying cognitive systems in the wild we are concerned
with cognitive work within complex fields of practice. We
are context bound. Does this mean we are building an applied
side to cognitive science? After all, the domain of Cognitive
Science is the universal with respect to mind, brain and lan-
guage? Is cognition in context simply the laboratory where
one studies tool creation and skilled use as another in the
pantheon of capabilities which are truly human? Is it an alter-
native paradigm, one based on anthropology where the study
of cognition can only progress through study the study of the
situation in which cognitive activity occurs? For me, progress
is based on a creative tension between and complementarity
among these possibilities rather than dominance of one view
or another.

“It is, ..., the fundamental principle of cognition that the
universal can be perceived only in the particular, while the
particular can be thought of only in reference to the univer-
sal” (Cassirer, 1953, p. 86). As Hutchins puts it, “There
are powerful regularities to be described at a level of analysis
that transcends the details of the specific domain. It is not
possible to discover these regularities without understanding
the details of the domain, but the regularities are not about the
domain specific details, they are about the nature of human
cognition in human activity.”?> To be context bound in the
study of cognitive systems is not simply to do “applied” stud-
ies in particular domains (though context bound studies when
done well should influence short term change and immediate
problems in the host “natural” laboratory).

It is in the tension between the particular and the universal
in cognitive science that we can see the proper complemen-
tarity between so called basic and applied work where the
experimenter functions as designer and the designer as exper-
imenter. “New technology is a kind of experimental investi-
gation into fields of ongoing activity. If we truly understand
cognitive systems, then we must be able to develop designs
that enhance the performance of operational systems; if we
are to enhance the performance of operational systems, we
need conceptual looking glasses that enable us to see past
the unending variety of technology and particular domains”
(Woods and Sarter, 1993).

The experimenter as designer? Cognitive tools are ubiqui-
tous; technology change implicitly changes cognitive systems

2Hutchins, 1992, personal communication.
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through the introduction of agent-like machines and through
the introduction of artifacts that constrain cognitive work.
This means new technology is a kind of experimental ma-
nipulation that can be exploited to help understand human
cognition as expressed in meaningful fields of practice.

The designer as experimenter? The possibilities of technol-
ogy seem to afford designers great degrees of freedom. The
possibilities seem less constrained by questions of feasibility
and more by concepts about how to use the possibilities skill-
fully to meet operational and other goals. In other words, in
order for designs to be developed in a problem-driven manner,
as opposed to the more typical technology-driven fashion, in
order for designs to provide real and not illusory benefits for
real operational systems, the designer must adopt the attitude
of an experimenter trying to understand and model of the
dynamics of joint cognitive systems.

To conceive of the experimenter as designer and designer as
experimenter requires a drastic shift in the normal attitude of
researchers and developers towards the subjects of their work
— people and technology. Instead of separate and independent
topics, they are intimately interconnected as parts of a larger
and more useful system boundary — a joint cognitive system.
To conceive of the experimenter as designer and designer as
experimenter shifts the relationship between ‘basic’ and ‘ap-
plied’ research. The above concepts mean that these activities
are complimentary where growing the research base and de-
veloping effective applications are mutually inter-dependent
(Woods, 1993).

If we lose our balance and pursue the universal disconnected
from the particular, we can miss the vary phenomena we claim
to be studying and be aloof from the potential for new ideas to
stimulate or modulate change. If we lose our balance and are
governed only by the particular, we are lost in the short term
horizon of today's hot buttons. By discarding barriers, barri-
ers between technological and behavioral sciences, between
individual and social perspectives, between the laboratory and
the field, we will develop new insights about cognition and we
will help steer technology change into more human-centered
channels; in other words, we can “ascend to the particular.”
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