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The primary objective of this research is to test the hypothesis that the 

compounding peaking of process dynamics input and process variables results in much 

amplified greenhouse gas emissions associated with process power demand in water 

resource recovery facilities. We developed a simplified equilibrium biokinetic model to 

study the effects of circadian variations in influent flow and carbonaceous/nitrogenous 

constituent concentration on the air requirement and the associated energy consumption, 

energy costs, and carbon emissions. The ultimate goal is to demonstrate the significance of 

integrating appropriate aeration submodels into the activated sludge model (ASM) family 

biokinetic models in developing predictive dynamic models for the activated sludge 

process (ASP). 

A model was developed for a water resources recovery facility (WRRF) ASP 

operating in the Modified Ludzack-Ettinger (MLE) configuration, commonly used for water 

reclamation. The amplification of air requirements and the associated energy consumption 

were observed as a result of concurrent circadian variations in ASP influent flow and 
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carbonaceous/nitrogenous constituent concentrations. The indirect carbon emissions 

associated with the ASP aeration were further amplified due to the simultaneous variations 

in carbon emissions intensity [kgCO2,eq(kWh)-1] and electricity consumption (kWh). The 

ratio of peak to minimum increased to 3.4 (for flow), 4.2 (for air flow and energy 

consumption), and 5.2 (for indirect CO2,eq emission), which is indicative of strong 

amplification. Similarly, the energy costs for ASP aeration were further increased due to the 

concurrency of peak energy consumption and power demand with time-of-use (TOU) 

electricity rates. A comparison between the results of the equilibrium model and observed 

data from the benchmark WRRF demonstrated the occurrence of under- and over-aeration 

attributed to the circadian variation in air requirements and limitations associated with the 

aeration system specification and design. Our results not only test the research hypothesis 

but offer practical recommendations for operations and design/retrofit. 
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CHAPTER 1: INTRODUCTION 

Municipal water resource recovery facilities (WRRF) typically utilize the activated 

sludge process (ASP) to reduce organic carbon and nitrogen from influent wastewater. It is 

an energy intensive process and is associated with the direct and indirect release of 

greenhouse gases (GHG). (Monteith et al., 2005; de Haas et al., 2008; Kampschreur et al. 

2009; Ahn et al., 2010; Foley et al., 2010; Park et al., 2010; Flores-Alsina et al. 2011; 

Corominas et al. 2012; Law et al., 2012).  

The indirect marginal emissions of electrical demand vary spatially and temporally 

across the United States (Zivin et al., 2014). It should be noted that the direct CO2 emissions 

from WRRF ASP are considered short-cycle and do not represent a net flux to the 

atmosphere. ASP direct CO2 emissions are of biogenic origin and are not accounted in the 

Intergovernmental Panel on Climate Change (IPCC) Guidelines (IPCC 2006). 

Electrical energy consumption to treat and transport water and wastewater 

accounts for 2-3% of the world's energy and 1-18% of the electrical energy consumption in 

urban areas (Olsson, 2012a). Energy systems are strongly influenced by consumption 

patterns. Demand side management (DSM) includes a portfolio of measures such as smart 

energy tariffs to improve energy efficiencies in ASP. While there is plenty of experience in 

optimizing energy generation and distribution, it is the demand side that is receiving 

increasing attention by research and industry (Palensky and Dietrich, 2011; Aymerich 

2015). 
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Energy costs are site-specific and depend on local energy tariff structures applied at 

various water reclamation facilities (Aymerich et al., 2015). The ASP energy costs are 

strongly influenced by time-of-use (TOU) charges and peak power demand penalties. Using 

average energy prices may lead to biased conclusions (Rieger et al., 2015).  

The aeration blowers are the core of energy requirements in ASP. The ASP aeration 

typically accounts for 45 to 75 percent of the overall plant energy costs (Reardon, 1995; 

Rosso and Stenstrom, 2005; Rosso et al., 2008; WEF, 2009).  

The aeration/energy requirements, their associated costs, and GHG emissions are 

influenced by circadian variations in flow rates and carbonaceous/nitrogenous constituent 

composition and fractionation factors in the influent (Gori et al., 2011; Mannina et al., 

2016b).  

Due to general human activities, the variations in chemical oxygen demand (COD) 

and total suspended solids (TSS) follow the pattern of flow rate variations (Metcalf, & Eddy, 

Inc, 2014). The ASP requires higher rates of aeration during the peak flow and peak 

carbonaceous/nitrogenous constituent loadings to be able to maintain the dissolved 

oxygen (DO) set-points, and to meet the effluent water quality limits.  

As air flow increases, larger bubbles are formed. It lowers the surface to volume 

ratio and increases the bubble rise velocity. The net effect reduces the oxygen transfer 

rates from gas to liquid phase (Rosso et al., 2005). The high concentrations of surfactants, 

and biodegradable COD (bCOD) decrease the α factor and depress the oxygen transfer 

efficiency (OTE) in the aeration tanks (Rosso and Stenstrom, 2006b, Leu et al 2009). 



3 
 

Sobhani et al. (2013) shows how those variations amplify the energy consumption during 

the peak hours, and consequently cause higher energy costs and carbon emissions.  

Extracellular polymeric substances (EPS) are crucial constituent of activated sludge 

and may account for 60–80% of the total biomass (Liu and Fang, 2003; Zhang et al., 2015). 

The effects of EPS characteristics on oxygen transfer efficiency are being slowly 

understood. A plethora of studies have consistently shown that increasing solid retention 

time (SRT) improves aeration efficiency (Kaliman et al., 2008; Rosso et al., 2008, 2005). 

EPS and DO play essential roles in activated sludge aeration and sludge settling in 

ASP, governing the efficiency and the overall operational performance. It has been 

observed that the EPS characteristics that promote improved oxygen transfer efficiency 

differ from those required for enhanced sludge settling properties. A thorough analysis and 

understanding of the EPS and DO roles and the best balance to achieve the benefits of both 

cases are of the upmost importance to optimize WRRFs operations. 

The inherent variations of the influent flow and carbonaceous/nitrogenous 

constituents’ concentrations in the wastewater treatment plants can be dampened by 

utilizing flow equalization basins. Significant savings can be realized if the plant flow is 

shifted to diurnal periods associated with lower power rates or an operating strategy of 

limiting peak flows (Leu et al., 2009). 

Even though ASP has typically been investigated and presented in literature in its 

steady-state condition, the dynamics of this process have been of interest since the 

introduction of dynamic simulations. ASP dynamic modelling has been widely applied since 

the introduction of activated sludge model (ASM) family by International Water 
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Association (IWA) task group. The ASM model family includes a set of standardized basis 

models frequently used in the core of most ASP dynamic models (Henze et al., 1987, 2000).  

Dynamic simulation of ASP provides detailed insight into the bacterial growth, substrates 

degradation, and oxygen requirements.  

The required oxygen can be supplied by means of various aeration systems aiming 

to achieve high oxygen transfer efficiencies while minimizing the associated energy 

demand. Fine bubble diffusers are commonly used in ASP to maximize the effective contact 

area between gas-liquid interfaces and oxygen transfer efficiencies.  Aeration models are 

external submodels to biokinetic ASM family models to predict air requirements for ASP.   

Aeration models are external submodels to biokinetic ASM family models to predict 

air requirements for ASP.  The aeration system design for the ASP must be adequate to 

satisfy the oxygen demand for the biological oxidation of the bCOD, endogenous respiration 

of the biomass, and biological nitrification in the influent wastewater. Additionally, the 

aeration system design must be able to provide adequate mixing, and maintain the desired 

DO concentration throughout the aeration tank (Metcalf, & Eddy, Inc, 2014). 

Coupling supervisory control and data acquisition (SCADA) systems and ASM family 

biokinetic models allows for conducting optimization strategies and implementing complex 

computational algorithms to enhance system design, and control strategy to improve 

aeration efficiency and the associated energy requirements (Karpinska et al., 2015; Åmand 

and Carlsson, 2012). 
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The primary objective of this research is to develop a simplified 

equilibrium biokinetic model to study the effects of circadian variations in influent flow and 

carbonaceous/nitrogenous constituent concentration on the air requirement and the 

associated energy consumption, energy costs, and carbon emissions. The ultimate goal is to 

demonstrate the significance of integrating appropriate aeration submodels into the ASM 

family biokinetic models in developing predictive dynamic models for the ASP. 
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CHAPTER 2: LITERATURE REVIEW  

2.1 Introduction to Dynamics of ASP  

Due to general human activities, the variations in COD and TSS follow the pattern of 

flow rate variations (Metcalf, & Eddy, Inc, 2014). The ASP requires higher rates of aeration 

during the peak flow and peak carbonaceous/nitrogenous constituent loadings to be able 

to maintain the DO set-points, and to meet the effluent water quality limits.  

As air flow increases, larger bubbles are formed. It lowers the surface to volume 

ratio and increases the bubble rise velocity. The net effect reduces the oxygen transfer 

rates from gas to liquid phase (Rosso et al., 2005). The high concentrations of surfactants, 

and bCOD decrease the α factor and depress the oxygen transfer efficiency in the aeration 

tanks (Rosso and Stenstrom, 2006b, Leu et al 2009). Sobhani et al. (2013) shows how those 

variations amplify the energy consumption during the peak hours, and consequently cause 

higher energy costs and carbon emissions.  

2.2 Activated Sludge Process Biokinetic Modelling 

2.2.1 Background 

Even though ASP has typically been investigated and presented in literature in its 

steady-state condition, the dynamics of this process have been of interest since the 

introduction of dynamic simulations.  

ASP dynamic modelling has been widely applied since the introduction of ASM 

family by IWA task group. The ASM family includes a set of standardized basis models 
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frequently used in the core of most ASP biokinetic dynamic models (Henze et al., 1987, 

2000).  

Quantification of different sources of GHG emissions and evaluation of control 

strategies using dynamic modelling offer sustainable solutions to reduce the overall GHG 

emissions, improve effluent water quality, and reduce operational costs (Flores- Alsina et 

al., 2011; Corominas et al., 2012; Guo et al., 2012; Flores- Alsina et al., 2014). Plant-wide 

mechanistic dynamic models are essential tools to optimize design and operation of WRRF 

and to develop strategies aimed at reducing energy consumption and GHG emissions (Gori 

et al., 2013; Flores-Alsina et al. 2014; Caniani et al., 2015; Mannina et al., 2016a).   

Dynamic simulation of WRRF provides detailed insight into the ASP behavior. 

Biokinetic models are robust tools for process design, operational optimization, 

performance assessment, controller design, and model-based process control to respond 

effectively to these variations.  

2.2.2 Oxygen Requirements Calculation 

Using simplified equilibrium biokinetic model, the oxygen required for the 

biodegradation of carbonaceous and nitrogenous substrates is determined from a mass 

balance using the bCOD concentration of the wastewater treated and the amount of the 

biomass wasted from the system per day (Metcalf, & Eddy, Inc, 2014). Conducting a mass 

balance the required oxygen for a suspended growth process is the following: 

R0 = Q (S0-S) – 1.42Px, bio         (2-1) 

Where:  

R0 = Oxygen Requirements 
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Q = influent flowrate, m3d-1 

S0 = influent soluble substrate concentration, gm-3 

S = Effluent soluble substrate concentration, gm-3 

S =  Ks[1+bH(SRT)]
(SRT)�µmax,T− bH,T�−1

          (2-2) 

SRT = Solids retention time, d  

μmax,T = maximum specific bacterial growth rate at temperature T (oC), g new cells/ g cells.d 

μmax,T = (μm,20) ϴ (T-20)         (2-3) 

μm,20 = 6.0 g/g.d (Adapted from Henze et al. (1995); Barker and Dold (1997) 

ϴ = Temperature Coefficient (1.07) (Adapted from Henze et al. (1995); Barker and Dold 

(1997) 

bH,T = endogenous decay coefficient at temperature T (oC), g VSS/g VSS.d  

bH,T = (bH,20) ϴ (T-20)          (2-4)   

bH,20 = 0.12 g/g.d (Adapted from Henze et al. (1995); Barker and Dold (1997) 

ϴ = Temperature Coefficient (1.04) (Adapted from Henze et al. (1995); Barker and Dold 

(1997) 

Ks = half-velocity constant, substrate concentration at one-half the maximum specific 

substrate utilization rate, gm-3 

Px,bio = biomass as VSS wasted, gd-1 

Px,bio =  QYH(S0−S)(1 kg/103g)
1+ bH,T(SRT)

+  Q(fd)(bH)YH(S0−S)(SRT)(1 kg/103g)
1+bH,T(SRT)

+ QYn(NOx)(1 kg/103g)
1+ bn,T(SRT)

   (2-5) 

Where:  
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NOx = concentration of NH4-N in the influent flow that is nitrified, mgl-1 

bn = endogenous decay coefficient for nitrifying organisms, g VSS/g VSS.d  

bn,T = (bn,20) ϴ (T-20)          (2-6)  

bn,20 = 0.17 g/g.d (Adapted from U.S. EPA (2010)). 

ϴ = Temperature Coefficient (1.029) (Adapted from U.S. EPA (2010)). 

YH = heterotrophic bacteria synthesis yield coefficient, g VSS/g COD used  

Yn = synthesis yield coefficient, g VSS/g NH4-N  

fd = fraction of biomass that remains as cell debris, g VSS/g biomass VSS depleted by decay  

When nitrification is included in the process, the oxygen required for oxidizing 

ammonia and nitrite needs to be included in the equation as follows: 

R0 = Q(S0-S) – 1.42Px,bio + 4.57 Q(NOx)       (2-7) 

1.42 = respiration oxygen demand of MLVSS, g O2/g MLVSS 

4.57 = Oxygen demand to oxidize TKN, g O2/g N oxidized 

Based on the assumption that biomass (C5H7NO2) contains 0.12 g N/g biomass NOx 

concertation is derived as follows: 

Q(NOx) = Q (TKN0) – QNe – 0.12Px,bio       (2-8) 

Where TKN0 = influent TKN concentration, mgl-1 

Ne = effluent NO3-N concentration, mgl-1 

When denitrification is included in the process, the oxygen credit needs to be 

included in the equation to account for the amount of oxygen supplied by nitrate reduction 

as follows: 
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R0 = Q (S0-S) – 1.42Px,bio + 4.57 Q (NOx) – OC      (2-9) 

Where: OC = oxygen credit, kgh-1 

OC = 2.86 Q (NOx – Ne)         (2-10) 

2.86: g O2/g NO3-N 

The following nitrogen mass balance determines how much nitrate is produced in 

aeration zone and what Internal Recycle (IR) must be used to meet the desired effluent 

nitrate concentration: 

Q (NOx) = Ne [Q + (IR) Q + (R) Q]        (2-11)  

IR = NOx/Ne – 1.0 – R         (2-12) 

Where: 

IR = internal recycle ratio 

R = RAS recycle ratio 
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2.3 ASP Aeration Submodel 

2.3.1 Background 

Aeration models are external submodels to biokinetic ASM family models to predict 

air requirements for ASP.   

The aeration system design for the ASP must be adequate to satisfy the oxygen 

demand for the biological oxidation of the bCOD, endogenous respiration of the biomass, 

and biological nitrification in the influent wastewater. Additionally, the aeration system 

design must be able to provide adequate mixing, and maintain the desired DO 

concentration throughout the aeration tank (Metcalf, & Eddy, Inc, 2014). 

Calculating oxygen transfer efficiencies in ASP aeration systems involves adjusting 

clean water oxygen transfer performance data for the effect of process water operating 

conditions (Metcalf, & Eddy, Inc, 2014).  The oxygen transfer efficiency can be defined as 

follows: 

OTE = (O2,in−O2,out)
(O2,in)

           (2-13) 

Where:  

O2,in and O2,out = mass fluxes of input and output oxygen.  

Standard oxygen transfer efficiency (SOTE) is resulted from normalizing OTE to 

standard conditions (20oC, zero DO and salinity, 1 atm) (ASCE 1992; ASCE 1997, ASCE 

2006).  
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The alpha factor is defined as the ratio of the oxygen transfer rate in process water 

to that in clean water. The alpha factor of process water is less than 1 due to the adverse 

effect of organic contaminants, surfactants, and viscosity.  

α =  KLa of Process Water
KLa of Clean Water

          (2-14) 

Where:  

KLa= Volumetric mass transfer coefficient (time-1) 

The α-factor can be determined as follows: 

α =  αSOTE
SOTE

           (2-15) 

Where:  

SOTE = Standardized OTE in clean water 

α.SOTE = Standardized OTE in process water  

α.SOTE is directly proportional to mean cell retention time (MCRT), diffuser 

submergence, number of the diffusers, and surface area while inversely proportional to air 

flow rate (AFR) (U.S. EPA, 1989; Rosso et al., 2005). 

  



13 
 

2.3.2 Air Requirements and Oxygen Transfer Calculation 

Oxygen transfer rate under process condition can be estimated by Equation 2-16 as 

follows: 

OTRf = �(τβΩC∽20
∗ −C)

C∽20
∗ � [(θ)t−20](α)(F)        (2-16) 

Where:  

OTRf = field oxygen transfer rate estimated for the system operating under process 

conditions at an average DO concentration, C, and temperature, T, kg O2h-1. 

SOTR = oxygen transfer rate under standard conditions (20 oC, 1 atm, C = 0 mgl-1), kg O2h-1 

τ = temperature correction factor = C*st/C*20 

C*st = dissolved oxygen surface saturation concentration at operating temperature, mgl-1  

C*s20 = dissolved oxygen surface saturation concentration at standard temperature (20 oC), 

mgl-1 

β = relative DO saturation to clean water, typically 0.95 – 0.98 = C*∽ (wastewater)/ C*∽ (tap 

water)  

C*∽ = steady-state DO saturation concentration obtained from nonlinear regression analysis 

of clean water test results. 

Ω = pressure correction factor = Pb/Ps 

Pb = barometric pressure at test site, m, kPa 

Ps = Standard barometric pressure (1.00 atm) 

Barometric formula for an isothermal ideal gas: 
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Ω = Exp[−Mg z
RT

]           (2-17) 

M = molecular weight of dry air, 28.97 kg(kmol)-1 

R = universal gas constant for air, 8.314 J(mole.K)-1 

Z = height above sea level, m   

C*∽, 20 = saturated DO value at sea level and standard temperature (20 oC) for diffused 

aeration, mgl-1. It is higher than Cst as it is affected by oxygen transfer from bubbles under 

pressure in water column. The values of C*∽, 20 can be estimated using the following 

equation (U.S. EPA, 1989): 

C∽20
∗ = [1 + de �Df

Ps
�]          (2-18) 

de = mid-depth correction factor; may vary from 0.25-0.45 

Df = depth of diffusers in basin, m 

C = Average dissolved oxygen concentration within the entire process water volume, mgl-1 

θ = empirical temperature correction factor, typically 1.024 

T = field temperature, oC 

Ts = Standard temperature, oC 

α = relative oxygen transfer rate in process water vs clean water = KLaf20 

(wastewater)/KLa20 (tap water) 

F = fouling factor, typically 0.65-0.9  

Fine-bubble diffusers have replaced coarse-bubble diffusers to achieve significant 

power savings. Rosso and Stenstrom (2006a) quantified the consequences of aging 
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processes on fine-pore diffusers and showed that the performance of diffusers critically 

affects the wastewater treatment plant economics. Datasets from 94 field measurements 

were analyzed and showed a clear pattern of performance decline with time in operation. 

  Oxygen transfer efficiency declines rapidly during the first 24 months of operation. 

Cleaning the diffusers restores efficiency, and reduces plant’s energy expenditure. Periodic 

cleaning prolongs the economically viable lifespan for the aeration system (Rosso and 

Stenstrom 2006a). 

Figures 2.1 and 2.2 illustrate the best-fit linear regressions analysis for various 

diffuser groups (new, aged, old, and cleaned) by Rosso and Stenstrom (2006a). The 

regression analysis indicates that the oxygen transfer efficiency decreases drastically over 

time with higher rates of decline in the first 24 months of operation and lower rates of 

decline after 24 months. Diffuser cleaning restores transfer efficiency significantly, for both 

α and α.SOTE. Diffuser cleaning does not result in complete restoration of transfer 

efficiency due to the irreversibility of certain fouling, scaling, and especially material aging 

processes. 
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Figure 2.1. SOTE per unit depth versus plant operative parameters (Rosso and Stenstrom 
2006a). (QairSP=airflow rate per total diffuser active area) 
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Figure 2.2. Water quality parameter a versus plant operative parameters (Rosso and 
Stenstrom 2006a). (QairSP=airflow rate per total diffuser active area) 

 

Figure 2.3 shows that the transfer efficiency declines over time without cleaning. 

The new diffusers transfer efficiency exceeds those of aged or old diffusers. The decline in 

efficiency over time is attributed to the formation of larger bubbles or coalescence as a 

result of the biofilm coating of the diffuser surface.  
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Figure 2.3. Efficiency decrease versus time in operation (Rosso and Stenstrom 2006a). 
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Additionally, Rosso and Stenstrom (2006a) quantified the economic implications of 

diffuser fouling and cleaning frequency with a net-present-value calculation tool. The tool 

consists of an iterative algorithm that calculates the net-present values of power cost, 

power overhead resulting from decreased oxygen transfer efficiency and increased diffuser 

pressure drop, and cleaning frequency. The cleaning frequency is based on the cleaning 

cost and cumulative power overhead.  

Cleaning is recommended when the wasted power exceeds the cleaning cost. 

‘‘wasted power’’ is defined as the difference between the actual power cost at a given time 

and the initial power cost. Figure 2.4 plots the evolution of the power waste over time, and 

the shaded rectangle shows a cleaning event. 

 

Figure 2.4. Power waste cost versus time in operation (Rosso and Stenstrom 2006a). 
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Oxygen transfer efficiencies were integrated into the model using a regression 

analysis developed by Rosso el al (2005) to establish correlations for α and α.SOTE as a 

function of diffuser type, tank geometry, airflow rates, and MCRT. The regression analysis 

is based on off-gas transfer efficiency analysis on fine-bubble diffusers. The dataset 

includes 30 plants nationwide and 372 different flux-averaged off-gas analyses. 

The off-gas analysis is a technique developed by Redmon et al. (1983) to estimate 

the oxygen transfer efficiency in process water. Off-gas analysis estimates the oxygen 

transfer efficiency by performing a mass balance on oxygen in off-gas and ambient air.  

The correlations were established as follows:    

α. SOTE = 5.717. logχ − 6.815        (2-19) 

α = 0.172. logχ − 0.131          (2-20) 

QN = AFR
a.ND.z

           (2-21) 

χ =   MCRT
QN

           (2-22) 

Where:  

QN = normalized air flux, s-1 

AFR = airflow rate, m3s-1 

a = diffuser specific area, m2 

ND = total diffuser number 

Z = diffuser submergence, m 

MCRT = Mean Cell Residual Time, d 

χ = Plant characteristic number, T2 
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Figure 2.5 shows efficiency parameters versus the plant characteristic group, χ. The 

ellipses in Figure 2.5 represent 90% confidence. Regression analyses were performed to 

estimate both α and α.SOTE as linear functions of log χ.  

 

 

Figure 2.5. α and α.SOTE versus plant characteristic number χ. 
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 Figure 2.6 shows the α.SOTE as a function of MCRT, with contours showing α.SOTE 

(Equation 2-19) for equal, normalized air fluxes. Transfer efficiency increases at higher 

MCRTs and lower air fluxes as expected.   

 

 

Figure 2.6. α.SOTE vs MCRT; QN is expressed as contours, eq. 2-19 (Rosso et al., 2005) 
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Similarly, Figure 2.7 shows the α factor vs MCRT.  Contour lines on Figure 2.6 and 

2.7 show the effect of MCRT on transfer efficiency. Vertical direction on contours shows the 

overall effect of specific air flux. 

 

 
 

Figure 2.7. α vs. MCRT; QN is expressed as contours, eq. 2-20 (Rosso et al., 2005) 
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2.4 Power Requirements for ASP Aeration 

Aeration blowers must be selected to have adequate capacity for hot summer days. 

The power requirement for adiabatic compression is given in Equation 2-23 (Metcalf, & 

Eddy, Inc, 2014). 

Pw =  wRT1
28.97 n e

[(p2
p1

)n − 1]         (2-23) 

Where:  

Pw = Blower’s Power Requirement, kW 

w = weight of air flow rate, kgs-1 

R = universal gas constant for air, 8.314 J/mole.K 

T1 = absolute inlet temperature, k 

p1 = absolute inlet pressure, atm 

p2 = absolute outlet pressure, atm 

n = (k-1)/k where k is the specific heat ratio (1.395 for dry air) 

28.97 = molecular weight of dry air, kg(kmol)-1 
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2.5 Temporal and Spatial Variations in CO2 Emission Intensity  

The indirect marginal emissions of electrical demand vary spatially and temporally 

across the United States (Zivin et al., 2014). Figure 2.8 provides a general overview of the 

US electrical grid with an illustration of how the United States is partitioned into three 

interconnections (Western, ERCOT, and Eastern). 

 

Figure 2.8. Grid interconnections (source: NERC website at www.nerc.com) 
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It should be noted that the direct CO2 emissions from WRRF ASP are considered 

short-cycle and do not represent a net flux to the atmosphere. ASP direct CO2 emissions are 

of biogenic origin and are not accounted in the Intergovernmental Panel on Climate Change 

(IPCC) Guidelines (IPCC 2006). 

Zivin et al. (2014) has developed a regression model to quantify spatial and 

temporal marginal CO2,eq emission intensities for the electrical demand. The model 

accounts for the generation mix within interconnected electricity markets and shifting 

diurnal load profiles, with a focus on carbon dioxide. 

Table 2.1 tabulates the regression results of marginal CO2 emissions (kg(kWh)-1) by 

interconnection.  
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Table 2.1. Regression results of marginal CO2 emissions (kg(kWh)-1) by interconnection 
 

 Interconnection 

Hour WECC ERCOT Eastern 

1:00 AM 0.38 0.49 0.66 

2:00 AM 0.38 0.50 0.67 

3:00 AM 0.38 0.51 0.67 

4:00 AM 0.36 0.51 0.67 

5:00 AM 0.35 0.49 0.65 

6:00 AM 0.32 0.45 0.62 

7:00 AM 0.30 0.43 0.57 

8:00 AM 0.31 0.43 0.55 

9:00 AM 0.35 0.43 0.56 

10:00 AM 0.39 0.42 0.57 

11:00 AM 0.40 0.42 0.58 

12:00 PM 0.40 0.41 0.58 

1:00 PM 0.39 0.42 0.57 

2:00 PM 0.38 0.42 0.55 

3:00 PM 0.37 0.42 0.54 

4:00 PM 0.36 0.42 0.54 

5:00 PM 0.36 0.41 0.54 

6:00 PM 0.36 0.41 0.54 

7:00 PM 0.36 0.41 0.54 

8:00 PM 0.37 0.40 0.54 

9:00 PM 0.36 0.40 0.54 

10:00 PM 0.37 0.41 0.56 

11:00 PM 0.37 0.43 0.59 

12:00 AM 0.38 0.46 0.63 

R2 0.95 0.97 0.99 
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Figure 2.9 illustrates the mean 95-percent confidence interval temporal variations 

in marginal CO2,eq emissions for the Western Electricity Coordinating Council (WECC), 

Electric Reliability Council of Texas (ERCOT), and Eastern electricity interconnections 

across the United States. 

 

 

Figure 2.9. Temporal and spatial variations in CO2,eq emission Intensity (Zivin et al., 2014) 
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2.6 Energy Consumption and TOU Economic Implications 

Energy systems are strongly influenced by consumption patterns. DSM includes a 

portfolio of measures such as smart energy tariffs to improve energy efficiencies in ASP. 

While there is plenty of experience in optimizing energy generation and distribution, it is 

the demand side that is receiving increasing attention by research and industry (Palensky 

and Dietrich, 2011; Aymerich 2015). 

Energy costs are site-specific and depend on local energy tariff structures applied at 

various water reclamation facilities (Aymerich et al., 2015). The ASP energy costs are 

strongly influenced by TOU charges and peak power demand penalties. Using average 

energy prices may lead to biased conclusions (Rieger et al., 2015).  
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2.7 Role of Extracellular Polymeric Substances (EPS) on Oxygen Transfer 

and Secondary Settling  

Sludge volume index (SVI) is a test to monitor activated sludge settleability and 

compaction. Lower SVI values are normally associated with more efficient clarifier 

performance.  

The SVI is determined by placing a mixed-liquor sample in a 1- to 2-L cylinder and 

measuring the settled volume after 30 minutes. 

SVI, mL/g =  Settled volume of sludge,mL/L)(1000 mg/g)
(suspended solids,mg/L)

      (2-24) 

 A SVI value of 100 mL/g is often considered a good settling sludge.  SVI values 

below 120 mL/g are typically desired. SVI values above 150 mL/g are normally associated 

with filamentous growth and poor settling (bulking) (Metcalf, & Eddy, Inc, 2014).  

Lower dissolved oxygen levels in AS aeration tanks are desirable in terms of energy 

savings; however, if the DO concentration is too low, filamentous organisms could 

predominate, resulting in poor settling.  In general, the dissolved oxygen concentration in 

all areas of the aeration tanks should be maintained at about 1.5 to 2.0 mgl-1 (Metcalf, & 

Eddy, Inc, 2014). 

Extracellular polymeric substances (EPS) are crucial constituent of activated sludge 

and may account for 60–80% of the total biomass (Liu and Fang, 2003; Zhang et al., 2015). 

As most of the microorganisms in water resource recovery facilities (WRRFs) are present 

in the form of microbial aggregates (flocs), the entire treatment operation will be 

influenced by the bioflocculation characteristics of the process (More et al., 2014; Ni et al., 
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2009; Sheng et al., 2010; Subramanian et al., 2010). EPS play essential roles in two of key 

processes in WRRFs: aeration and settling. However, it has been observed that the EPS 

characteristics that promote improved oxygen transfer efficiency differ from those 

required for enhanced sludge settling properties. A thorough analysis and understanding of 

the exact role of EPS and the best balance to achieve the benefits of both cases are of the 

upmost importance to optimize WRRFs operations. 

The effects of EPS characteristics on oxygen transfer efficiency are being slowly 

understood. A plethora of studies have consistently shown that increasing SRT improves 

aeration efficiency (Kaliman et al., 2008; Rosso et al., 2008, 2005). Given a certain SRT, an 

improvement in oxygen transfer was attributed to denitrifiers that sorb and consume the 

organic compounds responsible for the reduction of oxygen transfer (Rosso and Stenstrom, 

2007). Nevertheless, recent studies are suggesting that the role of EPS is the actual key in 

the increase of oxygen transfer efficiency. EPS is being pointed out as the main mechanism 

of removal, or deactivation, of those compounds depressing oxygen transfer, by adsorbing 

surfactants in systems with long SRT, or in BNR configurations.  

BNR processes are characterized by longer SRT, lower food-to-mass ratio (F/M), 

and lower protein to polysaccharide content ratio, which results in close to starving 

conditions for microorganisms. The starving conditions drive the EPS to exhibit much 

lower negative surface charges. The absence of negative surface charges in EPS may avoid 

the repulsion of surfactants, promoting their adsorption in the EPS matrix (Van Winkle et 

al., 2017), strengthening the hypothesis that the adsorption is the main mechanism 

controlling the observed aeration improvement in longer SRT conditions. Similarly, 

Tomczak-Wandzel et al., (2009) demonstrated the importance of the adsorption capacity of 
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BNR sludge by showing an increase of absorption capacity when the presence of 

surfactants was decreased (Tomczak-Wandzel et al., 2009). 

The role of EPS on the sludge settling performance is also being slowly elucidated. 

Recent studies have demonstrated that the quantity of the EPS has no clear influence on the 

settling performance (measured by the SVI) (Liao et al., 2001; Liu and Fang, 2003; Zhang et 

al., 2014). On the other hand, the quality of the EPS (composition, hydrophobicity, zeta 

potential, etc.), which is intrinsically related with the SRT, has the biggest impact. 

Therefore, as it has been recorded previously, SRT seems to have the most relevant impact, 

dictating EPS composition and characteristics, thus, concurrently controlling process 

stability (expressed as settling performance).  
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2.8 Flow Equalization 

2.8.1 Description/Application of Flow Equalization 

The inherent variations of the influent flow and carbonaceous/nitrogenous 

constituents’ concentrations in the wastewater treatment plants can be dampened by 

utilizing flow equalization basins.  

Figure 2.10 and Figure 2.11 illustrates the application of the flow equalization in 

wastewater treatment plants.  In the in-line configuration (Figure 2.10), all of the flow 

passes through the equalization basin. This arrangement can be used to achieve a 

considerable amount of constituent concentration and flow dampening (Metcalf, & Eddy, 

Inc, 2014).  

 

 

Figure 2.10. In-line equalization configuration 

 
In the off-line configuration (Figure 2.11), only flow above some predetermined 

limit is diverted into the equalization basin. Although pumping requirements are 

minimized in this arrangement, the amount of constituent concentration dampening is 

considerably reduced. Off-line equalization is sometimes used to capture the firs flush from 

combined collection systems (Metcalf, & Eddy, Inc, 2014).   
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Figure 2.11. Off-line equalization configuration 

 
2.8.2 The Benefits of Flow Equalization 

Variations in influent flow and constituents’ concentrations in the wastewater 

treatment plants may result in non-compliant effluent quality even in well-designed 

systems (Beler Baykal et al., 1994).  

Several benefits have been attributed to the use of flow equalization in wastewater 

treatment plants (Foess et al., 1977).   

• Dampens fluctuations in the organics and nutrients constituent concentration and 

fluxes in the influent wastewater, providing more stable retention periods and 

biomass concentrations in the bioreactors. 

• Improves performance of primary and secondary clarifiers by leveling hydraulic 

variations and reducing peak flow rates; allowing for utilization of smaller clarifiers. 

• Improves the settleability of wastewater. 

• Simplifies manual and automated control of operations, such as chemical feeding, 

disinfection, and sludge recycle pumping.  

• Mitigates shock loads to primary clarifiers, bioreactors, and secondary clarifiers by 

dampening concentrated waste streams.  

• Allows for lowering energy costs by leveling power demand for pumping and 

aeration. 
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As discussed previously, ASP is an energy intensive process and is associated with 

the direct and indirect release of GHG. It requires higher rates of aeration during the peak 

flow and peak carbonaceous/nitrogenous constituent loadings to be able to maintain the 

DO set-points, and to meet the effluent water quality limits.  

The literature review in the previous sections indicated that the ASP energy costs 

are strongly influenced by TOU charges and peak power demand penalties. Moreover, the 

indirect marginal emissions of electrical demand vary temporally. Flow equalization can 

reduce the energy cost and indirect marginal emissions of the electrical demand associated 

with the ASP by shifting the peak influent flow to the periods with lower TOU charges and 

marginal emissions.  

Leu et al. (2009) showed that significant savings can be realized if the plant flow is 

shifted to diurnal periods associated with lower power rates. An operating strategy of 

limiting peak flows can saves up to 8% during the peak season, 5 to 6% during average 

winters and summers, and 6% on a yearly basis. If the flow can be adjusted to shift the low 

loading period, which ordinarily occurs at night, to the power rate peak hours in the 

afternoon, up to 31% of savings can occur in the peak season, or 16% on a yearly basis (Leu 

et al., 2009). 

Application of the flow equalization in the wastewater treatment plants is limited 

due to the land requirements, capital costs, additional operation and maintenance, and 

nuisance problems. 
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2.8.3 Design Considerations 

The design of flow equalization systems is concerned with the following 

considerations (Metcalf, & Eddy, Inc, 2014). 

Optimal Location 

The optimal location varies based on the wastewater influent characteristics, the 

treatment process, and land requirements and availability. The equalization basins can be 

sited upstream or downstream of the primary treatment systems. Equalization systems 

located downstream of the primary treatment causes fewer odor, solids settling, and scums 

issues.  

If located upstream of primary treatment, sufficient mixing and aeration must be 

provided to prevent solids settling and odor problems. 

Determination of Storage Volume Requirements 

The required storage volume is determined by conducting an inflow cumulative 

analysis. In practice, the required storage volume will be larger than that theoretically 

determined to allow for continuous operation of the aeration and mixing equipment, to 

accommodate recycle streams, and to provide contingency for diurnal flow variations.    

Configuration 

For in-line equalization systems, it is important to use a geometry that allows for 

continuous-flow stirred-tank reactor. 
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Mixing and Air requirements 

Proper mixing and aeration in equalization systems is crucial to prevent solids 

settling and preventing the wastewater from becoming septic and odorous.  

The mixing requirements range from 0.004 to 0.008 kWm-3 for a medium strength 

municipal wastewater with a TSS of approximately 210 mgl-1. 

Aeration requirements range from 0.01 to 0.015 m3m-3min-1 to maintain aerobic 

conditions. 
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  2.9 Summary of the Literature Review 

The available literature offers the theoretical basis required to develop a simplified 

equilibrium biokinetic model to study the dynamics of aeration systems in ASP including 

air, energy requirements, and their associated costs and GHG emissions. 

The variations in influent carbonaceous/nitrogenous constituents follow the pattern 

of flow rate variations (Metcalf, & Eddy, Inc, 2014). Sobhani et al. (2013) showed how those 

variations amplify the energy consumption during the peak hours, and consequently cause 

higher energy costs and carbon emissions. 

The indirect marginal emissions of electrical demand vary spatially and temporally 

across the United States (Zivin et al., 2014).  

Energy systems are strongly influenced by consumption patterns. Demand Side 

Management includes a portfolio of measures such as smart energy tariffs to improve 

energy efficiencies. Energy costs are site-specific and depend on local energy tariff 

structures applied at various WRRF (Aymerich et al., 2015). The ASP energy costs are 

strongly influenced by time-of-use (TOU) charges and peak power demand penalties. Using 

average energy prices in lieu of energy tariff structures may lead to biased conclusions 

(Rieger et al., 2015). 

The effects of EPS characteristics on oxygen transfer efficiency are being slowly 

understood. A plethora of studies have consistently shown that increasing solid retention 

time improves aeration efficiency. Recent studies are suggesting that the role of EPS is the 

actual key in the increase of oxygen transfer efficiency. EPS is being pointed out as the main 

mechanism of removal, or deactivation, of those compounds depressing oxygen transfer, by 
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adsorbing surfactants in systems with long SRT, or in biological nutrient removal 

configurations. 

Application of flow equalization in wastewater treatment plants enhances the 

biological treatment, improves settleability in primary and secondary clarifiers, simplifies 

process control, mitigates shock loads to primary clarifiers, bioreactors, and secondary 

clarifiers, and allows for lowering energy costs and indirect marginal emissions of electrical 

demand. 

Simulation of WRRF provides detailed insight into the ASP behavior. Biokinetic 

models are robust tools for process design, operational optimization, performance 

assessment, controller design, and model-based process control to respond effectively to 

these variations. Table 2.2 summarizes the review presented in this chapter. 
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Table2.2. Summary of Research 

SUBJECT MATTER AVAILABILITY REFERENCE 

Dynamic Simulation of ASP Yes 

Gori et al., 2013  
Flores-Alsina et al. 
2014  
Caniani et al., 2015  
Mannina et al., 2016a 
Henze et al., 1987, 2000 
Rieger et al., 2015 
Karpinska et al., 2016 
Langergraber et al., 
2004 
Flores- Alsina et al., 
2011  
Corominas et al., 2012  
Guo et al., 2012  
Flores- Alsina et al., 
2014 

Aeration Efficiency Yes 

USEPA 1989 
Rosso and Stenstrom, 
2006b  
Leu et al 2009 
Rosso et al., 2005 
Rosso 2008 
ASCE 1992 
ASCE 1997 
ASCE 2006 
Krampe and Krauth, 
2003 

Energy Systems and their Associated 
Costs Demand Side Management Yes 

Reardon, 1995 
Palensky and Dietrich, 
2011  
Aymerich 2015  
Rieger et al., 2015 
Rosso and Stenstrom, 
2005 
Rosso et al., 2008 
WEF, 2009.  
Olsson, 2012b  
Amand et al., 2013 
Olsson, 2012a  

Spatial and Temporal Marginal CO2 
Emission Intensities for the Electrical Yes Zivin et al., 2014 
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Demand 

GHG Emissions Yes 

Monteith et al., 2005  
de Haas et al., 2008  
Kampschreur et al. 
2009  
Ahn et al., 2010 
Foley et al., 2010  
Park et al., 2010  
Flores-Alsina et al. 
2011  
Corominas et al. 2012  
Law et al., 2012 
IPCC 2006 
Flores- Alsina et al., 
2011  
Corominas et al., 2012  
Guo et al., 2012  
Flores- Alsina et al., 
2014 

Circadian Variations and 
Amplification of Energy Demand, 
Energy cost, and Carbon emission 

Yes 

Sobhani et al. 2013 
Gori et al., 2011  
Gori et al., 2013 
Mannina et al., 2016b 

Optimal Aeration Control Yes 

 Olsson, 2012b  
Amand et al., 2013  
Karpinska et al., 2015  
Åmand and Carlsson, 
2012 
Karpinska et al., 2016  
Langergraber et al., 
2004 

Cost Implications of the Stability of 
Aerated Processes No  

Performance Analysis-Simplified 
Equilibrium Biokinetic Model with an 

Appropriate Aeration Submodel 
Structure vs Dynamic Biokinetic 
Model Coupled with an Aeration 
Submodel Lacking Appropriate 

Structure 

No  
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CHAPTER 3: METHODOLOGY  

3.1 Wastewater Treatment Process Selected  

The selected plant is an upstream satellite water reclamation plant operating in the 

Modified Ludzack-Ettinger (MLE) configuration with 8.30x104 m3d-1 (22 MGD) capacity. 

When the sewage flows beyond its capacity, the outfall sewer carries the excess water to 

the downstream WRRF. The removed bio-mass is conveyed to the downstream treatment 

plant. The plant utilizes head works, influent pumping, primary treatment, ASP secondary 

treatment, secondary clarifiers, and tertiary treatment. The plant’s secondary treatment 

employs six identical parallel MLE and secondary clarifier trains.  Each process train 

utilizes three anoxic zones, three aerobic zones, and a rectangular secondary clarifier as 

shown in Figure 3.1. The volumes of anoxic and aerobic zones in each train are equal to 

1,020 m3 (36,000 ft3) and 2,268 m3 (80,100 ft3), respectively. The submerged depth of each 

bioreactor is 4.9 m (16.1 ft). The surface area of each secondary clarifier is 632 m2 (6,800 

ft2) with a submerged depth of 2.93 m (9.6 ft). 

 

 

Figure 3.1. Process schematic at the selected plant for one of the six parallel trains 
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Primary effluent is equally distributed among the operating trains. Under normal 

dry-weather conditions, five process trains operate at a time and one is idling. The plant 

utilizes three 1,100 kW blowers, one operating at a time with a design capacity of 4.30x104 

Nm3 h-1 (27 kSCFM).  Table 3.1 presents the average water quality at this plant. 

 

Table 3.1. Average water quality at the benchmark plant for the period simulated 

 

 

 

 

 

 

 

 

 

  

Plant Influent (Average Values) 
Flow (m3d-1) 66.6x103 (17.6 MGD) 
Secondary ASP (Average Values) 
BODin (mgl-1) 226 
CODin (mgl-1) 486 
NH4+-Nin (mgl-1) 33.0 
Organic-Nin (mgl-1) 8.3 
WAS (m3d-1) 2,195 (0.58 MGD) 
RAS Ratio 120% 
Recycle Ratio 400% 
CODout (mgl-1) 32.0 
NH4+-Nout (mgl-1) 0.3 
NO2 +  NO3 (mgl-1) 4.9 
MCRT (days) 4.6 
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3.2 Biokinetic Model and Aeration Submodel 

Process simulation was conducted using a simplified equilibrium biokinetic model 

(ASM1) with circadian inputs of influent flow rates and constituent concentrations. ASP air 

requirements were simulated using process inputs and effluent water qualities identical to 

the benchmark plant. The effluent water quality meets the average monthly effluent 

limitation (AMEL) and average weekly effluent limitation (AWEL) set by  State Water 

Resources Control Board (SWRCB) (Tentative Order R4-2017-00XX). Table 3.2 summarizes 

the ASP effluent water quality objectives. 

 

Table 3.2. ASP effluent water quality objectives 

BOD (mgl-1) <20 
TSS (mgl-1) <15 
Ammonia Nitrogen (as N) (mgl-1) <3.7 
NO2+NO3 (mgl-1) <7.2 

 

Oxygen transfer efficiencies were integrated into the model using a regression 

model developed by Rosso el al (2005) to determine α.SOTE as a function of diffuser type, 

tank geometry, airflow rates, and MCRT which was presented in Section 2.3.2. 

 3.3 Energy and CO2 Emission Model  

A model was developed to quantify the energy consumption (kWh), power demand 

(kW), and their associated indirect CO2,eq emissions (kgCO2,eqh-1). The model input includes 

ASP required air, temporal carbon emission intensities, system curve for the aeration 

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=2&cad=rja&uact=8&ved=0ahUKEwiah6ft4-XNAhVFxWMKHQr1ADMQFggiMAE&url=http%3A%2F%2Fwww.waterboards.ca.gov%2Fdrinking_water%2Fcertlic%2Fdrinkingwater%2Fpublicwatersystems.shtml&usg=AFQjCNHxpJEVtscV9C8NeRC__U50996QuA&sig2=DGqEueF6p3daHlSmy41_nQ&bvm=bv.126130881,d.cGc
https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=2&cad=rja&uact=8&ved=0ahUKEwiah6ft4-XNAhVFxWMKHQr1ADMQFggiMAE&url=http%3A%2F%2Fwww.waterboards.ca.gov%2Fdrinking_water%2Fcertlic%2Fdrinkingwater%2Fpublicwatersystems.shtml&usg=AFQjCNHxpJEVtscV9C8NeRC__U50996QuA&sig2=DGqEueF6p3daHlSmy41_nQ&bvm=bv.126130881,d.cGc
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system, and local weather variables.  Figure 3.2 illustrates the structure of the integrated 

process, energy, and CO2 emissions model.   

 

Figure 3.2. ASP integrated model structure and calibration 

To quantify the energy-associated indirect CO2,eq emissions, the model utilizes the 

temporal marginal CO2,eq emission intensities for the electrical demand of the Western 

Electricity Coordinating Council (WECC) interconnection.  



46 
 

3.4 Circadian Amplification of Energy Consumption and TOU Economic 

Implications 

Time-of-use electrical rates are based on the time in which customers use 

electricity. Energy rates vary seasonally and during off/mid/on peak hours. In this section 

the economic implications of the circadian amplification of energy consumption is 

demonstrated using a Southern California Edison tariff structure. It should be noted that 

the benchmark plant is not served by SCE and using this tariff is for demonstration 

purposes. The aim of this exercise is to demonstrate a typical case applicable to many 

WRRF while recognizing caveats and limitations. 

The analysis was conducted using SCE 2017 TOU-8 industrial schedule rate (Option 

B, 2-50 kV) for summer season as the electrical rates vary drastically during summer 

(extreme case).  Table 3.3 tabulates various charges and rates under SCE 2017 TOU-8. 
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Table 3.3. SCE energy charges and rates for the primary industrial customers (i.e., 2-50 kV) 
(SCE TOU-8, 2017) 

 Delivery Service Generation 

Energy Charge ($/kWh/Month)   

Summer (On-Peak) 0.024 0.071 
Summer (Mid-Peak) 0.024 0.047 
Summer (Off-Peak 0.024 0.032 
Winter (Mid-Peak) 0.024 0.046 
Winter (Off-Peak) 0.024 0.036 
Peak Demand Charge 
($/kW/Meter/Month)   

Facilities Related 18.34  
Time Related   
Summer (On-Peak)  18.97 
Summer (Mid-Peak)  3.58 
Summer (Off-Peak  0 
Winter (Mid-Peak)  0 
Winter (Off-Peak)  0 
Customer Charge ($/Meter/Month) 303.25 

3.5 Model Calibration and Verification  

The model calibration involved comparison of the simulated air requirement values 

with the data extracted from the plant’s SCADA system. During model calibration, the 

model was run with plant data collected from one dry-weather operation dataset (June 

2016) under the steady-state condition.  

The simulation was performed with the literature values of the kinetic, 

stoichiometric, and aeration parameters and then the results were compared with the 

observed field data. Discrepancies (expressed as root mean square error, RMSE) between 

the measured and simulated values of the output variables were minimized by adjusting 

ASP kinetic, stoichiometric, and aeration parameters. Four parameters (Ks, YH, bH, bn) were 

adjusted to calibrate the model. The selection of β and F was from usual literature values 



48 
 

(i.e., β = 0.98 from Metcalf, & Eddy, Inc (2014); F = 0.8 from EnviroSim Associates Ltd. User 

Manual for BioWin X.Y Hamilton, Ontario: EnviroSim Associates Ltd.). The values of the 

calibrated parameters for the steady-state simulation and literature values are compared in 

Table 3.4.  

During validation, datasets on air flow from dry-weather operation (July 2016) were 

used for modelling and the results were compared and verified. 

 

Table 3.4. Calibrated values of kinetic and stoichiometric parameters 

Parameter Unit Literature 
Value Calibrated Value 

Ks gm-3 8a 8 
bH d-1 0.12a 0.12 
YH - 0.45a 0.5 
bn d-1 0.17b 0.17 

a Henze et al. (1995); Barker and Dold (1997) 
b U.S. EPA (2010) 
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3.6 Simulation Using a Biokinetic ASM Family Dynamic Model (BioWin) 

Process simulation was conducted using the BioWin biokinetic model (ASM) with 

circadian inputs of influent flow rates and constituent concentrations. ASP air 

requirements were simulated using process inputs and effluent water qualities identical to 

the benchmark plant. The effluent water quality meets the average monthly effluent 

limitation (AMEL) and average weekly effluent limitation (AWEL) set by  State Water 

Resources Control Board (SWRCB) (Tentative Order R4-2017-00XX) as summarized in 

Table 3.2. Figure 3.3 illustrates a schematic of process model developed using BioWin 

biokinetic dynamic model. 

 

 

Figure 3.3. Schematic of model developed using BioWin biokinetic dynamic model 
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https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=2&cad=rja&uact=8&ved=0ahUKEwiah6ft4-XNAhVFxWMKHQr1ADMQFggiMAE&url=http%3A%2F%2Fwww.waterboards.ca.gov%2Fdrinking_water%2Fcertlic%2Fdrinkingwater%2Fpublicwatersystems.shtml&usg=AFQjCNHxpJEVtscV9C8NeRC__U50996QuA&sig2=DGqEueF6p3daHlSmy41_nQ&bvm=bv.126130881,d.cGc
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CHAPTER 4: RESEARCH PLAN 

Hypothesis  

The literature review and preliminary analysis from the previous chapters indicated 

that the simulation of the biokinetic and aeration dynamics in ASP is instrumental in 

understanding the intertwined relation among influent flow rates, constituent 

concentrations, GHG emission intensities, electrical rates, the effects on aeration/energy 

requirements and their associated costs and GHG emissions. The central hypothesis is 

that using a simplified equilibrium biokinetic model with an appropriate aeration 

submodel structure yields a lower estimated error (expressed as RMSE) than a 

dynamic biokinetic model coupled with an aeration submodel lacking appropriate 

structure. 

The primary objective of this hypothesis is to demonstrate the significance of 

integrating appropriate aeration submodels into the ASM family biokinetic models to 

improve the performance of predictive dynamic models. We proposed completion of the 

following tasks to achieve the research goals: 

Task 1 - Develop a simplified equilibrium biokinetic model 

A simplified equilibrium biokinetic model was developed for the benchmark water 

resources recovery facility (WRRF) Activated Sludge Process (ASP) operating in the 

Modified Ludzack-Ettinger (MLE) configuration. 
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Task 2 - Develop an aeration submodel  

An aeration submodel was developed and integrated into the abovementioned 

simplified equilibrium biokinetic model using a regression analysis developed by Rosso el 

al (2005) to determine α.SOTE as a function of diffuser type, tank geometry, airflow rates, 

and MCRT. The aeration parameters were further examined and fine-tuned toward 

developing the desired aeration submodel.  

Task 3 - Calibrate/validate the developed models 

The model calibration involved comparison of the simulated air requirement values 

with the data extracted from the plant’s SCADA system. During model calibration, the 

model was run with plant data collected from one dry-weather operation dataset (June 

2016) under the steady-state condition.  

The simulation was performed with the literature values of the kinetic, 

stoichiometric, and aeration parameters and then the results were compared with the 

observed field data. Discrepancies (expressed as root mean square error, RMSE) between 

the measured and simulated values of the output variables were minimized by adjusting 

ASP kinetic, stoichiometric, and aeration parameters. Four parameters (Ks, YH, bH, bn) were 

adjusted to calibrate the model.  

To validate the model, datasets on air flow from dry-weather operation (July 2016) 

were used for modelling and the results were compared and verified. 
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Task 4 - Simulate the process using a commercial dynamic model 

Dynamic simulation was conducted using the BioWin biokinetic model (ASM) for 

the WRRF ASP operating in the MLE configuration. 

Task 5 - Evaluate and compare the performance of the models 

This task was the core of the proposed research. It involved assessing the 

performance of biokinetic models, integrating an appropriate aeration submodel.  

Upon the completion of tasks 1 thru 4, further analysis was conducted to assess and 

compare the performance of ASM family dynamic models against the simplified 

equilibrium biokinetic model with an integrated aeration submodel that we developed.  

Task 6 – Investigations over practical applications  

As part of this complimentary research, we investigated practical applications such 

as the effects of flow equalizations on ASP energy and carbon footprint. The study was 

presented at the CWEA Annual Conference 2016. Additionally, we have initiated a study on 

the cost implications of the stability of aerated processes and the effects of extracellular 

polymeric substances (EPS) on oxygen transfer efficiency and secondary settling. Such cost 

implications include the additional costs associated with the inability of maintaining DO set 

points and the adverse effects on settling in secondary clarifiers. An abstract was submitted 

to WEFTEC Annual Conference, 2018. 
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CHAPTER 5: RESULTS AND DISCUSSION 

5.1 Variations in ASP Influent Characteristics 

The dry-weather (summer) data analysis indicates that the diurnal influent flow 

increases rapidly from a minimum of 4.46x103 m3d-1 (1.2 MGD) at 6:00 to a near maximum 

of 15.25x103 m3d-1 (4.0 MGD) at 12:00. The peak COD, ammonia (NH4+-N), and Total 

Kjeldahl Nitrogen (TKN) concentrations occur between 10:00 to 12:00 nearly coinciding 

with the peak flow. The concurrency of these circadian variations amplifies 

carbonaceous/nitrogenous constituent loadings into the process trains between 10:00 to 

12:00 resulting in a peak air requirement that will be discussed later.  

Figure 5.1 illustrates the circadian variations in flow and key ASP influent 

constituent concentrations (COD, NH4+-N, and TKN) in each process train during the 

summer dry-weather conditions. 
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Figure 5.1. Circadian variations in ASP influent characteristics for each process train 
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5.2 Dynamic Simulation of ASP Air Requirements  

The ASP was simulated with circadian inputs of flow rates and constituent 

concentrations with a DO set point of 2.0 mgl-1. The model was calibrated by the 

comparison of its results with the observed data from the plant.  Figure 5.2 compares the 

simulated air requirements (kscfm) with the observed plant data for each process train.  

The results indicate that from 19:00 to 2:00, the simulated and observed air discharges are 

fairly matched and DO levels are fairly sustained at 2.0 mgl-1 set point (Figure 5.2). As 

influent flow starts declining rapidly at 2:00, the observed air discharges from the plant 

exceed the simulated results.  This is possibly an over-aeration condition due to a sudden 

decrease in air requirements and limitations associated with the turn down ranges of 

aeration blowers in throttling the supplied air. Both curves reach their troughs at around 

6:00 and start to rise after that. Due to the over-aeration condition, the observed DO levels 

within this timeframe (2:00 to 8:00) exceed the set point (2.0 mgl-1) with a peak DO of 2.8 

mgl-1 at 7:00. In later hours, both datasets present a significant increase.  

The increase in air requirements is attributed to the increase in influent flow rates 

and constituent loadings prompting aeration blowers to ramp up to maintain the DO set 

point. The observed air discharges from the plant are at lower levels in comparison to the 

simulated results during this timeframe (8:00 to 14:00). This is possibly an under-aeration 

condition due to a sudden increase in air requirements and limitations associated with the 

aeration blowers to ramp up the supplied air effectively. Correspondingly, the observed DO 

drops to 1.3 mgl-1 at 10:00 which is indicative of under-aeration condition.   
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The simulated air requirement starts declining from its peak at 11:00, 7.84x103 

Nm3h-1 (4.88 kscfm), as the influent flow rates and constituent loadings decrease. There are 

sporadic over and under-aeration between 15:00 to 1:00 possibly due to abrupt 

fluctuations in influent flow and the lag time associated with instrumentation & control 

(I&C) and aeration system in response.  

The over- and under-aeration in ASP will result in excessive energy use and 

incompliance with effluent water quality standards, respectively. Effluent water quality 

limit exceedances are not observed in the benchmark plant as the under-aeration water 

qualities deficiencies are offset by over-aeration effluent qualities.  

 

Figure 5.2. Comparison between the modelled air requirements and plant’s data 
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As previously discussed, α.SOTE is a function of diffuser type, tank geometry, airflow 

rates, and MCRT (Rosso et al., 2005). Figure 5.3 shows that variations in α.SOTE are 

inversely proportional to air flow rate. The peak α.SOTE (0.116) and the trough of air 

requirements (1.863x103 Nm3h-1) occur concurrently. Similarly, the trough of α.SOTE 

(0.096) occurs during near peak air requirements at 21:00.  

The plot in Figure 5.2 illustrates the discrepancy between the recorded air discharge 

and the modelled air required for discharge, a combination of the technological limits of the 

blower battery, the varying DO during the diurnal cycle, and the generalized correlation 

(Equation 2-20) used in our model to estimate alpha. The discrepancy in the two curves 

appears in the form of areas between the two curves, even though the peak/average ratios 

are consistent (1.33 and 1.35 for modelled and observed air, respectively). In fact, we 

modelled the diurnal cycle using the plant DO pattern and a constant pattern, and the 

results exhibited minor differences, leading to the conclusion that a combination of blower 

limitations and alpha estimation contributed to the discrepancy.  

The issue of under- and over-aeration at this facility was confirmed through 

interviews with the operations personnel, who attributed the cause to the blower 

operations, limited in latitude of air flow discharge. At this point it is impossible to assign 

weight to the two causes of the discrepancy in Figure 5.2 (i.e., the contribution from blower 

limitations vs. the error committed in modelling through the use of Equation 2-20 instead 

of a site-specific correlation).  

One of the goals of this work is to underline the importance of using modelling as a 

tool to quantify such site-specific issues and to assign a proper weight to the personnel 
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reports on operating limitations. More, the placement of flow meters and the compounding 

uncertainty of multiple metering units, may lead in general to conclude that the metered air 

flow at a full-scale facility should in fact be a bandwidth of possible flow rates, rather than a 

single point measurement. Finally, despite the regular calibration of the flow meters in this 

facility, in many others there could be no recent calibration of the metering units, leading to 

further uncertainty on the measured air discharge Alex et al (2016). For all the 

considerations above, the quantification of the diurnal variations of aeration energy and of 

the associated indirect CO2 emission, presented below, is based on the modelled air flow. 

Hence, the results presented below would only change in absolute value by changing the 

basis of calculation (i.e., actual air flow vs. modelled air flow) but not in significance. 

 

Figure 5.3. Evolution of α.SOTE vs modelled air flow during a diurnal cycle 
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5.3 Model Performance Evaluation 

The performance of the calibrated model versus the observed air flow rates was 

assessed using statistical performance indices such as the root mean square error (RMSE) 

and coefficient of determination (R2) as presented in Figure 5.4.  A RMSE value of zero and 

R2 value of unity represents an ideal model performance.  The RMSE and R2 values for the 

abovementioned modelling scenarios are fairly identical as shown in Figure 5.4.  

 

 

Figure 5.4. Model performance evaluation  

  

Figure 5.4 a. DO = 2mgl-1 Figure 5.4 b. DO as observed 



60 
 

5.4 Circadian Amplification of Air Requirements 

Circadian Amplification of Air Requirements 

To demonstrate the amplification of air requirements in ASP, circadian variations in 

influent flow, COD, TKN, α.SOTE, and simulated air requirement are compared collectively 

as shown in Figure 5.5. To make the scale of variations comparable, variables have been 

normalized by dividing them by the daily average values. The results indicate that the 

normalized flow and COD concentration vary between 0.38 and 0.9 in their troughs, and 

1.29 and 1.20 at their peaks, respectively. Normalized TKN concentration varies between 

0.93 in its trough and 1.21 at its peak.  

Figure 5.5 indicates that peak values for COD, TKN, and air requirements occur 

during influent peak flow rates. The peak air flow rate is fairly concurrent with peak COD 

with 1-hour lag time. The lag time could be attributed to the overarching effect of hydraulic 

retention time (HRT) and constituents’ loadings. 

Under normal conditions, low influent hydraulic loadings coincide with low 

constituent concentrations (e.g., BOD and NH4). Conversely, high influent hydraulic 

loadings coincide with high constituent concentrations. The concurrency of these 

variations amplifies the alterations among the air requirements. The amplification in the 

air requirement is shown in Figure 5.5 with normalized air requirement fluctuating 

between 0.33 in its trough (6:00) and 1.39 at its peak (11:00).  

The increase of bCOD can decrease the α value (Leu et al., 2009), and concurrently 

the increase of air flow has a similar impact on standard oxygen transfer efficiency 

(α.SOTE) (Rosso et al., 2005). Therefore, α.SOTE typically is expected to vary over the 
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diurnal cycle in a reciprocal pattern to the process load. The diurnal cycle of α.SOTE is 

presented in Figure 5.5. The peak normalized COD (1.2 at 10:00), and peak normalized air 

requirements (1.39 at 11:00) correspond with a normalized α.SOTE of 0.99.  Conversely, 

peak normalized α.SOTE (1.12 at 6:00) fairly coincides with the trough of normalized COD 

(0.9 at 4:00), and trough of normalized air requirements (0.33 at 6:00).  

The effect of amplification could be observed as the peak/minimum ratio increases 

from 3.4 to 4.2 for the influent flow and air requirements, respectively as illustrated in 

Figure 5.5. 
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Figure 5.5. Normalized values of influent flow, BOD, TKN, oxygen transfer efficiency 
(α.SOTE) and modelled air flow vs. time 
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5.5 Circadian Amplifications of the Energy Demand and CO2,eq Emissions 

The concurrency of ASP influent flow, COD and TKN peak values with the trough of 

α.SOTE induces an amplified circadian air requirements response which was presented in 

Figure 5.5. Accordingly, the ASP power demand and the associated indirect CO2,eq emissions 

follow the same pattern as our model indicates. The spatial and temporal variations in 

carbon emission intensities [kgCO2,eq(kWh)-1] suggested by the regression model (Zivin et 

al) were discussed earlier. The concurrency of the circadian variations in CO2,eq emission 

intensities with the influent flow and energy demand is significant. It further amplifies the 

circadian variations in CO2,eq emissions as illustrated in Figure 5.6.  

Peak influent flow of 15.0x103 m3d-1 (4.0 MGD), and peak CO2,eq emission intensity 

[0.4 kgCO2,eq(kWh)-1] occur at 11:00 corresponding to peak CO2,eq emission of 64.0 

kgCO2,eqh-1 and peak energy demand of 160 kWh. Figure 5.6 also indicates that the troughs 

of ASP influent flow, 4.46x103 m3d-1 (1.18 MGD) at 6:00, and CO2,eq emission intensity [0.3 

kgCO2,eq(kWh)-1 at 7:00] are fairly concurrent (1-hour lag time). Correspondingly, the 

troughs of energy demand (37.9 kWh) and CO2,eq Emission (12.2 kgCO2,eqh-1) at 6:00 are 

concurrent. Circadian amplification of CO2,eq emissions is more pronounced due to the 

combined effect of emission intensities and energy demand as shown in Figure 5.6.   
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Figure 5.6. Circadian amplification of indirect CO2,eq emissions 

 
To make the scale of variations comparable, all variables were normalized by their 

daily average values. The results indicate that the normalized energy consumption varies 

between 0.33 and 1.4 while the normalized CO2,eq emission varies between 0.29 and 1.51. 

The observed amplification effect is due to the concurrency of variations in energy 

consumption and emission intensities.  Figure 5.7 illustrates the variations in normalized 

variables, indicating amplification in CO2,eq emissions. The amplification effect could be 

observed as the peak/minimum ratio increases from 3.4 to 4.2 and then 5.2 for the influent 

flow, hourly energy consumption, and hourly emission rates, respectively as illustrated in 

Figure 5.7. 
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Figure 5.7. Normalized circadian variation in flow, air, energy consumption & CO2,eq 
emissions 
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5.6 TOU Energy Consumption and Economic Implications 

The results of our analysis present a circadian amplification in hourly energy costs 

of ASP as shown in Figure 5.8. The peak electrical consumption (160 kWh) occurs during 

the Mid-Peak period rates ($0.071/kWh) while the trough of energy consumption (37.9 

kWh) falls within Off-peak rates ($0.056/kWh). It is expected that by including monthly 

peak demand charges, energy costs will be further amplified. Our analysis indicates that 

energy tariff structures can drastically impact the operating energy costs of ASP. 

Our analysis also indicates that the peak CO2,eq emissions occur during the peak 

hours as illustrated in Figure 5.8. The effect of amplification could be observed as the 

peak/minimum ratio increases from 4.2 to 5.2 for the hourly energy consumption (kWh) 

and hourly emission rates (kgCO2,eqh-1), respectively as illustrated in Figure 5.8. 

 

Figure 5.8. Circadian amplification of time of use energy (kWh), carbon emission intensity 
[kgCO2,eq(kWh)-1], and indirect greenhouse gas emissions (kgCO2,eq h-1) 
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5.7 Performance Analysis of Dynamic Model (BioWin) vs Simplified 
Model  
 

The performance of the calibrated simplified equilibrium biokinetic model (with 

appropriate aeration submodel) and calibrated BioWin ASM family biokinetic dynamic 

model were assessed and compared against the observed air flow rates using statistical 

performance indices such as the root mean square error (RMSE) and coefficient of 

determination (R2) as presented in Figure 5.9.  A RMSE value of zero and R2 value of unity 

represents an ideal model performance. The performance analysis indicates that the 

performance of simplified equilibrium biokinetic model with an integrated aeration 

submodel (R2 = 0.69 & RMSE = 0.65) exceeds the performance of the BioWin biokinetic 

dynamic model (R2 = 0.41 & RMSE = 0.86) as shown in Figure 5.9.  

 

 

Figure 5.9. Model performance evaluation (Simplified equilibrium vs BioWin) 

 
  

Figure 5.9 a. Simplified Equilibrium Model Figure 5.9 b. BioWin Dynamic Model 
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CHAPTER 6: SUMMARY AND CONCLUSIONS 

We developed a simplified equilibrium biokinetic model for the benchmark water 

resources recovery facility (WRRF) Activated Sludge Process (ASP) operating in the 

Modified Ludzack-Ettinger (MLE) configuration. 

Additionally, we developed an aeration submodel which was integrated into the 

abovementioned simplified equilibrium biokinetic model, using a regression analysis 

developed by Rosso el al (2005) to determine α.SOTE as a function of diffuser type, tank 

geometry, airflow rates, and MCRT. The aeration parameters were further examined and 

fine-tuned toward developing the desired aeration submodel.  

The simplified equilibrium biokinetic model with the integrated aeration submodel 

was calibrated by comparing the simulated air requirement values with the data extracted 

from the plant’s SCADA system. To validate the model, different datasets on air flow were 

used for modelling and the results were compared and verified. 

Dynamic simulation was conducted using the BioWin biokinetic model (ASM). The 

performance of the ASM dynamic model was compared against the simplified equilibrium 

biokinetic model with an integrated aeration submodel that we developed.  

Our analysis indicates that circadian variations in influent flow and constituents’ 

concentrations substantially affect the dynamics of air requirements, energy consumption 

and their associated energy costs and GHG emissions in ASP as depicted in Figure 6.1.  
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Figure 6.1. Graphical depiction of circadian amplification in ASP 

 
We have analyzed the effects of circadian variations in influent flow and 

carbonaceous/nitrogenous constituent concentration on the aeration requirement and the 

associated energy consumption, energy costs, and carbon emissions in an ASP operating in 

the MLE configuration.  

The spatial and temporal variations in marginal carbon emissions were quantified, 

using carbon emission intensities from the regression model developed by Zivin et al. 

(2014).  

The economic implications of the TOU energy consumption associated with ASP 

aeration was also demonstrated using a Southern California Edison tariff structure.  
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The results indicate that the concurrency of the circadian variations in flow and 

constituent concentrations amplifies the loadings into the process trains, and causes 

amplification in air requirements. Meanwhile, circadian variations in influent bCOD and air 

requirements induce a reciprocal response in α.SOTE which further amplifies the air 

requirements by reducing OTE during high BOD loadings. 

The variations in air requirement induce a circadian amplification response in 

energy consumption, occurring during the TOU electrical peak hours with high electrical 

rates. The concurrency of energy consumption and TOU electrical rates further amplifies 

the aeration energy associated costs. 

The temporal variations in carbon emission intensities overlap with those of energy 

consumption. The concurrency of circadian variations in energy consumption and carbon 

emission intensities further exacerbates the ASP carbon emissions. 

The analysis also indicates that the performance of simplified equilibrium biokinetic 

model with an integrated aeration submodel exceeds the performance of the BioWin 

biokinetic dynamic model.   

Understanding the intertwined relation among influent flow rates, constituent 

concentrations, GHGs emission intensities, TOU electrical rates, and aeration parameters is 

instrumental for the successful implementation of ASP energy and cost efficiency measures. 

Mechanistic dynamic models are essential tools to optimize design and operation of WRRF 

and to develop strategies aimed at reducing energy consumption and GHG emissions. 



71 
 

CHAPTER 7: IMPLICATIONS ON FULL-SCALE FACILITIES 

7.1 Effects of Flow Equalization on ASP Energy and Carbon Footprint 
 
Description/Application of Flow Equalization 

The inherent variations of the influent flow and carbonaceous/nitrogenous 

constituents’ concentrations in the wastewater treatment plants can be dampened by 

utilizing flow equalization basins.  

Figure 7.1.1 and Figure 7.1.2 illustrates the application of the flow equalization in 

wastewater treatment plants.  In the in-line configuration (Figure 7.1.1), all of the flow 

passes through the equalization basin. This arrangement can be used to achieve a 

considerable amount of constituent concentration and flow dampening (Metcalf, & Eddy, 

Inc, 2014).  

 

 

Figure 7.1.1. In-line equalization configuration 

 
In the off-line configuration (Figure 7.1.2), only flow above some predetermined 

limit is diverted into the equalization basin. Although pumping requirements are 

minimized in this arrangement, the amount of constituent concentration dampening is 

considerably reduced. Off-line equalization is sometimes used to capture the firs flush from 

combined collection systems (Metcalf, & Eddy, Inc, 2014).   
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Figure 7.1.2. Off-line equalization configuration 

 
The Benefits of Flow Equalization 

Variations in influent flow and constituents’ concentrations in the wastewater 

treatment plants may result in non-compliant effluent quality even in well-designed 

systems (Beler Baykal et al., 1994).  

Several benefits have been attributed to the use of flow equalization in wastewater 

treatment plants (Foess et al., 1977).   

• Dampens fluctuations in the organics and nutrients constituent concentration and 

fluxes in the influent wastewater, providing more stable retention periods and 

biomass concentrations in the bioreactors. 

• Improves performance of primary and secondary clarifiers by leveling hydraulic 

variations and reducing peak flow rates; allowing for utilization of smaller clarifiers. 

• Improves the settleability of wastewater. 

• Simplifies manual and automated control of operations, such as chemical feeding, 

disinfection, and sludge recycle pumping.  

• Mitigates shock loads to primary clarifiers, bioreactors, and secondary clarifiers by 

dampening concentrated waste streams.  

• Allows for lowering energy costs by leveling power demand for pumping and 

aeration. 
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As discussed previously, ASP is an energy intensive process and is associated with 

the direct and indirect release of GHG. It requires higher rates of aeration during the peak 

flow and peak carbonaceous/nitrogenous constituent loadings to be able to maintain the 

DO set-points, and to meet the effluent water quality limits.  

The literature review in the previous sections indicated that the ASP energy costs 

are strongly influenced by TOU charges and peak power demand penalties. Moreover, the 

indirect marginal emissions of electrical demand vary temporally. Flow equalization can 

reduce the energy cost and indirect marginal emissions of the electrical demand associated 

with the ASP by shifting the peak influent flow to the periods with lower TOU charges and 

marginal emissions.  

Leu et al. (2009) showed that significant savings can be realized if the plant flow is 

shifted to diurnal periods associated with lower power rates. An operating strategy of 

limiting peak flows can saves up to 8% during the peak season, 5 to 6% during average 

winters and summers, and 6% on a yearly basis. If the flow can be adjusted to shift the low 

loading period, which ordinarily occurs at night, to the power rate peak hours in the 

afternoon, up to 31% of savings can occur in the peak season, or 16% on a yearly basis (Leu 

et al., 2009). 

Application of the flow equalization in the wastewater treatment plants is limited 

due to the land requirements, capital costs, additional operation and maintenance, and 

nuisance problems. 
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Design Considerations 

The design of flow equalization systems is concerned with the following 

considerations (Metcalf, & Eddy, Inc, 2014). 

Optimal Location 

The optimal location varies based on the wastewater influent characteristics, the 

treatment process, and land requirements and availability. The equalization basins can be 

sited upstream or downstream of the primary treatment systems. Equalization systems 

located downstream of the primary treatment causes fewer odor, solids settling, and scums 

issues.  

If located upstream of primary treatment, sufficient mixing and aeration must be 

provided to prevent solids settling and odor problems. 

Determination of Storage Volume Requirements 

The required storage volume is determined by conducting an inflow cumulative 

analysis. In practice, the required storage volume will be larger than that theoretically 

determined to allow for continuous operation of the aeration and mixing equipment, to 

accommodate recycle streams, and to provide contingency for diurnal flow variations.    

Configuration 

For in-line equalization systems, it is important to use a geometry that allows for 

continuous-flow stirred-tank reactor. 
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Mixing and Air requirements 

Proper mixing and aeration in equalization systems is crucial to prevent solids 

settling and preventing the wastewater from becoming septic and odorous.  

The mixing requirements range from 0.004 to 0.008 kWm-3 for a medium strength 

municipal wastewater with a TSS of approximately 210 mgl-1. 

Aeration requirements range from 0.01 to 0.015 m3m-3min-1 to maintain aerobic 

conditions. 

Using the BioWin (ASM) model, four in-line equalization scenarios were simulated: 

(1) Referenced scenario without flow equalization; (2) operation with an integrated 

equalization basin with equalization system aeration and mixing not required; (3) 

operation with an integrated equalization basin with equalization system aeration required 

and mechanical mixing not required, and (4) operation with an integrated equalization 

basin with both aeration and mechanical mixing required for equalization system.  

 Figure 7.1.3 illustrates a schematic of the process model developed using BioWin 

with an integrated flow equalization system. 

 

Figure 7.1.3. Schematic of the model developed with an integrated flow equalization 
system 
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The required equalization basin storage volume was determined by conducting an 

inflow cumulative analysis as shown in Figure 7.1.4. The analysis indicates that 1,703 m3 

(0.45 million gallons) is required for the equalization basin storage volume.  

 

 
 

Figure 7.1.4. Schematic mass diagram for the determination of the required equalization 
basin storage volume 

 
 

The power requirements were calculated based on the ASP aeration and flow 

equalization system pumping, aeration, and mixing combined power requirements for each 

modelling scenario.   
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Table 7.1.1 summarizes the average power requirements and the potential savings 

for each modelling scenario. The results show significant savings (25%) for the best-case 

scenario (Scenario No.2, operation with an integrated equalization basin with aeration and 

mixing not required for equalization system).   

Table 7.1.1. Summary of the power requirements and potential savings 

Operation Scenarios AVG Power Requirements (kW) AVG Savings 
1. Current operation-No 

equalization  100 - 

2. Flow equalization-no 
aeration, no mixing 75 +25% 

3. Flow equalization with 
aeration, no mixing 100 0 

4. Flow equalization with 
aeration and mixing 106 -6% 

 

The analysis demonstrated that operation under Scenario No. 3, operation with an 

integrated equalization basin with equalization system aeration required and mechanical 

mixing not required, will not achieve any power savings.  

Scenario No.4, operation with an integrated equalization basin with both aeration 

and mechanical mixing required for equalization system, presents the worst-case scenario 

in terms of power requirements. The power requirements increases by 6% in this scenario 

due to the power demand for equalization system’s aeration and mechanical mixing. Figure 

7.1.5 illustrates the power requirements break-down for each scenario.  
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Figure 7.1.5. Comparison of equalized and non-equalized power requirements 

 
 

The flow equalization has an additional advantage for reducing greenhouse gas 

emissions. As discussed previously, the indirect marginal emissions of electrical demand 

vary temporally. Flow equalization can reduce the energy cost and indirect marginal 

emissions of the electrical demand associated with the ASP by shifting the peak influent 

flow to the periods with lower TOU charges and marginal emissions.  

The average marginal CO2,eq emissions were calculated based on the power 

requirements calculated previously for each modelling scenario and the indirect marginal 

emission intensities of electrical demand for WECC (Zivin et al., 2014). 

Table 7.1.2 summarizes the average indirect marginal CO2,eq emissions and the 

potential reductions for each modelling scenario. The results show significant reductions 
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(19%) for the best-case scenario (Scenario No.2, operation with an integrated equalization 

basin with aeration and mixing not required for equalization system).   

The analysis demonstrated that operation under Scenario No. 3, operation with an 

integrated equalization basin with equalization system aeration required and mechanical 

mixing not required, will slightly reduce the marginal CO2,eq emissions (2.7%).  

Scenario No.4, operation with an integrated equalization basin with both aeration 

and mechanical mixing required for equalization system, presents the worst-case scenario 

in terms of marginal CO2,eq emissions generated. Under this scenario, the marginal CO2,eq 

emissions increased by 5.4% due to the power demand for equalization system’s aeration 

and mechanical mixing.  

Table 7.1.2. Summary of the CO2,eq emissions and potential reductions 

Operation Scenario AVG CO2,eq Emission (kgh-1) AVG Reductions 
1. Current operation-No 

equalization  37 - 

2. Flow equalization-no 
aeration, no mixing 30 +19% 

3. Flow equalization with 
aeration, no mixing 36 +2.7% 

4. Flow equalization with 
aeration and mixing 39 -5.4% 

 

Figure 7.1.6 illustrates the diurnal variations in power requirements (kW) for each 

modelling scenario. It shows drastic diurnal variations in power requirements for Scenario 

No. 1 (reference) and dampening effect of the flow equalization in other scenarios.  
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Figure 7.1.6. Diurnal variations in power requirements  

 
Figure 7.1.7 illustrates the diurnal variations in indirect CO2,eq emissions (kgh-1) for 

each modelling scenario. It shows drastic diurnal variations in CO2,eq emissions for Scenario 

No. 1 (reference) and dampening effect of the flow equalization in other scenarios.  
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Figure 7.1.7. Diurnal variations in CO2,eq emissions 

 
As part of this ongoing research, an abstract was submitted to CWEA Annual 

Conference, 2016. Further analysis will be conducted using BioWin biokinetic model with 

the aeration submodel developed as part of this effort to explore the cost implications of 

the flow equalization in WRRF.  
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7.2 Carbon Capture and Management Strategies: Role of Extracellular 
Polymeric Substances (EPS) on Oxygen Transfer and Secondary Settling 
 

BNR processes are characterized by longer SRT, lower food-to-mass ratio (F/M), 

and lower protein to polysaccharide content ratio, which results in close to starving 

conditions for microorganisms. The starving conditions drive the EPS to exhibit much 

lower negative surface charges. The absence of negative surface charges in EPS may avoid 

the repulsion of surfactants, promoting their adsorption in the EPS matrix (Van Winkle et 

al., 2017), strengthening the hypothesis that the adsorption is the main mechanism 

controlling the observed aeration improvement in longer SRT conditions. Similarly, 

Tomczak-Wandzel et al., (2009) demonstrated the importance of the adsorption capacity of 

BNR sludge by showing an increase of absorption capacity when the presence of 

surfactants was decreased (Tomczak-Wandzel et al., 2009). 

The role of EPS on the sludge settling performance is also being slowly elucidated. 

Recent studies have demonstrated that the quantity of the EPS has no clear influence on the 

settling performance (measured by the SVI) (Liao et al., 2001; Liu and Fang, 2003; Zhang et 

al., 2014). On the other hand, the quality of the EPS (composition, hydrophobicity, zeta 

potential, etc.), which is intrinsically related with the SRT, has the biggest impact. 

Therefore, as it has been recorded previously, SRT seems to have the most relevant impact, 

dictating EPS composition and characteristics, thus, concurrently controlling process 

stability (expressed as settling performance).  

It is the aim of this study to identify the best balance between operational conditions 

promoting the best composition of EPS for both aeration efficiency, which could be 
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improved nearly 50% when nitrifying configurations are used, and settling performance, 

which may be maximized at shorter SRT.    

 

Full-scale studies. Bioaugmented (Receiving nitrifying waste AS sludge) and non-

bioaugmented secondary reactors are installed and operated in parallel with a residual DO 

of 0.5 to 1.0 mg/L. 100 % of waste activated sludge (WAS) from the biological nutrient 

removal (BNR) stage is recycled to the bioaugmented reactor, while the non bioaugmented 

reactor operates normally without receiving any WAS recycling. 

Off-gas analysis. Oxygen transfer in process conditions in both full-scale studies was 

measured using the off-gas technique according to the ASCE testing protocol (ASCE, 1997). 

Off-gas measurements were taken in triplicates along the 140m in length, with a total of 15 

sampling locations. 

Data base library. The dataset is based on more than 20 plants nationwide and different 

flux-averaged off-gas measurements. All the plants were treating municipal wastewater, 

and wide range of diffuser ages and models (ceramic discs, domes and plates, membrane 

discs, tubes, and panels) was encountered.  
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Discussion. Figure 7.2.1 illustrates the results collected from more than 40 WRRFs in the 

US to show a comprehensive representation of the relationship between SVI and SRT. From 

the populated data, two distinct zones can be differentiated. Both zones seem to be strictly 

dependent on the EPS quality and corresponding process stage phases. The first zone, 

corresponding to low SRT values, shows the progressive improvement of the SVI with the 

increase in SRT.  

The progressive production of EPS creates stronger flocs and facilitates the bioflocculation, 

EPS production will not be restricted since soluble COD is still available in the influent. 

Also, the rate at which the EPS is produced seems to generate two zones within SRTs values 

lower than 10 days. SRT values lower than 1.5 days deliver a low performance settling 

velocities (>120 mg/L SVI), which may be related the incapacity to generate a stronger and 

stable EPS due to the limited short time bacteria are in the system. On the other hand, an 

SRT between 1.5 to 5 days seems to be the most effective range to promote good EPS 

characteristics and enhance solid separation.  However, as the SRT increases, an almost 

linear decrease on the settling properties of the sludge is observed. This second zone which 

ranges from excellent settling conditions (80) to bulking potential (150), shows how 

increasing EPS exposure time to starved bacteria promotes the progressive endogenous 

hydrolysis of the EPS. Increasing SRT may also promote the increase of those bacteria able 

to sustain themselves with less biodegradable substrates (EPS), by metabolizing EPS 

instead of soluble COD. Ramadani et al 2010 also suggested that longer SRT may favor the 

proliferation of endogenous bacteria instead of ordinary heterotrophic ones. 
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Figure 7.2.1. Observed correlation between SRT and settling volume index (SVI). Two 
differentiate zones with their corresponding trends depending on the EPS (phase) can be 

identified (Garrido-Baserba et al, 2018 submitted to WEFTEC Annual Conference). 

 

On the other hand, the effect of using nitrifying sludge (EPS with distinct 

characteristics) on the oxygen transfer efficiency was also studied in two different full-scale 

studies (Figure 7.2.2).  

Figure 7.2.2 shows the difference in α values between those reactor passes also 

receiving nitrifying sludge (i.e., bioaugmented) and those without (i.e., receiving only non-

nitrifying sludge). A significant improvement in oxygen transfer efficiency can be observed 

when nitrifying sludge was used. An approximately 30-38% improvement in aeration 

efficiency indicators can be observed for the bioaugmented passes in comparison to non-
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bioaugmented ones. The improvement is hypothesized by the increase of the EPS 

adsorption capacity and the concurrent removal of surfactants. The findings on the 

limitations and operational balance between the best EPS characteristics for each process 

will be further detailed on the full paper.  

 

  

Figure 7.2.2. Comparison of oxygen transfer efficiency in secondary systems with and 
without sludge with nitrifying characteristics at full-scale. Alpha (α) values were measured 

at different locations along four different channel (green-like bars represent addition of 
nitrifying sludge and purple-like two non- nitrifying) (Garrido-Baserba et al, 2018 

submitted to WEFTEC Annual Conference). 
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a, Diffuser specific area [m2]; CO2,eq, equivalent carbon emission [kgh-1]; CO2,i, carbon 

emission intensity [kg/kWh]; ND, total diffuser number; Pb, barometric pressure [psi]; QN, 

normalized air flux [s-1]; Rh, relative humidity [-]; Ta, ambient temperature [K]; Td, dew 

point temperature [K]; Tw, water temperature [F]; z, diffuser submergence [m]  

Greek letters 

α, alpha factor, ratio of process-to clean-water mass transfer [-]; ɳ, blower efficiency [-]; 𝜒𝜒, 

plant characteristic number [s-2] 

Indices 

a, refers to ambient; b, refers to barometric; d, refers to dew point; eq, refers to equivalent; 

h, refers to humidity; i, refers to intensity; in, refers to influent; N, refers to normalized; w, 

refers to water 

Abbreviations  

AFR, Air Flow Rate; AMEL, Average Monthly Effluent Limitation; ASM, Activated Sludge 

Model; ASP, Activated Sludge Process; AWEL, Average Weekly Effluent Limitation; BOD, 

Biological Oxygen Demand; COD, Chemical Oxygen Demand; DO, Dissolved Oxygen; DSM, 

Demand Side Management; EPS, Extracellular Polymeric Substances; ERCOT, Electric 

Reliability Council of Texas; ft, foot; GHG, Greenhouse Gas; HRT, Hydraulic Retention Time; 

I&C, Instrumentation & Control; IPCC, Intergovernmental Panel on Climate Change; IWA, 

International Water Association; m, meter; MCRT, Mean Cell Residence Time; MGD, Million 

Gallons per Day; MLE, Modified Ludzack-Ettinger; OTE, Oxygen Transfer Efficiency; RAS, 

Return Activated Sludge; RMSE, Root Mean Square Error; SCADA, Supervisory Control and 

Data Acquisition; SCE, Southern California Edison; SOTE, Standard Oxygen Transfer 

Efficiency; SWRCB, State Water Resources Control Board; TDH, Total Dynamic Head; TKN, 
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Total Kjeldahl Nitrogen; TOU, Time of Use; TSS, Total Suspended Solids; WAS, Waste 

Activated Sludge; WECC, Western Electricity Coordinating Council; WEF, Water 

Environment Federation; WRRF, Water Resources Recovery Facilities 
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Table B.1 - Observed air discharge rates from the plant (kscfm) 

HOUR MON TUE WED THU FRI MON TUE WED 
 6/13/16 6/14/16 6/15/16 6/16/16 6/17/16 6/20/16 6/21/16 6/22/16 

0:00 3.3 3.9 3.7 3.8 4.3 3.2 4.3 4.2 
1:00 2.7 2.9 2.9 2.9 3.5 3.2 3.4 3.4 
2:00 2.6 2.6 2.6 2.6 2.5 2.6 2.8 2.6 
3:00 2.2 2.4 2.4 2.2 4.2 2.3 2.4 2.4 
4:00 1.9 1.8 2.0 2.0 1.7 2.1 2.1 2.2 
5:00 1.9 1.8 1.8 1.9 1.7 2.0 2.1 2.1 
6:00 1.8 1.8 1.7 1.8 1.7 1.8 2.0 1.8 
7:00 1.9 1.7 1.7 1.8 1.7 2.1 2.0 2.1 
8:00 1.9 1.7 1.8 1.9 2.1 2.5 2.5 2.7 
9:00 2.4 2.6 2.9 2.8 2.7 3.4 3.0 3.3 

10:00 2.7 3.0 2.8 3.4 3.4 3.5 3.5 3.4 
11:00 2.7 3.1 3.0 3.0 3.2 3.3 3.3 3.4 
12:00 2.8 3.4 3.2 3.4 3.3 3.6 3.2 3.5 
13:00 3.1 3.5 3.4 3.4 3.2 3.7 3.1 3.6 
14:00 3.0 3.3 3.0 3.7 3.2 3.4 3.3 3.8 
15:00 3.1 3.6 3.5 3.7 3.7 3.3 3.4 3.6 
16:00 3.4 3.6 3.4 4.1 3.4 3.7 3.5 3.5 
17:00 3.5 3.5 3.7 3.7 3.3 3.5 3.5 3.7 
18:00 3.0 3.3 3.6 3.6 3.6 3.3 3.7 3.4 
19:00 3.5 3.4 3.5 3.8 3.7 3.4 3.4 3.4 
20:00 3.4 3.6 3.5 3.8 3.6 3.7 3.6 3.8 
21:00 3.6 3.6 3.8 3.6 3.5 3.3 3.7 3.8 
22:00 3.6 3.7 3.8 3.7 3.4 4.0 4.1 3.9 
23:00 3.7 3.5 3.7 3.9 3.5 3.8 3.8 3.8 
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Table B.1 - Observed air discharge rates from the plant (kscfm) 
HOUR WED THU FRI MON TUE WED THU 

 6/22/16 6/23/16 6/24/16 6/27/16 6/28/16 6/29/16 6/30/16 
0:00 4.2 3.7 4.0 4.0 4.3 4.7 4.4 
1:00 3.4 3.4 3.5 3.3 3.5 3.3 3.2 
2:00 2.6 2.8 2.8 2.9 3.0 3.1 2.8 
3:00 2.4 2.4 2.5 2.4 2.8 2.6 2.5 
4:00 2.2 2.2 2.2 2.2 2.3 1.9 2.3 
5:00 2.1 2.2 2.4 2.1 2.1 2.1 2.2 
6:00 1.8 2.0 1.9 1.8 2.1 1.8 2.1 
7:00 2.1 2.3 1.9 2.1 2.2 2.0 2.1 
8:00 2.7 2.4 2.4 2.6 2.6 2.6 2.4 
9:00 3.3 3.1 3.2 3.0 2.9 3.2 3.0 

10:00 3.4 3.6 3.6 3.2 3.1 3.4 3.4 
11:00 3.4 3.5 3.4 3.1 3.3 3.3 3.5 
12:00 3.5 3.6 3.3 3.2 3.5 3.3 3.9 
13:00 3.6 3.4 3.6 3.5 3.7 3.5 4.0 
14:00 3.8 3.7 3.3 3.4 3.7 3.7 3.8 
15:00 3.6 4.0 3.8 3.2 3.8 3.7 4.4 
16:00 3.5 4.6 3.8 3.7 3.6 4.3 4.4 
17:00 3.7 4.2 3.9 3.7 3.6 3.8 3.7 
18:00 3.4 3.9 3.5 3.5 3.7 3.5 4.4 
19:00 3.4 4.1 3.8 3.7 3.5 3.7 4.1 
20:00 3.8 3.5 3.6 3.9 3.9 4.2 4.4 
21:00 3.8 4.3 3.4 3.8 4.1 4.6 4.7 
22:00 3.9 3.8 3.5 3.9 4.3 4.7 4.3 
23:00 3.8 4.1 3.7 4.1 4.5 4.6 4.4 
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Table B.1 - Observed air discharge rates from the plant (kscfm) 
HOUR MON TUE WED THU FRI MON TUE 

 7/11/16 7/12/16 7/13/16 7/14/16 7/15/16 7/18/16 7/19/16 
0:00 3.3 3.9 3.7 4.0 4.2 3.8 4.6 
1:00 3.1 3.2 3.2 3.7 3.3 3.6 3.5 
2:00 2.4 2.6 2.5 2.8 2.9 2.9 3.1 
3:00 2.1 2.2 2.2 3.0 2.7 2.5 2.7 
4:00 1.9 2.1 2.0 2.6 2.3 2.4 2.3 
5:00 2.0 2.0 1.9 2.4 2.3 2.4 2.1 
6:00 1.7 1.8 1.9 2.2 2.1 2.2 2.0 
7:00 1.8 1.8 1.9 2.3 2.3 2.2 2.0 
8:00 2.4 2.5 2.2 2.8 2.5 2.4 2.4 
9:00 2.7 2.8 3.0 3.4 2.8 2.9 2.9 

10:00 2.9 2.8 3.1 3.6 3.4 3.4 3.2 
11:00 2.9 2.8 3.2 3.9 3.3 3.4 3.1 
12:00 3.4 3.0 3.7 3.9 3.3 3.7 3.5 
13:00 3.8 3.3 3.4 4.0 3.6 3.8 3.7 
14:00 3.9 3.0 3.2 3.7 3.5 3.8 3.6 
15:00 3.7 3.3 3.6 4.2 3.7 4.0 3.9 
16:00 3.5 3.8 4.0 3.9 3.9 3.9 4.3 
17:00 3.5 3.5 3.8 4.0 3.5 4.2 3.8 
18:00 3.4 3.5 3.6 3.6 3.5 3.9 3.9 
19:00 3.5 3.6 3.7 4.1 3.6 3.8 3.9 
20:00 3.7 3.8 4.0 4.2 3.5 3.8 3.6 
21:00 3.8 3.6 3.9 4.2 3.8 3.8 3.9 
22:00 3.7 3.8 3.8 4.1 3.6 3.8 4.4 
23:00 4.3 3.6 3.8 4.0 3.6 4.6 4.5 
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Table B.1 - Observed air discharge rates from the plant (kscfm) 
HOUR WED THU FRI MON WED THU FRI 

 7/20/16 7/21/16 7/22/16 7/25/16 7/27/16 7/28/16 7/29/16 
0:00 4.6 4.6 4.1 3.8 4.3 4.5 4.5 
1:00 4.7 3.8 3.6 3.4 3.6 3.5 3.5 
2:00 2.8 2.8 2.8 2.7 3.0 2.7 2.8 
3:00 2.5 2.5 2.5 2.4 2.6 2.4 2.5 
4:00 2.3 2.5 2.4 2.3 2.5 2.4 2.4 
5:00 2.2 2.1 2.1 2.3 2.4 2.0 2.0 
6:00 1.9 2.1 1.8 1.9 2.0 1.9 2.0 
7:00 1.8 2.2 2.0 1.9 1.9 1.9 2.1 
8:00 2.2 2.3 2.5 2.4 2.6 2.4 2.6 
9:00 2.7 3.1 2.8 3.0 2.8 2.8 3.0 

10:00 3.1 3.2 3.1 3.0 3.3 3.3 3.2 
11:00 3.3 3.3 3.5 3.3 3.3 3.1 3.1 
12:00 3.8 3.5 3.6 3.5 3.5 3.3 3.4 
13:00 3.8 3.8 3.5 3.6 3.7 3.8 3.4 
14:00 3.8 3.5 3.5 3.6 3.7 4.0 3.5 
15:00 3.8 3.8 3.7 3.7 3.9 4.2 3.5 
16:00 3.6 4.4 3.7 3.9 4.1 4.2 3.8 
17:00 3.6 4.5 3.7 4.1 4.0 3.6 3.7 
18:00 3.7 3.6 3.5 3.6 3.9 3.8 3.4 
19:00 3.8 3.7 3.9 3.9 3.9 4.1 3.6 
20:00 4.1 3.7 3.9 3.9 4.5 4.1 3.7 
21:00 4.5 4.0 3.8 3.7 4.6 4.4 3.9 
22:00 4.5 3.9 3.7 4.1 4.1 4.2 3.6 
23:00 4.6 4.4 3.7 4.5 4.3 4.4 3.9 
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Table B.2 - Observed ASP influent flow rates (MGD) 
HOUR WED FRI MON TUE WED FRI 

 6/1/16 6/3/16 6/6/16 6/7/16 6/8/16 6/10/16 
0:00 3.5 3.6 3.6 3.6 3.6 3.6 
1:00 2.4 2.8 2.5 2.8 2.7 2.7 
2:00 1.9 1.9 1.8 1.9 1.9 2.1 
3:00 1.7 1.5 1.5 1.6 1.5 1.7 
4:00 1.2 1.2 1.2 1.1 1.1 1.4 
5:00 1.2 1.0 1.1 1.1 1.1 1.1 
6:00 1.0 0.9 0.9 1.0 1.0 1.0 
7:00 1.3 1.3 1.5 1.3 1.3 1.4 
8:00 3.3 3.2 3.0 3.2 2.8 2.6 
9:00 3.1 3.5 3.2 3.4 3.6 3.4 

10:00 3.6 3.6 2.8 3.1 3.7 3.7 
11:00 2.9 3.1 3.6 3.5 3.6 3.6 
12:00 2.7 3.7 3.5 3.7 3.6 3.6 
13:00 3.4 3.5 3.6 2.2 3.7 3.6 
14:00 3.2 3.2 3.3 3.0 3.2 3.2 
15:00 3.5 3.6 3.7 3.7 3.5 3.6 
16:00 3.4 3.6 3.6 3.4 3.2 3.6 
17:00 3.5 3.6 3.1 3.3 3.3 3.7 
18:00 3.5 3.3 3.1 3.3 3.0 3.6 
19:00 3.1 3.6 3.4 3.0 3.4 3.6 
20:00 3.5 3.6 3.5 2.6 3.4 3.5 
21:00 3.5 3.6 3.7 3.7 3.6 3.6 
22:00 3.5 3.6 3.6 3.6 3.6 3.7 
23:00 3.5 3.6 3.6 3.6 3.4 3.2 
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Table B.2 - Observed ASP influent flow rates (MGD) 
HOUR MON TUE WED THU FRI MON 

 6/13/16 6/14/16 6/15/16 6/16/16 6/17/16 6/20/16 
0:00 3.6 3.7 3.3 3.1 3.1 3.3 
1:00 2.6 2.4 2.7 2.6 2.3 2.7 
2:00 2.1 1.9 1.9 1.9 2.1 2.0 
3:00 1.7 1.5 1.5 1.5 1.6 1.6 
4:00 1.4 1.1 1.2 1.2 1.3 1.3 
5:00 1.3 1.0 1.0 1.0 1.2 1.1 
6:00 1.1 1.1 1.0 1.0 1.0 1.0 
7:00 1.5 1.2 1.2 1.2 1.3 1.3 
8:00 2.9 2.5 3.2 2.7 2.8 3.9 
9:00 3.4 3.1 2.6 3.4 3.6 3.4 

10:00 3.3 3.3 3.2 3.4 3.6 3.6 
11:00 2.9 2.6 3.6 3.6 3.5 3.5 
12:00 3.6 3.6 3.6 3.1 3.1 3.5 
13:00 3.6 3.6 3.6 3.6 3.6 3.6 
14:00 3.2 3.2 3.2 3.2 3.2 3.2 
15:00 3.6 3.6 3.6 3.7 3.3 3.6 
16:00 3.6 3.5 3.2 3.7 3.6 3.2 
17:00 3.6 3.3 3.2 3.6 3.3 3.5 
18:00 3.2 3.1 3.2 3.3 2.8 2.9 
19:00 3.2 3.6 3.4 3.6 3.4 3.2 
20:00 3.5 3.4 3.4 3.6 3.4 3.5 
21:00 3.7 3.6 3.6 3.6 3.4 3.6 
22:00 3.6 3.6 3.6 3.6 3.5 3.6 
23:00 3.6 3.6 3.6 3.6 3.2 3.6 
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Table B.2 - Observed ASP influent flow rates (MGD) 
HOUR TUE WED THU MON TUE WED THU 

 6/21/16 6/22/16 6/23/16 6/27/16 6/28/16 6/29/16 6/30/16 
0:00 3.6 3.6 3.3 3.6 3.7 3.5 3.6 
1:00 2.6 2.7 2.7 2.5 2.8 3.0 3.0 
2:00 2.1 2.0 2.1 2.1 2.1 2.4 2.0 
3:00 1.6 1.6 1.5 1.6 1.7 1.9 1.8 
4:00 1.4 1.2 1.3 1.3 1.4 1.4 1.4 
5:00 1.4 1.1 1.1 1.2 1.2 1.4 1.4 
6:00 1.0 1.0 0.9 1.0 1.0 1.3 1.2 
7:00 1.4 1.5 1.4 1.4 1.7 2.0 1.8 
8:00 3.4 3.1 3.0 2.9 3.2 3.2 3.1 
9:00 2.8 3.7 2.5 3.6 3.3 3.5 3.2 

10:00 3.4 3.6 3.3 3.6 3.6 4.0 3.7 
11:00 3.7 3.7 3.6 3.6 3.2 3.3 4.0 
12:00 3.6 3.7 3.6 2.9 3.7 4.0 4.0 
13:00 3.6 3.3 3.6 3.3 4.0 4.0 4.0 
14:00 3.3 3.7 3.3 3.3 3.6 3.6 3.6 
15:00 3.7 3.6 3.7 3.7 4.0 3.8 3.9 
16:00 3.4 3.3 3.6 3.7 3.8 3.6 3.6 
17:00 3.3 3.4 3.4 3.3 3.6 3.4 3.5 
18:00 3.4 3.2 3.5 3.4 3.7 3.3 3.4 
19:00 3.4 2.9 3.3 3.6 3.6 3.6 3.6 
20:00 3.6 3.7 3.7 3.7 3.9 3.8 3.7 
21:00 3.6 3.7 3.6 3.7 4.0 4.0 3.8 
22:00 3.6 3.6 3.7 3.6 4.0 3.9 4.0 
23:00 3.6 3.6 3.7 3.6 4.0 - - 
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Table B.2 - Observed ASP influent flow rates (MGD) 
HOUR FRI TUE WED THU FRI MON 

 7/1/16 7/5/16 7/6/16 7/7/16 7/8/16 7/11/16 
0:00 3.6 3.2 3.4 3.3 3.4 3.1 
1:00 3.0 2.7 2.6 2.7 2.6 2.5 
2:00 2.0 2.1 2.0 2.0 2.0 1.9 
3:00 1.8 1.6 2.1 1.5 1.5 1.4 
4:00 1.5 1.3 1.2 1.3 1.2 1.3 
5:00 1.3 1.4 1.1 1.1 1.1 1.1 
6:00 1.2 1.1 1.1 1.0 0.7 0.9 
7:00 1.7 1.6 1.3 1.3 1.8 1.3 
8:00 3.1 2.3 2.9 3.3 2.3 2.6 
9:00 3.1 3.6 3.4 3.5 3.3 3.5 

10:00 3.6 3.5 3.0 3.3 3.5 3.7 
11:00 3.6 3.8 3.0 3.7 4.0 3.3 
12:00 3.9 3.6 3.5 3.8 4.0 4.0 
13:00 4.0 3.8 3.8 3.7 3.7 4.0 
14:00 3.6 3.4 3.3 3.3 3.5 3.5 
15:00 4.0 3.8 3.6 3.8 3.5 3.4 
16:00 3.5 3.5 3.4 3.6 3.5 3.5 
17:00 3.4 3.1 3.3 3.2 3.2 3.3 
18:00 3.7 3.2 3.3 2.9 3.1 3.0 
19:00 3.7 3.3 3.2 3.5 3.8 3.2 
20:00 3.5 3.6 3.5 3.6 3.8 3.8 
21:00 3.9 3.7 3.8 3.7 3.8 3.8 
22:00 3.8 3.8 3.8 3.8 3.4 3.8 
23:00 - - 3.8 3.7 3.2 3.6 
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Table B.2 - Observed ASP influent flow rates (MGD) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

HOUR TUE WED THU FRI MON TUE 
 7/12/16 7/13/16 7/14/16 7/15/16 7/18/16 7/19/16 

0:00 3.3 3.5 3.5 3.4 3.2 3.7 
1:00 2.5 2.6 2.4 2.9 2.7 2.7 
2:00 2.0 1.9 2.0 2.2 2.1 2.1 
3:00 1.4 1.6 1.6 1.8 1.7 1.7 
4:00 1.1 1.3 1.3 1.5 1.4 1.4 
5:00 1.0 1.1 1.2 1.4 1.3 1.2 
6:00 0.9 1.0 1.0 1.1 1.1 1.1 
7:00 1.4 1.3 1.3 1.5 1.5 1.3 
8:00 3.3 3.4 2.6 2.6 2.7 2.7 
9:00 3.4 3.0 3.4 3.5 3.8 3.3 

10:00 3.2 3.0 3.8 3.1 3.8 3.0 
11:00 3.6 2.7 3.9 3.5 3.7 3.8 
12:00 3.4 3.2 3.1 3.8 3.7 3.8 
13:00 3.2 3.2 3.8 3.7 3.8 3.8 
14:00 3.0 3.0 3.4 3.4 3.3 3.3 
15:00 3.5 3.5 3.9 3.6 3.8 3.7 
16:00 3.5 3.5 3.8 3.8 3.5 3.7 
17:00 3.1 3.3 3.4 3.5 3.8 3.5 
18:00 3.0 3.3 3.4 3.1 2.8 3.5 
19:00 3.4 3.4 2.9 3.5 3.1 3.8 
20:00 3.5 3.5 3.6 3.7 3.8 3.7 
21:00 3.5 3.5 3.8 3.8 3.7 3.8 
22:00 3.5 3.5 3.8 3.6 3.7 3.8 
23:00 3.5 3.5 3.8 3.4 3.7 3.8 
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Table B.2 - Observed ASP influent flow rates (MGD) 
HOUR WED THU FRI MON WED THU FRI 

 7/20/16 7/21/16 7/22/16 7/25/16 7/27/16 7/28/16 7/29/16 
0:00 3.8 3.7 3.2 3.4 3.8 3.7 4.0 
1:00 2.9 3.0 2.9 2.8 2.9 2.9 3.1 
2:00 2.1 2.3 2.3 2.2 1.9 2.3 2.5 
3:00 1.7 1.7 1.8 1.8 1.8 1.8 2.1 
4:00 1.4 1.4 1.5 1.5 1.4 1.5 1.8 
5:00 1.3 1.3 1.4 1.4 1.3 1.4 1.6 
6:00 1.1 1.1 1.1 1.1 1.0 1.2 1.5 
7:00 1.4 1.5 1.6 1.5 1.6 1.6 1.9 
8:00 2.8 3.9 2.8 2.9 2.8 2.8 3.8 
9:00 3.6 3.8 3.5 3.6 3.5 3.5 4.0 

10:00 3.7 3.1 3.6 3.6 3.7 3.8 4.0 
11:00 3.7 3.0 3.5 3.2 3.8 3.1 4.0 
12:00 3.7 3.6 3.8 3.7 3.2 3.6 4.0 
13:00 3.8 3.7 3.7 3.8 3.7 4.0 3.8 
14:00 3.3 3.3 3.3 3.3 3.3 3.6 3.6 
15:00 3.7 3.7 3.7 3.7 3.7 4.1 4.0 
16:00 3.6 3.8 3.4 3.8 3.5 3.8 4.0 
17:00 3.3 3.4 3.5 3.4 3.3 3.6 3.5 
18:00 3.2 3.5 3.2 3.1 3.0 3.4 3.7 
19:00 2.8 3.5 3.2 3.5 3.5 3.4 3.7 
20:00 3.2 3.5 2.9 3.7 3.7 3.9 4.0 
21:00 3.6 3.8 3.7 3.8 3.7 4.0 4.0 
22:00 3.7 3.8 3.6 3.8 3.7 3.9 4.0 
23:00 3.8 3.8 3.5 3.8 3.8 4.0 3.6 
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Table B.3 - ASP influent characteristics and observed DO (mgl-1) 
HOUR bCOD NH3-N O-N TKN DO1  
0:00 216.5 30.7 7.7 38.3 2.0 
1:00 208.6 30.9 7.7 38.6 1.9 
2:00 218.4 31.1 7.8 38.8 1.8 
3:00 223.7 32.2 8.1 40.2 1.8 
4:00 217.5 32.0 8.0 40.0 2.0 
5:00 220.2 31.1 7.8 38.9 2.4 
6:00 220.6 30.9 7.7 38.6 2.6 
7:00 222.8 32.1 8.0 40.2 2.8 
8:00 232.5 34.7 8.7 43.4 2.6 
9:00 273.0 36.5 9.1 45.6 2.2 

10:00 277.6 38.6 9.7 48.2 1.3 
11:00 270.2 40.2 10.1 50.3 1.8 
12:00 247.2 38.5 9.6 48.1 1.8 
13:00 222.2 37.1 9.3 46.4 1.8 
14:00 217.0 36.1 9.0 45.1 1.8 
15:00 220.0 34.4 8.6 43.0 1.8 
16:00 218.8 33.7 8.4 42.1 1.8 
17:00 221.9 32.6 8.2 40.8 2.0 
18:00 229.3 31.2 7.8 39.0 1.8 
19:00 236.7 31.4 7.9 39.3 1.7 
20:00 229.0 32.2 8.1 40.3 1.9 
21:00 228.3 30.7 7.7 38.4 1.8 
22:00 228.6 29.6 7.4 37.1 1.7 
23:00 227.4 29.7 7.4 37.1 1.8 

1- Average DO in aerobic zones 
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Table B.4 - Temporal and spatial variations in CO2 emission Intensity [kgCO2,eq(kWh)-1] 
(Zivin et al., 2014) 

HOUR WECC ERCOT EASTERN 
0:00 0.38 0.46 0.63 
1:00 0.38 0.49 0.66 
2:00 0.38 0.50 0.67 
3:00 0.38 0.51 0.67 
4:00 0.36 0.51 0.67 
5:00 0.35 0.49 0.65 
6:00 0.32 0.45 0.62 
7:00 0.30 0.43 0.57 
8:00 0.31 0.43 0.55 
9:00 0.35 0.43 0.56 

10:00 0.39 0.42 0.57 
11:00 0.40 0.42 0.58 
12:00 0.40 0.41 0.58 
13:00 0.39 0.42 0.57 
14:00 0.38 0.42 0.55 
15:00 0.37 0.42 0.54 
16:00 0.36 0.42 0.54 
17:00 0.36 0.41 0.54 
18:00 0.36 0.41 0.54 
19:00 0.36 0.41 0.54 
20:00 0.37 0.40 0.54 
21:00 0.36 0.40 0.54 
22:00 0.37 0.41 0.56 
23:00 0.37 0.43 0.59 
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