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Abstract 

 With the rise of bilinguals globally, extensive research has been conducted to 

understand how bilingualism affects cognitive functions differently from 

monolingualism, with significant implications for bilingual education, healthcare, and 

other fields. Specific to language processing, differences have been identified between 

second language (L2) speakers and monolinguals, particularly in contexts such as speech 

perception in noise and executive control. Despite the advances in this field of language 

processing, there remains a critical gap in understanding how bilinguals' phonological 

awareness of their first language (L1) and L2 influences their phonetic encoding and 

categorization. In this dissertation, I examine how various top-down and bottom-up 

factors modulate phonemic encoding in bilinguals, both behaviorally and 

neurophysiologically. The first chapter investigates how ambiguous audiovisual situations 

result in a default phonetic perception, providing a foundation for the second chapter. The 

second chapter explores how visual information influences the phonetic encoding of 

specific phonemes by Spanish-English bilinguals. Lastly, the third chapter addresses the 

influence of selective attention, lexicosemantic encoding, and low-level sound encoding 

on bilingual phonetic encoding, focusing on how bilinguals respond to phonemic 

restoration. This experiment is conducted using electroencephalography (EEG) to provide 

insights into the neurophysiological mechanisms underlying these processes. By 

integrating behavioral and neurophysiological approaches, this dissertation aims to 

uncover the complex mechanisms underlying phonetic encoding in bilinguals, 

contributing to a comprehensive understanding of bilingual cognitive processing and its 

broader implications.
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Introduction 

More than half of the world’s population can be considered bilingual. A bilingual is 

an individual that is able to speak two or more languages or dialects in their everyday life 

(Ansaldo et al., 2008; Grosjean, 1994). In the US alone, there are over 67 million 

bilingual individuals, and this number only continues to grow (U.S. Census Bureau, 

2018). In past decades, a substantial amount of research has been conducted to 

understand the consequences of being bilingual and how bilinguals process various 

cognitive functions differently from monolinguals (Bialystok, 2010; Bialystok et al., 

2012; Kroll et al., 2014). This comparison is significant as it influences approaches taken 

towards bilingual education, healthcare, and more. Specific to language processing, 

research has identified differences between second language (L2) speakers and 

monolinguals of the same language, across various contexts (e.g., speech in noise 

perception, executive control, etc.) (Bialystok et al., 2012; Kroll & Bialystok, 2013; Skoe 

& Karayanidi, 2019). Despite the knowledge acquired so far, there is still limited data on 

how bilinguals’ phonological awareness of their first language (L1) and L2 influences 

their phonetic encoding and categorization. Phonological awareness refers to the set of 

phonemes and phonological rules specific to a language. 

This is a critical gap within the literature that needs to be researched because each 

individual language has its own set of phonemes and phonological rules, that may or may 

not overlap with that of other languages. A clear example of this linguistic conflict is in 

the case of Spanish phonology compared to that of English; certain phonemes that are 

differentiated in English are mapped onto a single Spanish phoneme. For example, the 

phonemes /v/ and /b/ are perceived as two distinct sounds in English, but in Spanish /v/ is 

mapped onto /b/ (see Figure 1). Consequently, many native Spanish speakers replace /v/ 

sounds in English words with /b/ (e.g., volleyball is often pronounced bolleyball). 

Another example distinguishing Spanish and English is the case of /s/ and /z/. Again, in 

English these are perceived as two separate phonemes. However, in Spanish, /z/ gets 

mapped onto /s/. This difference between the two languages raises the question of how 

Spanish-English bilinguals perceptually and neurophysiologically represent these 

phonemes, shedding light on the effects of bilingualism on language perception. Of 

particular interest are heritage Spanish speakers in the United States: Spanish-English 

bilinguals who learned Spanish in the home as their first language and learned English 

outside the home.  
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Figure 1: A depiction of how in Spanish phonology, the phoneme /v/ is mapped onto 

/b/. Spanish has two allophones of /b/: [b] and [β]. It is important to note that 

Spanish does orthographically use ‘v’, but the symbol represents the phoneme /b/. 

The goal of my dissertation is to dissect bilingual phonetic encoding, behaviorally 

and neurophysiologically, with a focus on how aspects such as visual speech information, 

noise, and higher-level factors (i.e., attention, lexico-semantics) influence bilinguals’ 

phonemic encoding. The present research focuses on Spanish-English bilinguals due to 1) 

the key differences between Spanish and English phonology mentioned above and, 2) the 

prevalent Hispanic population in California. My dissertation addresses these gaps through 

a model that aims to understand 1) the role of visual information on phonemic encoding, 

2) how top-down information differs in phonemic encoding between bilinguals and 

monolinguals, and 3) how low-level acoustic features interfere in phonemic encoding.  

Background 

Phonetic Encoding and Phonemic Perception 

It is important to clarify some key terminology before discussing the details of 

phonetic encoding and phonemic perception. At its core, the acoustic speech input 

received must be encoded into smaller units of language, or phonemes, before any sense 

of higher-level language comprehension can occur. This process is often referred to as 

phonetic encoding. Making sense of encoded phonemes, e.g., how they are heard, is 

referred to as phonemic perception (Kleinschmidt & Jaeger, 2015; Samuel, 1982). For the 

sake of this dissertation however, I will use the terms phonetic encoding and phonemic 

perception/encoding interchangeably, since the two processes, at the cortical level, are 

largely one and the same.  

To achieve successful speech perception, listeners must accurately and correctly map 

the acoustic input onto the correct phonetic category (often also referred to as phonetic 

prototype) (Samuel, 1982; Samuel & Newport, 1979). How exactly these phonetic 

prototypes are established has been extensively debated. It is well known that infants 

before the age of 6-8 months are considered to be the universal listener (Kuhl et al., 1992; 

Werker et al., 1981); that is, they are able to discriminate between any phoneme in any 

language, regardless of the language(s) spoken by their primary caretaker(s). However, 

human infants around 8 months and older are suddenly unable to discriminate phonemes 
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outside their first language; their phonetic categories have already been established based 

off the language(s) spoken at home (Werker et al., 1981; Werker & Tees, 1984).  

But what about the case of bilinguals, who face the challenge of the use of different 

speech sounds across the two languages they know? A phonetic cue that is informative 

for phonemic discrimination in one language may not be necessarily useful in another 

language and may map differentially onto the categorical organization of the 

monolingual/bilingual phonetic code (Abramson & Lisker, 1973; Polka et al., 2001). 

Depending on when a bilingual has learned their second language, their phonemic 

representations will vary (Sundara & Polka, 2008). Research suggests that bilinguals may 

have a double phonemic representation: two phonemic representations, one for each 

language, for one acoustic-event (Garcia-Sierra et al., 2009). To test this double 

phonemic effect, many studies have been conducted and have produced mixed results. 

Some experimental situations have provided evidence for double phonemic 

representations within bilinguals, whereas others have failed to replicate this finding; 

taken together, these results suggest that bilinguals can be sensitive to experiencing dual 

phonemic representations in certain language contexts (Caramazza et al., 1973; Elman et 

al., 1977; Flege & Eefting, 1987; Hazan & Boulakia, 1993; Williams, 1977).  

A possible explanation of speech perception views the process from the perspective 

of motor control. The motor theory of speech perception postulates that speech 

perception is inherently linked to the production mechanisms involved in speech 

(Liberman et al., 1967; Liberman & Mattingly, 1985). The theory suggests that when 

speech sounds are heard, we mentally reproduce the corresponding motor movements 

involved in producing those sounds. By mentally moving the articulators that correspond 

to a speech sound, these gestures can be mapped onto features of that specific phoneme. 

Research suggests that simply listening to verbal stimuli results in activation of speech-

related motor areas of the brain (Cheung et al., 2016; D’Ausilio et al., 2009; Galantucci et 

al., 2006; Kerzel & Bekkering, 2000). In regard to L2 speech perception, supporters of 

the motor theory of speech perception suggest that the use of two or more languages 

requires more neurocognitive demand placed on the individual (Abutalebi & Green, 

2016). Due to these cognitive demands, it is expected that activation of motor areas will 

occur. When listening to non-native speech sounds, lip corticobulbar activation increases 

as the perceived familiarity of the speech sound decreases (Schmitz et al., 2019). In 

bilinguals, it has been found that there is increased motor activation in L2 speech 

perception that differs from L1 perception (Barragan et al., 2022; Schmitz et al., 2018). 

These findings suggest that motor theory might provide a framework for understanding 

the unique speech perception processes in bilinguals, particularly in how they manage 

increased neurocognitive demands. This relationship between motor and cognitive 

processes might be crucial for bilinguals, who navigate two languages with potentially 

conflicting phonetic categories.  

Building off the bilingual phonetic categorization literature thus far, the question that 

is yet to be answered is how heritage bilinguals mentally represent and perceive 

phonemes that exist in one language but are mapped differently in another language. For 

example, native Japanese speakers have difficulty perceptually distinguishing between 

the phonemes /r/ and /l/, whereas a native English speaker is aware that these are two 
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distinct phonemes in their native language. While research has been done looking at 

Japanese-English bilinguals and their categorization of /r/ and /l/, this work has mostly 

used bilingual populations who acquired English as a second language (Ingvalson et al., 

2012; MacKain et al., 1981; Miyawaki et al., 1975; Mochizuki, 1981). More research on 

heritage speakers’ phonetic categorization needs to be done, as they have a unique 

circumstance of being fairly fluent in a “home” language and another language.  

Phonetic Encoding in the Brain 

It is well known in the neurolinguistic literature that the temporal lobe, 

specifically the superior temporal gyrus (STG) and superior temporal sulcus (STS), is the 

main brain region recruited in higher-order auditory processing (Binder & Price, 2000; 

Gernsbacher & Kaschak, 2003; Hickok & Poeppel, 2004; Scott et al., 2000). Specifically, 

the left STS responds to the presence of phonetic information, further recruiting the 

anterior STS only when speech is intelligible (Scott et al., 2000). Work by Chang et al. 

(2010) used electrocorticography (ECoG) to look at categorical speech perception in 

posterior STG (pSTG). Using a continuum of /ba/ to /da/ to /ga/, they found that the 

pSTG is organized and sensitive to phonetic categories, but not to gradual acoustic 

variation along the continuum. This finding suggests that pSTG is a critical region for 

higher-level phonological processing and phonemic discrimination. There is also 

evidence that phonemic perception is also reflected within Heschl’s gyrus (HG). Abbott 

and Shahin (2018a) and Shahin et al, (2018b) showed that phonetic encoding/perception 

is indexed by the N1 auditory evoked potential (AEP), known to be generated from the 

cortex within and surrounding HG.  

In conclusion, prior research has demonstrated the critical role of the STG, STS, 

and HG in phonetic processing and speech perception. These regions carry out 

specialized functions in distinguishing phonetic categories and encoding phonemic 

information, affirming their importance in higher-order auditory and linguistic 

processing. 

Audiovisual Speech Perception 

Speech perception is strongly multimodal, consisting of both the auditory and 

visual domains (discussed above), and less often also involves the motor modality 

(Wilson et al., 2004). When we are trying to understand what a talker is saying to us, not 

only are we listening to their words, but we are also seeing their mouth movements as 

they talk, integrating visual context with auditory input. Perhaps the most profound effect 

that emphasizes the role of visual information on language (i.e., phonetic) perception is 

the McGurk effect (McGurk & Macdonald, 1976). When participants are presented with 

an auditory stimulus of /ba/ paired with an incongruent video showing the mouth 

movements of the speaker producing /ga/, many report perceiving a fused sound such as 

“da.” This robust illusion goes to show that while speech perception relies upon what we 

hear, what we hear is also influenced by what we see.  

In noisy environments, we rely upon visual information to aid in clarifying 

incoming speech signals (Sumby & Pollack, 1954). The presence of visual lip movements 
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increases speech comprehension performance compared to auditory-only conditions, 

particularly when listening to speech in noise (Sumby & Pollack, 1954). When presented 

with degraded target speech, visual lip-reading can help fill in the gaps (Grant & Seitz, 

2000). Bilinguals are known to have difficulty comprehending speech in their second 

language in adverse listening conditions (Borghini & Hazan, 2018; M. L. G. Lecumberri 

et al., 2010; Mayo et al., 1997).While bilinguals can understand their second language 

(L2) speech just as well as native speakers of that language in quiet conditions 

(Florentine, 1985; Mayo et al., 1997; Takata & Nábělek, 1990), they perform less 

accurately at speech recognition when listening to their L2 in the presence of background 

noise (Mayo et al., 1997). 

Due to less familiarity with their L2 and having a more difficult time discerning 

their L2 in adverse conditions, bilinguals have been shown to rely more upon visual cues 

than their monolingual counterparts (Chen & Hazan, 2007; Marian et al., 2018; 

Sekiyama, 1994). In fact, infants raised in a bilingual environment are more likely to 

naturally gaze at the mouth of speakers than monolingual infants (Pons et al., 2015). 

Additionally, it has been found that bilinguals are much more likely to experience the 

McGurk illusion in their L2 than monolinguals, again due to their tendency to gaze at the 

mouth more (Marian et al., 2018). In quiet conditions, the presence of visual mouth 

movements can greatly enhance a bilingual’s perceptual ability to distinguish between 

non-native phonemic contrasts in their L2 (Navarra & Soto-Faraco, 2007). Similarly, in 

noisy contexts, bilinguals greatly benefit from visual speech cues paired with speech in 

their L2 (Chauvin et al., 2024).  

AV Speech Perception in the Brain 

The brain regions often associated with audiovisual speech integration include the 

posterior superior temporal gyrus (pSTG) and sulcus (pSTS) (Beauchamp et al., 2004, 

2010, p. 20; Erickson et al., 2014), middle STS (B. T. Miller & D’Esposito, 2005; 

Venezia et al., 2017), middle temporal gyrus, and superior parietal lobule (Molholm et 

al., 2006). These regions are commonly linked with AV fusion, as they are within 

networks associated with phonological processing (Binder & Price, 2000; Hickok & 

Poeppel, 2004; Mesgarani et al., 2014). It is well known that these regions receive both 

auditory and visual input, making these regions possible hubs for AV integration/fusion 

(Venezia et al., 2017; Zhu & Beauchamp, 2017).  

However, evidence also suggests that AV integration occurs within sensory 

networks, via direct or indirect pathways. For example, in the case of indirect stimulation, 

it is hypothesized that the STS/G assumes a top-down supportive role, such that 

following the evaluation of a mismatch pair of AV percepts (Hocking & Price, 2008), the 

STS/G relays the outcome to low-level speech areas (Arnal et al., 2009; Blank & von 

Kriegstein, 2013; Venezia et al., 2017) to regulate encoding of phonemes from the 

various sensory inputs. Alternatively, a direct account would posit that differential 

activity observed within the STS/G as well as HG may index visually mediated changes 

in phonetic encoding (Besle et al., 2008; Shahin et al., 2018). That is, visual input 

modulates (activates and inhibits) different populations of neurons within these networks 
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to precisely encode the visually conveyed phonemes, leading to differences in observed 

activity.  

Proposed Model 

While research has been conducted on bilinguals and their phonemic perception, a 

gap still remains: how do bilinguals, who possess knowledge of two separate 

phonological systems, perceive and categorize certain phonemes, especially in different 

contexts? I propose a theoretical model, illustrated in Figure 2, to encapsulate how 

bilingual phonetic encoding/phonemic perception occurs, and how various factors 

influence this process.  

 

 In this proposed theoretical framework, bottom-up and top-down networks 

interact with each other in a feed-forward and feed-backward manner to perceptually 

organize phonetic, lexical, and semantic cues, optimizing spoken language 

comprehension. Bottom-up factors include acoustic characteristics, such as onsets and 

offsets of auditory input, and top-down factors include lexico-semantic knowledge, 

selective attention, and visual information. In the case of monolinguals, these various 

factors have equal weightings throughout the model. That is to say, monolinguals have an 

equilibrium of both feed-forward and -backward mechanisms. This equilibrium suggests 

adequate automatic processing with minimal cognitive, i.e., attentional effort. 

Figure 2: Theoretical framework of the feed-forward (bottom-up) and feed-backward (top-

down) dynamics during spoken language processing in monolingual and bilingual 

populations. 
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 However, bilinguals exhibit differential weightings with an imbalance across 

feed-forward and feed-backwards inputs. Starting with low-level encoding, bilinguals are 

less likely to filter extraneous information (such as acoustic onsets/offsets, noise, etc.), as 

implied by bilinguals’ poor performance of speech perception in noisy situations (Mayo 

et al., 1997). This suggests then, that much more information, including unnecessary 

acoustic input, is sent upward, overwhelming or disrupting phonemic encoding. 

Moreover, since bilinguals have knowledge of the phonology of two languages, their 

phonemic encoding is much more cumbersome than that of a monolingual. That is, the 

process of encoding the correct phoneme is more difficult due to there being a larger 

phonetic inventory and possible overlaps across certain phonemes. This leads to weaker 

feed-forward input onto lexico-semantic templates. Due to weaknesses at the phonemic 

encoding and lexico-semantic matching stages, there is a heavier reliance upon 

information from selective attention. As for visual context, in situations whereby visual 

cues are present, the visual modality becomes a useful strategy in phonemic encoding 

facilitation. Visual context is known to greatly aid bilinguals’ speech perception, possibly 

because of bilinguals’ weak phonemic encoding (M. L. G. Lecumberri et al., 2010). In 

this framework, visual context works by perceptually organizing low level speech cues 

(i.e., acoustic characteristics of the input) by enhancing phonemic encoding, while also 

reducing reliance upon acoustic cues that are irrelevant to phonemic encoding. 

Approach and Experiments 

This dissertation comprises three experiments, to assess both the behavioral and 

neurophysiological processes underlying bilingual phonetic encoding.  

Experiment 1: Audiovisual Ambiguity 

& the Mechanism Behind McGurk  

How do ambiguous audiovisual 

situations result in defaulted phonetic 

perceptions? How does this explain the 

phonetic perception that arises from the 

McGurk Illusion? 

Experiment 2: Audiovisual Speech 

Perception and Phonetic Encoding in 

Bilinguals  

How do bilinguals represent and perceive 

phonemes that are represented differently 

in the two languages they speak? How 

does visual information influence this 

perception? 

Experiment 3: Bilinguals and 

Phonemic Restoration  

How do bilinguals experience the 

phonemic restoration effect? How does 

bottom-up (e.g., acoustic onsets/offsets) 

and top-down (i.e., attention) aid in their 

perception? 

The goal of Experiment 1 is to understand the mechanism behind the McGurk 

illusion, and how ambiguous situations result in a “default” percept. While this study 

does not have a focus on bilinguals, it provides insight into the process behind 
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audiovisual speech perception, which is critical for understanding the distinction between 

bilinguals and monolinguals. Also, this experiment sets the stage for Experiment 2, which 

contrasts processing between monolinguals and bilinguals for ambiguous McGurk-like 

stimuli. This study fits into the proposed framework by delving into the interplay between 

visual and auditory representations on speech perception during ambiguous situations. As 

in the case of McGurk (auditory-/ba/ paired with visual-/ga/, perceiving /da/ta/tha/), when 

a viseme is ambiguous and indiscernible, this results in a failure of phonemic encoding 

on behalf of the visual cortex (i.e., visual context in the model). Because of this, the 

auditory system is left to default to naturally dominant and highly weighted percept. 

The aim of Experiment 2 is to understand how visual information influences the 

phonetic encoding of certain phonemes by Spanish-English bilinguals. As discussed 

earlier, the presence of visual information can greatly influence our speech perception, 

especially in adverse and ambiguous listening situations (McGurk & Macdonald, 1976; 

Sumby & Pollack, 1954).  While bilinguals can understand L2 speech just as well as 

native speakers of that language in quiet conditions (Florentine, 1985; Mayo et al., 1997; 

Takata & Nábělek, 1990), they perform less accurately at speech recognition when 

listening to their L2 in the presence of background noise (Mayo et al., 1997). Due to less 

familiarity in their L2 and having a more difficult time discerning their L2 in adverse 

conditions, bilinguals rely more heavily upon visual cues than their monolingual 

counterparts (Chen & Hazan, 2007; Marian et al., 2018; Navarra & Soto-Faraco, 2007; 

Sekiyama, 1994). Knowing the influence of visual information in bilinguals and how it 

can enhance L2 perception, how does the presence of mouth movements impact the 

precision of representations of phonemes in Spanish-English bilinguals? 

The proposed model suggests that bilinguals have stronger encoding from visual 

context due to weaker phonemic encoding. This proposes that bilinguals are more likely 

to encode and perceive phonemes conveyed by a viseme that is presented. While 

monolinguals’ phonemic encoding is also influenced by visual context, it is not as strong 

as that of bilinguals, i.e., reliance upon lip movements.  

Experiment 3 addresses how selective attention, lexicosemantic encoding, and 

low-level sound encoding influence bilingual phonetic encoding within the model. We 

explore this through the phonemic restoration effect, an auditory phenomena in which 

listeners are able to perceptually fill-in a degraded speech signal when there is an 

extraneous interruption (Samuel, 1981a; Warren, 1970). The phonemic restoration effect 

has been found to be modulated and enhanced by both bottom-up and top-down effects 

(Groppe et al., 2010; Samuel, 1981a; Shahin & Miller, 2009). Top-down contextual 

factors such as presence of visual information, lexical identity, and sentential context 

have all been reported to aid in this illusory perception. Bottom-up factors, such as the 

type of noise/tone used and the acoustic properties of the phoneme replaced, have also 

been found to impact phonemic restoration. 

Little research has been conducted looking at the phonemic restoration illusion in 

bilinguals. The goal of this experiment is to uncover the neural mechanisms underlying 

bilinguals’ response to degraded speech and their ability, or lack of, to perceive the 

speech as continuous. Specifically, with the case of Spanish-English bilinguals, how does 
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this population respond to degraded speech in which /b/ and /v/ phonemes are removed? 

Furthermore, how do bilinguals perform in phonemically restoring in contexts with and 

without top-down input?  

As seen in the proposed framework, bilinguals are more likely to give more 

regard to unnecessary auditory input, such as noise and the onsets of gaps within words, 

due to bilinguals’ weaker phonemic encoding and their wider filter for low-level acoustic 

input (allowing stronger encoding of low-level acoustic cues). This then causes an 

already weak phonemic encoding to be even more deteriorated. It also suggests that due 

to bilinguals’ weakened phonemic encoding and heavier reliance upon lexico-semantics, 

selective attention is necessary in filling-in missing speech.  

Overall, these experiments collectively aim to understand the mechanisms of 

bilingual speech perception. By understanding these processes, we can better comprehend 

how bilinguals navigate complex listening environments and how their unique language 

experiences shape their phonetic perception.  
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Chapter 1: The McGurk illusion: A default mechanism of the auditory system 
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Abstract: Recent studies have questioned past conclusions regarding the mechanisms of 

the McGurk illusion, especially how McGurk susceptibility might inform our 

understanding of audiovisual (AV) integration. We previously proposed that the McGurk 

illusion is likely attributable to a default mechanism, whereby either the visual system, 

auditory system, or both default to specific phonemes—those implicated in the McGurk 

illusion. We hypothesized that the default mechanism occurs because visual stimuli with 

an indiscernible place of articulation (like those traditionally used in the McGurk illusion) 

lead to an ambiguous perceptual environment and thus a failure in AV integration. In the 

current study, we tested the default hypothesis as it pertains to the auditory system. 

Participants performed two tasks. One task was a typical McGurk illusion task, in which 

individuals listened to auditory-/ba/ paired with visual-/ga/ and judged what they heard. 

The second task was an auditory-only task, in which individuals transcribed trisyllabic 

words with a phoneme replaced by silence. We found that individuals’ transcription of 

missing phonemes often defaulted to ‘/d/t/th/’, the same phonemes often experienced 

during the McGurk illusion. Importantly, individuals’ default rate was positively 

correlated with their McGurk rate. We conclude that the McGurk illusion arises when 

people fail to integrate visual percepts with auditory percepts, due to visual ambiguity, 

thus leading the auditory system to default to phonemes often implicated in the McGurk 

illusion. 

1. Introduction 

The McGurk illusion (McGurk & Macdonald, 1976) has been widely used as a 

model for audiovisual (AV) integration of spoken language (Beauchamp et al., 2004, 

2010; Erickson et al., 2014). In the McGurk illusion, individuals exposed to audio /ba/ or 

/pa/ paired with a silent video of /ga/ or /ka/, respectively, often report hearing /da/ or /ta/. 

Based on the assumption that AV integration and the McGurk illusion rely on the same 

underlying neural mechanism, researchers have conducted fMRI studies using the 

McGurk manipulation to understand where and how AV speech integration occurs. They 

found heightened activity in the superior temporal sulcus/gyrus (STS/G) during McGurk 

perception of incongruent AV speech relative to perception of congruent speech. The 

STS/G was thus identified as a hub for this multisensory fusion (Beauchamp et al., 2004; 

Erickson et al., 2014). These findings were further corroborated via transcranial magnetic 

stimulation (TMS), whereupon stimulation (down regulation) of the STS with TMS 

(location identified via individual-specific fMRI) reduced individual susceptibility to the 

McGurk illusion (Beauchamp et al., 2010). In light of these and other findings, there is a 

widely held assumption that the McGurk illusion and AV integration are linked 
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mechanistically, and the McGurk illusion is used as a conduit for understanding the 

neurophysiology of AV development (Hirst et al., 2018; McGurk & Macdonald, 1976; 

Tremblay et al., 2007), AV integration as a function of aging (Sekiyama et al., 2014), and 

clinical deficits (e.g., schizophrenia, (Pearl et al., 2009)). 

However, recent accounts from independent labs have raised doubts about past 

models and their conclusions regarding the mechanisms giving rise to the McGurk 

illusion, as well as its suitability as an index of AV integration efficacy (Getz & Toscano, 

2021; Gonzales et al., 2021; Van Engen et al., 2017, 2022). Van Engen and colleagues 

(Van Engen et al., 2017, 2022) questioned the appropriateness of the McGurk illusion as 

a source of information about AV integration. Van Engen et al. (Van Engen et al., 2017), 

for example, showed that individuals with enhanced McGurk illusion susceptibility did 

not possess an added advantage in sentence recognition in noise, raising questions about 

the relationship between the McGurk illusion and the well-established AV integration 

benefit in spoken language comprehension (Grant & Seitz, 2000; Schorr et al., 2005; 

Sumby & Pollack, 1954). In their later study, van Engen et al. (Van Engen et al., 2022) 

argued that because the McGurk illusion rarely occurs naturally and is based on isolated 

syllables, it does not reflect real-life communication situations, thus making the McGurk 

illusion inappropriate to use as a procedural tool for understanding the mechanisms of AV 

integration in spoken language.  

Moreover—and despite extensive investigation—the neural mechanisms that give 

rise to the McGurk illusion itself are not well understood. For example, the McGurk 

illusion has been distinguished from—and at times conflated with—the visual dominance 

illusion (Abbott & Shahin, 2018; Alsius et al., 2018; Rosenblum & Saldaña, 1992; Shahin 

et al., 2018), whereby individuals hear the visually conveyed phoneme when presented 

with an incongruent AV pair. An example of visual dominance is when exposure to audio-

/ba/ paired with video-/fa/ leads to hearing /fa/, and vice versa—exposure to audio-/fa/ 

paired with video-/ba/ leads to hearing /ba/ (Rosenblum & Saldaña, 1992; Shahin et al., 

2018). Neurophysiologically, this visual dominance effect is evident through amplitude 

changes in the N1-P2 auditory evoked potentials (AEPs), including the observation that 

the N1 AEP amplitude shifts to reflect the listener’s illusory auditory perception instead 

of the actual auditory input (Shahin et al., 2018). It has been proposed that the McGurk 

illusion is a case of the visual dominance illusion (Alsius et al., 2018; Gonzales et al., 

2021), partly because the McGurk illusion is reinforced when the auditory input is 

weakened. For example, the McGurk illusion benefits from lower sound intensity and 

increased noise-level (Alsius et al., 2018; G. A. Miller & Nicely, 1955). Alsius et al. 

(Alsius et al., 2018) argue that the McGurk illusion arises due to an array of “weak” 

auditory consonants, such as /b/, which can be easily confused with other stop 

consonants. These researchers further posit that, because place of articulation is a weak 

acoustic feature (Alsius et al., 2018; G. A. Miller & Nicely, 1955), the McGurk illusion is 

driven by vision (i.e., watching a talker’s mouth movements) dominating the acoustic 

signal’s place of articulation cues; a conclusion also hypothesized in Gonzales et al. 

(Gonzales et al., 2021). 

Our proposal is that the McGurk illusion occurs due to ambiguity in the specific 

test stimuli, thus leading to a failure in AV integration, which in turn causes sensory 
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systems to default to specific perceptual representations. In a recent study by Gonzales et 

al. (Gonzales et al., 2021), we proposed that ambiguity associated with the visual stimuli 

due to indiscernible place of articulation (e.g., /g/, /k/, /y/), led perceivers to default to 

seeing ‘/d/t/th/’ and subsequently hearing ‘/d/t/th/’, consistent with a visual dominance 

account of the McGurk illusion. While the first experiment in that study supported such 

an account, we failed to replicate those findings in a second experiment, which featured a 

different talker. This lack of definitive findings motivated the current study.  

Herein, we build on Gonzales et al., and further test our “auditory default” hypothesis 

that during the McGurk illusion, perceptual defaulting to ‘/d/t/th/’ occurs in the auditory 

modality, and not in the visual modality. Participants performed two tasks. In the McGurk 

task, individuals saw visual-/ga/, while listening to audio-/ba/ and reported what they 

heard. The other task was an auditory-only task, in which individuals listened to 

trisyllabic words and pseudowords with one phoneme replaced by silence. We chose 

silence as a means to completely remove the phoneme from the acoustics and induce 

optimum perceptual ambiguity, a key factor in our theoretical framework. Individuals 

transcribed exactly what they heard as opposed to what they thought the original 

word/pseudoword was.  

We reasoned that AV incongruency creates an ambiguous perceptual/phonetic 

situation, one which prevents successful AV integration and thus, allows a default 

auditory phonetic representation to dominate perception. Thus, we hypothesized that if 

the McGurk illusion is due to perceptual defaulting within the auditory modality, then (1) 

individuals should default to (i.e., perceptually fill-in) ‘/d/t/th/’ (most weighted 

phonemes) for the silent gap in the auditory-only task; and (2) individuals with robust 

auditory-only ‘/d/t/th/’ default perception should exhibit stronger McGurk susceptibility 

with heightened ‘/d/t/th/’ perception. Addressing why both phenomena default to ‘d/t/’th/’ 

instead of other phonemes is beyond the scope of the present study, but we refer readers 

to Anderson et al., 2003 (Anderson et al., 2003) for a possible argument. Finally, we used 

words and pseudowords to explore how lexical knowledge influences this auditory 

default processes. If the ‘/d/t/th/’ default (that is, the filling-in of missing auditory 

segments) is driven by prior lexical knowledge, then we should expect a higher ‘/d/t/th/’ 

default in the word condition. On the other hand, we should see more ‘/d/t/th/’ defaults in 

pseudowords if a ‘/d/t/th/’ default is driven by lexical ambiguity, since pseudowords are 

more ambiguous than words.  

2. Materials and Methods 

2.1. Participants 

Thirty-seven young adults participated in this study. However, three participants 

were excluded from data analysis due to technical issues during data collection or not 

being a native/fluent English speaker, resulting in usable data from thirty-four 

participants (>18 years of age, M = 20.73 years, SD = 2.13 years, 2 participants did not 

provide their specific age; 27 females, 4 males, 3 did not respond; native or fluent 

English speakers). Of these thirty-four individuals, 29 reported that they are right-handed, 

2 left-handed, and 3 ambidextrous. All participants self-reported normal hearing, normal 
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or corrected vision, and no language deficits. Participants were recruited via an internal 

recruiting system of the University of California, Merced and provided written consent 

prior to participation. All experimental protocols were approved by the Institutional 

Review Board (IRB) of the University of California, Merced, and all methods were 

carried out in accordance with the guidelines and regulations of the IRB of the University 

of California, Merced and in accordance with the Declaration of Helsinki. Participants 

were monetarily compensated for their participation. 

2.2. Stimuli 

The study consisted of two tasks. The stimuli in one task consisted of English 

words and pseudowords spoken by a female talker (mean f0 = 203 Hz; see Shahin et al., 

2009 & Shahin & Miller, 2009 for more details) with one phoneme replaced by silence. 

There was a total of 39 words and 36 pseudowords. Consonants were manually removed 

in Adobe Audition (Adobe Systems Inc., San Jose, CA, USA). For each 

word/pseudoword, one of the following consonants was removed from either the second 

or third syllable and replaced with silence: /k, t, d, g, b, ʃ, s, ʒ, z, ʧ, ʤ, l, r/. These 

phonemes were selected to ensure that there was a distribution of 2–4 consonants for each 

category of manner or place of articulation (i.e., stops, fricatives, bilabial, alveolar, etc.). 

Furthermore, the number of consonants removed from the second or third syllable was 

balanced across words and pseudowords; 15 consonants and 14 consonants were 

removed from the second syllable of words and pseudowords, respectively, and 24 and 22 

consonants were removed from the third syllable of words and pseudowords, 

respectively.  

The other task involved a classic McGurk design whereby individuals listened to 

and watched a talker (two female talkers, mean f0 = 199 Hz, 184 Hz) uttering congruent 

and incongruent consonant vowels (CVs). The purpose of this task was to test the 

subjects for McGurk susceptibility. To create the stimuli, audio recordings of /ba/, /da/, 

and /ga/ were used along with video recordings of the talkers producing the same CVs. 

The videos were cropped, ensuring that participants could only view the space between 

the bridge of the talker’s nose and the bottom of the neck. This was to encourage 

participants to focus on the mouth and not be distracted by other features, such as the 

talker’s eyes. To create the AV pairings of congruent /ba/, congruent /da/, congruent /ga/, 

and incongruent /ba-ga/ (auditory /ba/ paired with visual /ga/ or viseme /ga/), the auditory 

stimuli of each talker were temporally aligned to the acoustic onset of the video, 

respectively. The temporal alignment included a natural auditory delay as is typical of 

natural utterances. This resulted in 32 stimuli (2 talkers × 4 AV pairings × 4 exemplars). 

The first half of participants were presented with stimuli of the first talker and the 

remaining participants were presented with the second talker. 

2.3. Procedure 

Participants sat in an enclosed room about 90 cm from a 27-inch computer 

monitor with two external speakers on either side, located at a 45-degree angle relative to 

the listener. Participants were given two tasks: the word/pseudoword task, which was 

split into 2 blocks for each set of stimuli, and the AV McGurk task (1 block). This totaled 
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3 blocks across the 2 tasks; the order of the tasks was counterbalanced across 

participants.  

Prior to the start of the Word and Pseudoword blocks, participants were told they 

would be presented with words, which might sound like real English words or might 

seem similar to English words. Their task was to listen carefully and type out to the best 

of their ability exactly what they heard, and not what they lexically thought they heard. 

These instructions were repeated once again on the monitor prior to the start of the 

experiment. Participants typed their responses using a keyboard. Stimuli were presented 

using Presentation v.20.3 (Neurobehavioral Systems, Inc., Berkeley, CA, USA). The 

Word and Pseudoword blocks consisted of either 39 or 36 trials, respectively, with each 

stimulus played only once. 

For the AV block, prior to starting, participants were informed that they would be 

presented with videos of an individual producing speech sounds. It was emphasized that 

participants should always be paying attention to the screen to ensure that they were 

focused on the talker’s mouth movements. The participants’ task was to type out what 

they heard. If they heard an ambiguous percept, they were told to transcribe the most 

dominant percept. These instructions were also presented on the monitor prior to the start 

of the block. There was a total of 32 trials, with each stimulus repeated twice. An optional 

two-minute break was offered to participants between each block to mitigate boredom 

and fatigue. 

2.4. Data Analysis 

Logfiles of participants’ responses were transferred to Excel spreadsheets, which 

were then parsed using in-house custom MATLAB code (MathWorks, Natick, MA, 

USA). For the Word and Pseudoword blocks, responses were extracted for each word or 

pseudoword for each participant. The output of this parsing code was a table containing 

information about the stimulus, which phoneme was removed in the stimulus, and the 

response for each trial. An additional column was manually completed, in which we 

recorded how a participant perceived the removed phoneme on that trial. For example, if 

the word presented was “addition” with the /ʃ/ (‘sh’ sound) removed and a participant 

reported perceiving “addithen”, this was coded as ‘th’ filling-in. There were instances 

where participants perceived no change at all from the original word before a phoneme 

was removed (e.g., perceiving “addition”) and cases where they reported perceiving the 

gap itself (e.g., perceiving “addi _on”). 

For the AV block, responses were categorized according to the first letter 

transcribed by the participant (i.e., responses “ba”, “bah”, and “bo” were all included in 

the response category /b/). The output was a table containing information about the 

auditory token, visual token, and the first-letter response for each trial. 

2.5. Statistical Analysis 

The data were statistically analyzed in R (R Core Team, 2019) and MATLAB.  

Two types of analyses were performed on the data: (1) Mixed effect multinomial logistic 
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regression analyses performed on the auditory-only task data (conducted in R (R Core 

Team, 2019), and (2) a correlation analysis to examine the relationship between ‘/d/t/th/’ 

perception on the auditory-only task and on the McGurk trials (conducted in MATLAB). 

First, we conducted a mixed effects multinomial logistic regression using the 

mclogit package (Elff, 2022), to examine whether the Block Type (Words vs. 

Pseudowords) may predict subjects’ auditory perception of the missing phoneme. The 

outcome measure was the perception of the silent gap (i.e., Response), which comprised 

four categories: ‘/d/t/th/’ (i.e., filled in the silent gap incorrectly with /d/,/t/, or /th/), Gap 

(i.e., perceived the silence as a gap without any phonetic filling-in), No Change (i.e., 

perceived the word or pseudoword by filling in the silent gap with the correct phoneme), 

and Other Phoneme (i.e., filled in the silent gap with any phoneme except for/d/,/t/,/th/, or 

the correct phoneme). The /d/t/th/ Response category was set as the referent level, since it 

was the variable of interest that we wanted to contrast with the other three categories. 

Importantly, the contrast between /d/t/th/ and Other Phoneme was done to test the 

hypothesis that when individuals fill-in the silent gap with an incorrect phoneme, they 

should perceive ‘/d/t/th/’ more often than the other phonemes—especially for the 

Pseudoword stimuli.  

This initial model included only the fixed effect of Block Type (reference level: 

Pseudowords), as well as the intercept corresponding to each subject as a random effect. 

The formula was Response ~ Block Type + 1|SubjectID. An effect of Block Type would 

reveal that lexical context drives perception of the missing phoneme. This mixed effects 

multinomial logistic regression model was run using the mblogit function, with the 

method for modeling the random effects set to the Penalized Quasi-Likelihood (PQL) 

method. Single-trial data, totaling 2537 trials across all 34 subjects, were inputted into the 

model with 13 trials (i.e., 0.5% of all 2550 trials) excluded due to missing responses (i.e., 

the subject pressed “Enter” without typing anything). Relative Risk Ratios (RRR) were 

computed by exponentiating the coefficients for the fixed effects. In the context of the 

current analysis, an RRR greater than 1 indicates that missing phonemes in Words are 

more likely than missing phonemes in Pseudowords to be perceived as Other Phoneme 

(or Gap or No Change) over ‘/d/t/th/’. An RRR less than 1 indicates the opposite pattern, 

for example, relative to missing phonemes within Pseudowords, participants were more 

likely to perceive missing phonemes within Words as ‘/d/t/th/’ than the contrasted 

perceptual outcome (i.e., Other Phoneme, No Change, or Gap). 

We also conducted a secondary mixed-effects multinomial logistic regression 

analysis, which was an exploratory analysis to assess whether the Manner of Articulation 

(MoA) of the missing phoneme, as well as its interaction with Block Type, predict 

auditory perception of the missing phoneme. In this second model, the fixed effects 

included the Block Type (2 levels: Word or Pseudoword), Manner of Articulation (MoA) 

of the missing phoneme (3 levels: Fricative/Affricate [ʃ, s, ʒ, z, ʧ, ʤ], Liquid [l, r], and 

Stop [k, t, d, g, b]), and their interaction, as well as the Syllable from which the phoneme 

was deleted (2 levels: 2nd or 3rd Syllable). For the fixed effects, the reference levels for 

the three predictors were the Pseudoword Block Type, the Fricative MoA, and the 2nd 

Syllable, respectively. Syllable was inputted as a fixed effect to control for any possible 

syllable effects on perception, since the syllable from which the missing phoneme was 
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removed was not balanced across the MoA categories, as follows: A fricative/affricate 

was removed from the 2nd syllable of 3 words and 4 pseudowords, and from the 3rd 

syllable of 20 words and 15 pseudowords. A liquid was removed from the 2nd syllable of 

4 words and 4 pseudowords, and from the 3rd syllable of 2 words and 2 pseudowords. A 

stop consonant was removed from the 2nd syllable of 8 words and 6 pseudowords, and 

from the 3rd syllable of 2 words and 5 pseudowords. However, the effects of Block Type 

and MoA, as well as their interaction, were the key effects of interest. The intercept 

corresponding to each subject was inputted into the model as a random effect. The 

formula was Response ~ Block Type * MoA + Syllable + 1|SubjectID. To foreshadow the 

results, follow-up multinomial logistic regression analyses were conducted to interpret 

significant interaction effects. 

Finally, the correlation analysis was done to test the main hypothesis that 

individuals with stronger auditory-only ‘/d/t/th/’ perception of missing phonemes should 

exhibit increased ‘/d/t/th/’ perception of the McGurk stimuli. To do this, the total 

percentage of ‘/d/t/th/’ responses for the auditory-only filling-in trials (collapsed across 

the type of missing phoneme and word/pseudoword condition) was computed for each 

subject. Similarly, the total percentage of ‘/d/t/th/’ responses on the McGurk trials was 

computed for each subject. Subsequently, we conducted Pearson correlations on these 

two sets of ‘/d/t/th/’ percentages. 

3. Results 

3.1. Mixed Effects Multinomial Logistic Regression 

The primary multinomial logistic regression analysis was performed to examine 

how the presence (or absence) of lexico-semantic context affects perception of a missing 

phoneme in auditory-only stimuli. This was done by inputting Block Type (Words vs. 

Pseudowords) as a fixed effect into the model. The results are depicted in Table 1 and 

Figure 1. Recall that ‘/d/t/th/’ perception was set as the referent level for the outcome 

measure, so that it could be compared with the other three percept categories (Gap, No 

Change, and Other Phoneme). The relative risk of perceiving the missing phoneme as a 

Gap vs. ‘/d/t/th/’, No Change vs. ‘/d/t/th/’, and Other Phoneme vs. ‘/d/t/th/’ for Words 

was significantly higher (i.e., 1.53, 3.86, and 1.41 times higher, respectively), than the 

same relative risks for Pseudowords. Thus, the presence of lexico-semantic context 

significantly affected perception, such that participants were most likely to correctly fill-

in the missing phoneme for the Word stimuli. On the flip side, missing phonemes within 

Pseudowords were significantly more likely to be perceived as ‘/d/t/th/’ than both the Gap 

and Other Phoneme percepts. 

Table 1: Results of the Multinomial Logistic Regression to examine the effect of Block 

Type (Words vs. Pseudowords) on perception. Significant fixed effects are depicted in 

bold font and indicated with asterisks as follows: ** p < 0.01, *** p < 0.001. 

Fixed Effects 

Contrast Effect RRR 
95% CI 

(LL) 

95% CI 

(UL) 
z p 
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Gap vs. /d/t/th/ 

Intercept 0.30 0.19 0.47 −5.21 
<0.001 

*** 

Block Type-Pseudoword 

(ref.) 
     

Block Type-Word 1.53 1.14 2.04 2.86 0.004 ** 

No Change vs. /d/t/th/ 

Intercept 0.88 0.69 1.11 −1.09 0.276 

Block Type-Pseudoword 

(ref.) 
     

Block Type-Word 3.86 3.14 4.73 12.89 
<0.001 

*** 

Other Phoneme vs. /d/t/th/ 

Intercept 0.49 0.39 0.63 −5.56 
<0.001 

*** 

Block Type-Pseudoword 

(ref.) 
     

Block Type-Word 1.41 1.09 1.83 2.62 0.009 ** 

Random Effects 

Intercept (Subject ID) Co-variance 

Parameters 

Gap~1 NoChange~1 Other~1 

Estimate SE Estimate SE Estimate SE 

Gap~1 1.47 1.21     

No Change~1 0.01 0.08 0.31 0.01   

Other~1 0.26 0.26 0.07 0.02 0.30 0.06 
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Figure 1: Results of the Auditory-Only Filling-in Task.   Top portion shows the group 

average percentages of each percept, separately for the Word and Pseudoword stimuli. 

Bottom portion shows box plots of the same data. 

Upon close examination of the data, it appeared that the missing phoneme’s 

Manner of Articulation (MoA) may modulate auditory perception. Thus, we also ran a 

more complex, follow-up multinomial logistic regression as an exploratory analysis to 

examine whether the Manner of Articulation (MoA) of the missing phoneme and its 

interaction with Block Type, predict auditory perception of the missing phoneme, while 

controlling for the Syllable from which the missing phoneme was removed. The results of 

this mixed effects multinomial regression are presented in Table 2. Additionally, Figure 2 
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illustrates the percentages that each percept experienced across subjects, within each 

Block Type (Words, Pseudowords) and MoA. 

Table 2. Results of the Multinomial Logistic Regression to examine the interaction 

between Block Type and Manner of Articulation on auditory perception (while controlling 

for the effect of Syllable). Significant fixed effects/interactions are depicted in bold font 

and indicated with asterisks as follows: ** p < 0.01, *** p < 0.001. 

Fixed Effects 

Contrast Effect RRR 
95% CI 

(LL)  

95% CI 

(UL) 
z p 

Gap vs. /d/t/th/ 

Intercept 0.19 0.11 0.35 −5.54 
<0.001 

*** 

Block Type-Pseudoword 

(ref.) 
     

Block Type-Word 1.81 1.26 2.59 3.22 0.001 ** 

MoA-Fricative (ref.)      

MoA-Liquid 11.12 6.02 20.54 7.69 
<0.001 

*** 

MoA-Stop 2.12 1.24 3.65 2.73 0.006 ** 

Syllable-2 (ref.)      

Syllable-3 0.92 0.64 1.32 −0.45 0.654 

Block Type-Word * MoA-

Liquid 
1.53 0.30 7.71 0.52 0.606 

Block Type-Word * MoA-

Stop 
- - - - - 

No Change vs. /d/t/th/ 

Intercept 0.14 0.09 0.21 −9.00 
<0.001 

*** 

Block Type-Pseudoword 

(ref.) 
     

Block Type-Word 4.43 3.35 5.87 10.42 
<0.001 

*** 

MoA-Fricative(ref.)      

MoA-Liquid 15.66 8.89 27.60 9.52 
<0.001 

*** 

MoA-Stop 16.83 11.28 25.10 13.83 
<0.001 

*** 

Syllable-2 (ref.)      

Syllable-3 2.69 1.99 3.64 6.48 
<0.001 

*** 

Block Type-Word * MoA-

Liquid 
7.39 1.63 33.51 2.60 0.009 ** 

Block Type-Word * MoA-

Stop 
- - - - - 

Other Phoneme vs. /d/t/th/ 

Intercept 0.20 0.13 0.30 −7.73 
<0.001 

*** 

Block Type-Pseudoword 

(ref.) 
     

Block Type-Word 2.06 1.46 2.90 4.15 
<0.001 

*** 

MoA-Fricative(ref.)      
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MoA-Liquid 15.00 8.42 26.71 9.20 
<0.001 

*** 

MoA-Stop 6.35 4.05 9.95 8.06 
<0.001 

*** 

Syllable-2 (ref.)      

Syllable-3 1.16 0.84 1.62 0.91 0.364 

Block Type-Word * MoA-

Liquid 
2.50 0.53 11.83 1.15 0.249 

Block Type-Word * MoA-

Stop 
- - - - - 

Random Effects 

Intercept (Subject ID) Co-variance 

Parameters 

Gap ~1 No Change ~1 Other ~1 

Estimate SE Estimate SE Estimate SE 

Gap ~1 1.72 2.63         

No Change ~1 0.20 0.65 0.63 0.19     

Other ~1 0.37 0.76 0.22 0.20 0.38 0.23 
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Figure 2. Group-average percentages of each percept reported for the (A) Word and (B) 

Pseudoword stimuli, depending on the MoA of the missing phoneme. The percentages of 

each percept were calculated separately within each MoA category (i.e., each column 

adds up to 100%). 

As shown in Table 2, there was a significant interaction between Block Type and 

MoA for the No Change vs. ‘/d/t/th/’ contrast. Thus, a follow-up mixed effects 

multinomial logistic regression was performed to facilitate interpretation of the results. 

The follow-up analysis was done by re-coding the two predictors, Block Type and MoA, 

into a single predictor variable, called “BTMoA” which had six levels encoding both the 

Block Type (Word, Pseudoword) and the Manner of Articulation of the missing phoneme 

(i.e., Word-Fricative, Word-Stop, Word-Liquid, Pseudoword-Fricative, Pseudoword-Stop, 

and Pseudoword-Liquid). Like the initial model, the ‘/d/t/th/’ response was set as the 

referent level for the outcome measure. For the fixed effects, the reference levels included 

the Pseudoword-Fricative condition and the 2nd Syllable. The intercept corresponding to 

each subject was inputted into the model as a random effect. The formula for the follow-

up model was Response ~ BTMoA + Syllable + 1|SubjectID. An identical follow-up 

analysis was conducted, but with Word-Fricative as the reference level to directly contrast 

the effect of MoA within the Word block type. 

The results of these follow-up analyses are depicted in Tables 3 and 4. Please note 

that a valid estimate could not be generated for the Word*MoA-Stop interaction in the 

initial multinomial regression and for the Word-Stop condition in these follow-up 

analyses. Close examination of the data revealed that across the 34 participants, there was 

never a Word-Stop trial in which the missing phoneme was incorrectly perceived as 

/d/t/th/; thus, a valid estimate could not be generated. (Word-Stop and Pseudoword-Stop 

stimuli with a missing /d/ or /t/ that was subsequently perceived as /d/ or /t/, respectively, 

were categorized as No Change.). 
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Table 3. Results of the follow-up mixed effects multinomial logistic regression, 

with Pseudoword-Fricative as the reference category for the Block Type-Manner of 

Articulation condition. Significant fixed effects/interactions are depicted in bold font and 

indicated with asterisks as follows:  ** p < 0.01, *** p < 0.001. 

Fixed Effects 

Contrast Effect RRR 
95% CI 

(LL)  

95% CI 

(UL) 
z p 

Gap vs. /d/t/th/ 

Intercept 0.19 0.11 0.35 −5.56 
<0.001 

*** 

Pseudoword-Fricative 

(ref.) 
     

Pseudoword-Liquid 11.10 6.01 20.51 7.69 
<0.001 

*** 

Pseudoword-Stop 2.12 1.23 3.64 2.72 0.006 ** 

Word-Fricative 1.81 1.26 2.59 3.22 0.001 ** 

Word-Liquid 30.69 6.69 140.67 4.41 
<0.001 

*** 

Word-Stop - - - - - 

Syllable-2 (ref.)      

Syllable-3 0.92 0.64 1.32 −0.45 0.653 

No Change vs. /d/t/th/ 

Intercept 0.14 0.09 0.21 −9.01 
<0.001 

*** 

Pseudoword-Fricative 

(ref.) 
     

Pseudoword-Liquid 15.65 8.88 27.58 9.51 
<0.001 

*** 

Pseudoword-Stop 16.82 11.27 25.09 13.83 
<0.001 

*** 

Word-Fricative 4.43 3.35 5.87 10.42 
<0.001 

*** 

Word-Liquid 513.19 122.58 2148.45 8.54 
<0.001 

*** 

Word-Stop - - - - - 

Syllable-2 (ref.)      

Syllable-3 2.69 2.00 3.63 6.45 
<0.001 

*** 

Other Phoneme vs. /d/t/th/ 

Intercept 0.20 0.13 0.30 −7.74 
<0.001 

*** 

Pseudoword-

Fricative(ref.) 
     

Pseudoword-Liquid 14.99 8.42 26.69 9.20 
<0.001 

*** 

Pseudoword-Stop 6.35 4.05 9.95 8.06 
<0.001 

*** 

Word-Fricative 2.06 1.46 2.90 4.15 
<0.001 

*** 

Word-Liquid 77.24 17.76 335.97 5.80 
<0.001 

*** 

Word-Stop - - - - - 

Syllable-2 (ref.)      
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Syllable-3 1.16 0.84 1.62 0.91 0.364 

Random Effects 

Intercept (Subject ID) Co-variance 

Parameters 

Gap ~1 No Change ~1 Other ~1 

Estimate SE Estimate SE Estimate SE 

Gap ~1 1.69  2.44       

No Change ~1 0.19  0.59 0.63 0.18     

Other ~1 0.36 0.69 0.22 0.18 0.38  0.21  

 

 

 

 

Table 4. Results of the follow-up mixed effects multinomial logistic regression, with Word-

Fricative as the reference category for the Block Type-Manner of Articulation condition. 

Please note that the random effects covariance parameters are not displayed, since they 

are identical to Table 3. Significant fixed effects/interactions are depicted in bold font and 

indicated with asterisks as follows: * p < 0.05, ** p < 0.01, *** p < 0.001. 

Fixed Effects 

Contrast Effect RRR 95% CI (LL) 95% CI (UL) z p 

Gap vs. /d/t/th/ 

Intercept 0.35 0.19 0.63 −3.50 <0.001 *** 

Word-Fricative(ref.)      

Pseudoword-Fricative 0.55 0.39 0.79 −3.21 0.001 ** 

Pseudoword-Liquid 6.15 3.32 11.40 5.76 <0.001 *** 

Pseudoword-Stop 1.17 0.68 2.02 0.58 0.563 

Word-Liquid 17.00 3.70 78.01 3.64 <0.001 *** 

Word-Stop - - - - - 

Syllable-2 (ref.)      

Syllable-3 0.92 0.64 1.32 −0.45 0.653 

No Change vs. /d/t/th/ 

Intercept 0.61 0.40 0.93 −2.32 0.020 * 

Word-Fricative(ref.)      

Pseudoword-Fricative 0.23 0.17 0.30 −10.42 <0.001 *** 

Pseudoword-Liquid 3.53 2.03 6.14 4.47 <0.001 *** 

Pseudoword-Stop 3.79 2.60 5.54 6.90 <0.001 *** 

Word-Liquid 115.76 27.83 481.56 6.53 <0.001 *** 

Word-Stop - - - - - 

Syllable-2 (ref.)      

Syllable-3 2.69 1.99 3.64 6.45 <0.001 *** 

Other Phoneme vs. /d/t/th/ 

Intercept 0.40 0.26 0.61 −4.27 <0.001 *** 

Word- Fricative(ref.)      

Pseudoword-Fricative 0.23 0.17 0.30 −4.14 <0.001 *** 

Pseudoword-Liquid 7.27 4.09 12.93 6.76 <0.001 *** 

Pseudoword-Stop 3.08 1.97 4.81 4.94 <0.001 *** 

Word-Liquid 37.47 8.62 162.87 4.83 <0.001 *** 

Word-Stop - - - - - 

Syllable-2 (ref.)      
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Syllable-3 1.16 0.84 1.62 0.91 0.364 

As shown in Table 3, while controlling for the syllable containing the missing 

phoneme, the relative risks of perceiving Gap vs. /d/t/th/ for the Pseudoword-Liquid, 

Pseudoword-Stop, Word-Fricative, and Word-Liquid conditions were significantly higher 

than the same relative risk for the Pseudoword-Fricative condition. The same pattern of 

results was observed for the No Change vs. /d/t/th/ and Other Phoneme vs. /d/t/th/ 

contrasts. Specifically, when the Pseudoword-Fricative condition was set as the reference 

level, the relative risk of perceiving a Gap, No Change, or Other Phoneme vs. /d/t/th/ was 

1.81, 4.43, and 2.06 times higher, respectively, for the Word-Fricative condition. Overall, 

the Pseudoword-Fricative condition was most likely to lead to /d/t/th/ perception 

compared to the other conditions. As demonstrated in Table 4, while controlling for the 

syllable with the missing phoneme, the relative risks of perceiving Gap vs. /d/t/th/ for the 

Pseudoword-Liquid and Word-Liquid conditions were significantly higher than that for 

the Word-Fricative condition. Moreover, the relative risks of perceiving No Change or 

Other Phoneme vs. /d/t/th/ for the Pseudoword-Liquid, Pseudoword-Stop, and Word-

Liquid conditions were also significantly greater than that for the Word-Fricative 

condition.  

Taken together, these results suggest that participants were most likely to perceive 

/d/t/th/ in the place of a missing fricative, and even to a greater extent when the fricative 

was deleted from a Pseudoword compared to a Word. When the missing phoneme was a 

liquid, participants were most likely to perceive No Change if the stimulus was a Word, 

or most likely to perceive a Gap or Other Phoneme if the stimulus was a Pseudoword. 

Therefore, both the lexical and articulatory context (and their interaction) seem to play a 

role in shaping listeners’ perception of missing phonemes. 

Finally, another incidental finding of this analysis was an effect of Syllable. 

Specifically, when the missing phoneme was removed from the third syllable, the relative 

risk of perceiving No Change vs. /d/t/th/ was significantly higher (RRR = 2.69, p < 

0.001) than when the missing phoneme was removed from the second syllable. There was 

no effect of Syllable for the Gap vs. /d/t/th/or Other Phoneme vs. /d/t/th/ contrasts. This 

again suggests an effect of context, such that increasing the amount of preceding context 

within these trisyllabic words and pseudowords facilitated accurate filling-in of the 

missing phoneme. 

3.2. Correlation between Auditory-Only Filling-In and McGurk Illusion 

On the audiovisual task, participants performed well on the congruent audiovisual 

trials, which included congruent /ba/ (96.3% ± 2.1% [mean ± se]), congruent /ga/ (100% 

± 0%), and congruent /da/ (89.0% ± 3.5%) stimuli. On the incongruent audiovisual 

(McGurk) trials comprising /ba/-/ga/ stimuli, there was wide variability in subjects’ 

susceptibility to the McGurk illusion; 16 of the 34 subjects never experienced the 

McGurk illusion (i.e., never perceived /d/,/t/, or /th/ on any of the incongruent trials), and 

3 of the 34 subjects experienced the illusion on 100% of the incongruent trials. 
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Crucially, as shown in Figure 3, there was a significant across-subjects correlation 

between the percentage of ‘/d/t/th/’ perception on the auditory-only task (collapsed across 

word and pseudoword trials) and on the McGurk trials (r = 0.397, p = 0.020). Subjects 

who perceived the McGurk illusion more often also tended to perceive ‘/d/t/th/’ more 

often on the auditory-only trials. We also conducted follow-up correlations for the word 

and pseudoword trials separately. The correlation for the pseudoword trials was 

significant (r = 0.386, p = 0.024), and the correlation for the word trials was marginally 

significant (r = 0.306, p = 0.078). 

 

Figure 3. Results of the correlation between /d/t/th/ perception on McGurk trials 

and on the Auditory-only task. The dots represent individual participants; enlarged dots 

depict data points shared by two or more participants, with dot size proportional to the 

number of overlapping participants. 

4. Discussion 

Our results point to an auditory default mechanism whereby AV integration fails 

due to ambiguity in the visual stimuli, forcing the auditory modality to drive the McGurk 

illusion on its own (i.e., auditory default). Notably, the results showed that listeners often 

perceive a gap in auditory-only stimuli as ‘/d/t/th/’—the same percept often perceived 

during the McGurk illusion. Furthermore, participants who were more likely to perceive 

‘/d/t/th/’ on the auditory-only task were also more likely to perceive ‘/d/t/th/’ illusory 

perception on the McGurk task.  

A remaining challenge is to identify the neuronal basis for this proposed auditory 

default mechanism. We begin by arguing that current evidence calls into question links 

between AV illusions and AV integration. We conclude by proposing that the current 
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results support the existence of a default mechanism that favors the auditory modality and 

thus gives rise to the classic McGurk illusion. 

First, assuming parsimony, the same general AV mechanism should underlie the 

classic McGurk and visual dominance illusions alike, even though they are induced by 

different pairings of visual and auditory syllables. Just because the stimuli are different, it 

does not necessarily follow that the AV processing mechanism is distinct. Otherwise, AV 

processing would be highly inefficient. Second, we know that the general influence of 

visual modality on auditory modality is suppressive (Besle et al., 2004; Pilling, 2009; 

Shatzer et al., 2018; Stekelenburg & Vroomen, 2007; van Wassenhove et al., 2005), a 

finding further confirmed in our own lab (Shahin et al., 2018). Third, there is also 

evidence for a secondary influence of the visual modality on the auditory modality: an 

encoding phase, in which the visual modality encodes its phonetic representation 

(viseme) within the auditory modality (Abbott & Shahin, 2018; Shahin et al., 2018; Smith 

et al., 2013). Indeed, in Shahin et al. (Shahin et al., 2018), we demonstrated that visual 

suppression of the auditory cortex mentioned in the second premise above is deliberate. 

This cross-modal suppression occurs so that existing auditory representations conveyed 

by the ear are inhibited to render the auditory modality more prone to alteration by the 

visual modality (i.e., the cross-modal secondary encoding phase; third premise above). 

This is necessary because if auditory representations are too robust, it would be difficult 

for the visual modality to overwrite them. Shahin et al. (Shahin et al., 2018) used the 

visual dominance illusion to demonstrate this effect: while the N1-P2 auditory evoked 

potentials were suppressed for AV versus auditory-only conditions; there was a specific 

encoding effect as well. When individuals heard ‘ba’ when presented with visual-/ba/ and 

auditory-/fa/, the auditory N1 increased in amplitude (i.e., became more negative). When 

individuals heard ‘fa’ when presented with visual-/fa/ and auditory-/ba/, the auditory N1 

decreased in amplitude. This shift mirrored the relative amplitude difference for /ba/ and 

/fa/ in the auditory-only condition, with the N1 for /ba/ being larger (more negative) than 

the N1 for /fa/.  

Based on the above, we propose a tentative model of the McGurk illusion 

mechanism. Our theoretical framework illustrated in Figure 4, posits that the classic 

McGurk illusion follows the same process as the visual dominance illusion, except for 

one step. Following inhibition of phonetic representations within the auditory modality, 

the encoding step fails to materialize because the visual utterance of /ga/ or /ka/ is 

indiscernible—it is confused with /sa/, /ya/, /ha/, /ja/ (Gonzales et al., 2021). 

Consequently, the auditory system is faced with an ambiguous situation: the auditory 

input has been inhibited while there is no discernable visual input. As a result, the 

auditory modality is forced to default to phonetic representations that are naturally 

dominant (highly weighted) in discourse (i.e., ‘/d/t/th/’). Our framework is consistent 

with animal work (Ghazanfar, 2005; Kayser et al., 2008, 2010), but deviates from other 

models, which assert that decisions about multisensory integration occur in higher-level 

brain regions, such as superior temporal sulcus/gyrus and/or prefrontal cortex 

(Beauchamp et al., 2004; Calvert et al., 2000; Hwang & Romanski, 2015; Noppeney et 

al., 2010; Romanski, 2012). These high-level networks evaluate the sum of visual and 

auditory input and conclude upon a percept (Erickson et al., 2014; L. M. Miller & 

D’Esposito, 2005; Morís Fernández et al., 2017). 



27 
 

 

Figure 4. Theoretical Framework illustrating underlying mechanism of the (A) 

Visual dominance illusion and (B) Classic McGurk illusion. The Visual Dominance 

illusion involves visually-mediated inhibition of the auditory cortex, followed by encoding 

of the visually-conveyed information at the auditory cortex, leading to auditory 

perception of the visually-conveyed phoneme. According to the proposed “Auditory 

Default” mechanism underlying the Classic McGurk Illusion, visually-mediated 

inhibition of the auditory cortex occurs, but because the visual phonetic representation is 

ambiguous, the visually-mediated encoding step fails, and thus auditory perception is 

dominated by the phonetic representations with the intrinsically strongest weights within 

the auditory cortex (‘/d/t/th/’). 

As for lexical influence, it is interesting that in the auditory-only task, individuals 

defaulted to ‘d/t/th/’ more often when hearing pseudowords than words. This lexical 

effect is not surprising given what we know about the phonemic restoration (PR) 

phenomenon (also known as illusory filling-in). In PR, words with noise-replaced 

segments can be heard as continuing through the noise (i.e., the speech is perceived as 

intact) (Samuel, 1981a, 1981b; Shahin et al., 2009; Shahin & Miller, 2009; Warren, 1970; 

Warren et al., 1997). The primary difference between the auditory-only task and PR is the 

difference in replaced segments—silence versus noise. Words exhibit stronger PR than 

pseudowords, and the more syllables that are within the word, the more robust the PR 

illusion (Samuel, 1981a); both of these effects are consistent with the results from the 

present auditory-only filling-in task. Moreover, noise is stronger at eliciting PR than 

silence (Warren & Obusek, 1971). However, an interesting result is that insertion of a 

small silent gap coupled with the noise enhances restoration of stop consonants (Samuel, 

1981b; Sherman, 1971; Warren & Obusek, 1971). Indeed, even in the present study, 

relative to pseudowords or words with a missing fricative/affricate, pseudowords with a 

stop consonant replaced completely by silence were more likely to be accurately filled-in 

than perceived as ‘/d/t/th/’, and words with a missing stop consonant were never 

incorrectly perceived as ‘/d/t/th/’. Interestingly, words and pseudowords with missing 
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fricatives/affricates were most often filled-in incorrectly with ‘/d/t/th/’. Together, these 

results suggest that the lexical and articulatory context modulate the auditory-only filling-

in process, but further research is needed to fully understand these incidental findings as 

they are beyond the scope of the present manuscript.  

There are a few additional issues that warrant our attention. First, recent reports 

have raised doubts about the suitability of the McGurk illusion as a tool for understanding 

AV integration of spoken language (Van Engen et al., 2017, 2022). These researchers 

assert that the McGurk illusion is based on stimulus manipulations that are rare in real 

life situations (in particular, see (Van Engen et al., 2022)). Such a view is consistent with 

the reasoning laid out in a recent review of visual-only illusions (Rogers, 2022). 

However, we do not subscribe to this reasoning. Our view is that manipulating stimuli in 

ways that rarely—or never—occur in real-life is a powerful way to understand the 

mechanisms underlying real-life processing. After all, it is our rich history of 

experiencing situations in real-life that likely gives rise to the experience of illusions. 

Thus, reverse investigation (“reverse engineering”) is key to understanding the 

mechanisms at play in ecologically valid situations. Second, because our study suggests 

that the McGurk illusion is a consequence of failure to integrate AV percepts, it is not 

surprising that individuals who experience this illusion do not perform better on 

ecologically valid AV speech comprehension tasks, in line with the conclusions of van 

Engen et al. (Van Engen et al., 2017). Third, while incongruent AV stimuli in spoken 

language rarely existed decades ago, we now encounter them often in communication due 

to video conferencing. In a way, the discovery of the McGurk illusion in 1976, has 

significantly impacted our understanding of an evolving perceptual phenomenon that is 

currently often encountered in real life situations—audiovisual incongruency. Thus, the 

McGurk illusion was well ahead of its time. 

5. Conclusions 

In the current study, we argue that the well-known McGurk illusion may arise due 

to a failure of audiovisual integration. Consequently, perception is exclusively determined 

within the auditory modality, such that perception favors (i.e., defaults to) the phonemes 

often implicated in the McGurk illusion, /d/t/th/. For these reasons, the McGurk illusion 

is not well suited as a tool to study AV mechanisms in spoken language. However, the 

McGurk illusion remains an outstanding discovery in language perception research, one 

that has significantly advanced knowledge in the field. 
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Chapter 2: The effects of visual context on speech perception across language 

dominance 

1. Introduction 

In our everyday lives, we experience a constant stream of incoming information 

arriving from our multiple senses. In cases where these multisensory inputs likely 

originate from the same source, our brain does its best to integrate them into one percept. 

One of the most profound multisensory processes occurs during speech perception: the 

integration of an auditory signal with the talker’s corresponding visual mouth 

movements. The McGurk effect (McGurk & Macdonald, 1976) highlights the importance 

of how these two modalities play a significant role in our perception of language. This 

phenomenon refers to how visual mouth information can wildly change our percept of an 

incoming auditory signal. When presented with an auditory stimulus of /ba/ paired with 

an incongruent mouth movement of the speaker producing /ga/, many participants report 

perceiving a fused sound such as “da” (McGurk & MacDonald, 1976). Similarly, the 

visual dominance illusion occurs when individuals perceive the visually conveyed 

phoneme (viseme) when presented with an incongruent audiovisual (AV) pairing (Abbott 

& Shahin, 2018; Rosenblum & Saldaña, 1992). For example, when presented with visual-

/fa/ paired with auditory-/ba/, many listeners report hearing the viseme, ‘fa’. This 

illustrates that speech perception is more than just what we hear; it is also affected by 

what we see. 

It is important to note that while the McGurk  effect is robust and occurs in many 

individuals, its occurrence is not universal and is influenced by individual differences 

(Basu Mallick et al., 2015). Prior research has found that various individual differences, 

such as genetics, having a natural inclination towards hearing the illusion, and lipreading 

abilities, play a large role in experiencing the McGurk effect (Basu Mallick et al., 2015; 

Brown et al., 2018; Feng et al., 2019). A study investigating the McGurk effect in 

professional musicians found that they were less susceptible to the illusion, potentially 

due to their finer acoustic processing and enhanced neural representations of speech 

resulting from musical training. (Proverbio et al., 2016). Additionally, children under the 

age of 9 years are less likely to experience the illusion than children between 10-12 years 

and adults between 20-35 years (Hirst et al., 2018). Indeed, the original McGurk illusion 

study found that children under the age of 5 years are less likely to experience the illusion 

compared to children between 7-8 years and adults (McGurk & Macdonald, 1976). 

Furthermore, it has also been discovered through eye-tracking, that individuals who 

naturally gaze at the mouth of a speaker more often will also experience the McGurk 

effect more (Gurler et al., 2015).  

We strongly rely upon visual information in degraded and noisy environments to 

aid in clarifying incoming speech signals (Grant & Seitz, 2000; Sumby & Pollack, 1954). 

The presence of visual lip movements enhances speech comprehension performance 

compared to auditory-only conditions, when listening to speech in noise (Sumby & 

Pollack, 1954). When presented with degraded target speech, visual lip-reading can help 

fill in the gaps (Grant & Seitz, 2000). Knowing that visual information is crucial to our 

perception and comprehension of language and that we heavily rely upon it when 
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auditory input is unclear, the question arises how one’s language experience (e.g., 

bilingualism) may interact with the use of visual information during speech perception.  

In quiet, auditory-only conditions, bilinguals have been shown to be influenced by 

their knowledge of two languages in various phonetic perception tasks, as they use 

different speech cues for each language. A phonetic cue, such as voice onset time (VOT), 

that can enable the discrimination between phonemes in one language may not be 

necessarily useful in another language (Abramson & Lisker, 1973; Polka et al., 2001). 

Research suggests that bilinguals may have a double phonemic representation: two 

phonemic representations, one for each language, for a single acoustic-event (Garcia-

Sierra et al., 2009). VOT is the most common phonetic cue that is implemented when 

testing bilinguals’ double phonemic representation. This is due to its acoustic properties, 

allowing listeners to contrast between certain phonemes (i.e., word-initial voiced vs 

voiceless stop consonants) (Abramson & Lisker, 1973; Lisker & Abramson, 1970). It is 

interesting to note that different variations of VOT can evoke different perceptions of 

phonemes (Best et al., 2001; Kuhl et al., 1992; Lisker & Abramson, 1970). For example, 

short durations of VOT are perceived as voiced sounds by English monolinguals but as 

voiceless sounds by Spanish monolinguals (Lisker & Abramson, 1970). To test this 

double phonemic effect, many studies have been conducted, but they have yielded mixed 

results. Some studies have found no significant differences in bilinguals’ perceptual 

boundaries across language contexts (Caramazza et al., 1973; Williams, 1977), while 

others have found evidence in favor of the double phonemic effect (Casillas & Simonet, 

2018; Elman et al., 1977; Garcia-Sierra et al., 2009). Studies in favor of the effect have 

also found evidence of perceptual boundary shifts in bilinguals when language context is 

established before or throughout the study (Casillas & Simonet, 2018; Elman et al., 1977; 

Garcia-Sierra et al., 2009; García-Sierra et al., 2012). These results indicate that 

bilinguals can employ language-specific perceptual boundaries when processing speech 

sounds, suggesting a separation between their representation of phonemes. 

However, despite this prior work, it is still not well understood how bilinguals 

perceive and represent phonemes across their known languages. While bilinguals can 

understand speech in their second language (L2)  just as well as native speakers of that 

language in quiet conditions, they perform less accurately at speech recognition when 

listening to their L2 (or less dominant language) in the presence of background noise 

(Borghini & Hazan, 2018; Florentine, 1985; M. L. G. Lecumberri et al., 2010; Mayo et 

al., 1997; Takata & Nábělek, 1990). Additionally, it has been found that individuals who 

grew up speaking Spanish at home gain an advantage in recognizing words in noisy 

environments through predictive processing, whereas people who learned Spanish later in 

life do not gain this benefit (Fricke & Zirnstein, 2022). A potential explanation for this 

perceptual difference in noise could be due to cross linguistic interference—the concept 

that the two languages a bilingual knows are both activated when listening to speech, and 

words from the non-target language can hinder lexical processing of the target language 

(Marian & Spivey, 2003; Thierry & Wu, 2007). This cross-language interference effect 

can also be witnessed at the phonemic level, such that bilinguals are biased by the 

perceptual boundaries of their native language when categorizing non-native phonemes 

(Best, 1994; Ingvalson et al., 2012; Kuhl et al., 1992).  
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Due to less familiarity with their L2, cross linguistic interference, and having a 

more difficult time discerning their L2/less dominant language in adverse conditions, 

bilinguals are expected to rely more heavily upon visual cues than their monolingual 

counterparts (Chen & Hazan, 2007; Marian et al., 2018; Sekiyama, 1994). In fact, infants 

raised in a bilingual environment are more likely to begin to naturally gaze at the mouth 

of speakers than monolingual infants (Pons et al., 2015). Additionally, it has been found 

that Korean-English bilinguals are much more likely to experience the classic McGurk 

illusion than English monolinguals, again due to their tendency to gaze at the mouth more 

often (Marian et al., 2018). Furthermore, the presence of visual mouth movements can 

greatly enhance a bilingual’s speech perception of their L2 (Chauvin et al., 2024; 

Chauvin & Phillips, 2022; Navarra & Soto-Faraco, 2007). When Spanish-Catalan 

bilinguals (L1 Spanish) were presented with the open-vowel /ɛ/ and the closed-vowel /e/ 

(a contrast in Catalan) without visual aid, the participants struggled in differentiating 

these vowels, as only /e/ exists in Spanish. However, once lip movements were paired 

with the vowels, the bilinguals were much more accurate in perceiving the two vowels 

(Navarra & Soto-Faraco, 2007). 

While previous research has advanced our understanding of bilingual phonetic 

perception and the role of visual information, little research has explored how heritage 

bilinguals mentally represent and perceive phonemes that exist in one language but are 

mapped differently in another language. A heritage speaker is someone who has learned a 

minority language at home while growing up in a country/region with a different 

dominant language (Montrul, 2011; Valdés & Anderson, 2000). Prior research has looked 

at how bilinguals perceive phonemes differently across languages, such as the case of /r/ 

and /l/ in Japanese-English bilinguals. Native Japanese speakers have difficulty 

perceptually distinguishing between the phonemes, /r/ and /l/, whereas a native English 

individual is aware that these are two distinct phonemes in their native language. While 

research has been done looking at Japanese-English bilinguals and their categorization of 

/r/ and /l/, this work has mostly used bilingual populations who acquired English as a 

second language, and not as heritage speakers. (Ingvalson et al., 2012; MacKain et al., 

1981; Miyawaki et al., 1975; Mochizuki, 1981). Of key interest for the present study are 

heritage speakers of Spanish (HSS) who grew up in the United States: bilinguals who 

grew up speaking Spanish in the home while being raised in America, where the 

dominant language in society is English. It is important to note that HSS are not a 

homogenous population; they vary greatly in terms of when and how they acquired 

Spanish and English (Montrul, 2011). Some HSS are children of immigrant parents who 

are monolingual-Spanish speakers, who may have been exposed to English only with 

formal schooling and/or acted as language brokers for their parents. Some HSS were 

exposed to both Spanish and English simultaneously, and others may have migrated to an 

English-dominant country at a later age in childhood. Some HSS are fairly competent in 

understanding and speaking Spanish, while others may barely be able to speak or 

understand the heritage language.  

This is also an excellent population to study due to differences between Spanish 

and English phonology. A study done by Garcia and Cooke (2006) found that dominant 

Spanish-English bilinguals (first language (L1): Spanish, also their dominant language) 

often misidentified the English phoneme /v/ as /b/. This misclassification is interesting to 
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note because Spanish phonology, unlike English, does not have a distinction between the 

phonemes /b/ and /v/. In Spanish, the phoneme /v/ maps onto /b/, which is why often, 

many native Spanish speakers replace /v/ sounds in English words with /b/ (e.g., 

volleyball is pronounced like bolleyball). This difference in the two languages’ 

phonologies poses an interesting question: How do Spanish-English bilinguals perceive 

the phonemes /b/ and /v/, which are represented differently across the two languages? 

Knowing the influence of visual information in bilinguals and how it can enhance L2 

perception, how does the presence of mouth movements impact the precision of these 

representations of /b/ and /v/?  

In the current study, we aim to examine how one’s language experience influences 

their phonetic perception, under auditory-only (A-Only) and audiovisual (AV) conditions. 

Specifically, the study examines phonetic perception of an English-specific phoneme 

compared to a phoneme that is shared across both languages, to determine how phonetic 

context interacts with language background. Participants (n = 43) fell along a continuum 

of language dominance, ranging from English dominant to Spanish dominant, to 

understand the effects of language dominance on phonetic perception. We used a series of 

audiovisual stimuli that consisted of auditory stimuli along a /va/-/ba/ continuum paired 

with visual-/va/ or visual-/ba/. By using this continuum, we were able to measure the 

proportion of trials that participants perceive /ba/ or /va/ for each stimulus and examine 

the extent of visual influence on the auditory stimuli. Participants were presented with AV 

and A-only stimuli and asked to transcribe what they heard. The experimental design 

resulted in AV congruent trials (e.g., auditory-va paired with visual-va), AV incongruent 

trials (e.g., auditory-va paired with visual-ba), as well as other trials involving an 

ambiguous auditory stimulus paired with either visual /ba/ or visual /va/. Our research 

questions were: 1) Because of how Spanish phonology /v/ is represented in Spanish, 

under auditory-only conditions, are individuals who are less English dominant, more 

biased towards hearing /ba/ than English monolinguals, especially when the auditory 

stimulus is ambiguous?, 2) Under AV conditions, do the specific auditory and visual 

stimulus pairings modulate auditory perception in a language-dependent manner? 

If one’s early language experience can impact auditory-only phonetic processing 

in young adulthood, as English dominance decreases, we expect to observe more ‘ba’ 

responses, especially when the auditory stimulus is ambiguous. In terms of audiovisual 

perception, visual context should influence auditory perception regardless of language 

experience. However, this effect of visual context is expected to be more pronounced for 

bilingual individuals who have more balanced English-Spanish dominance. As noted 

above, some AV pairings are congruent, for example, when visual-/va/ is paired with 

auditory-/va/, while other AV pairings are incongruent (e.g., visual-/ba/ paired with 

auditory-/va/). Incongruent AV pairings like these, in which the viseme has a very visible 

place of articulation (i.e., bilabial for /b/, labiodental for /v/), can lead to the visual 

dominance illusion in which participants report hearing the visually-conveyed phoneme 

(e.g., visual-/ba/ + auditory-/va/ leads to illusory perception of /ba/) (Rosenblum & 

Saldaña, 1992; Shahin et al., 2018).  For the incongruent pairings, we expect participants’ 

auditory perception to be consistent with their language experience. For example, if 

language experience impacts speech perception, then as English dominance decreases, 

participants should be more likely to perceive illusory-‘ba’ when auditory-/va/ is paired 
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with visual-/ba/, since the /v/ phoneme does not exist in Spanish. Similarly, for 

ambiguous auditory stimuli, individuals leaning more towards balanced English-Spanish 

dominance on the language dominance continuum should be more likely to perceive 

these ambiguous sounds as 'ba' when paired with visual-/ba/ compared to those leaning 

more towards English dominance. Individuals with greater English dominance should be 

more inclined to perceive these ambiguous auditory stimuli paired with visual /va/ as 'va' 

compared to those with lower English dominance. 

2. Materials and Methods 

2.1. Participants 

 Fifty-seven healthy young adults participated in this study. However, fourteen 

participants were excluded due to technical issues during data collection, not following 

task instructions, not fitting the language criteria (knowing languages other than English 

and/or Spanish), or failure to complete the study, resulting in usable data from forty-three 

participants (>18 years of age, M = 20.51 years, SD = 2.41 years, 6 participants did not 

provide their specific age; 32 females, 9 males, 2 did not respond). The participant 

sample comprised both English monolinguals, as well as Heritage Spanish speakers who 

varied in their degree of English dominance. As described in more detail below in the 

data analyses section, we quantified participants’ language dominance along a continuum 

using the Bilingual Language Profile (BLP) (Birdsong et al., 2012). All participants self-

reported normal hearing, normal or corrected vision, and no language deficits. 

Participants were recruited via an internal recruiting system of the University of 

California, Merced and provided written consent prior to participation. Participants were 

compensated with course credit or cash. All experimental protocols were approved by the 

Institutional Review Board (IRB) of the University of California, Merced, and all 

methods were carried out in accordance with the guidelines and regulations of the IRB of 

the University of California, Merced and in accordance with the Declaration of Helsinki. 

 

2.2. Stimuli 

 The study consisted of two main types of stimuli: auditory-only (A-only) and 

audiovisual (AV) stimuli. For both conditions, consonant-vowel (CV) syllables along a 

/va/ to /ba/-like continuum were used. This continuum was created by taking two 

exemplars of a female talker uttering the CV of /va/ (mean f0 = 199 Hz) and 

manipulating the fricative /v/ segment of the CV. The phoneme /v/ is classified as a 

fricative, due to friction of airflow through a narrow opening of the vocal articulators 

when it is produced. This results in a burst of high frequency lasting approximately 115 

ms at the beginning of the /va/ tokens we used. If this fricative portion is removed, the 

CV is often perceived as ‘ba.’ In Adobe Audition (Adobe, Inc., San Jose, CA), we 

manipulated the /v/ fricative segment by reducing its amplitude in steps of -9 dB for a 

total of four times (i.e., Step 1 = original /va/ recording, Step 2 = /v/ adjusted by -9 dB, 

Step 3 = -18 dB, Step 4 = -27 dB, Step 5 = -36 dB). This resulted in 5 stimuli that ranged 

from /va/ to /ba/-like. We refer to the final stimulus as /ba/-like since it is not an actual 

recording of /ba/, but rather a manipulation of /va/ that sounds like /ba/. We also created a 

second /va/ to /ba/-like 5-step continuum for each /va/ exemplar, by reducing the /v/ 
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fricative’s duration. However, for the purposes of the present report, the analyses 

included herein are restricted to the trials involving the amplitude manipulation of the /v/ 

fricative. Each exemplar was counterbalanced across participants, to ensure that results 

were not driven by the way the talker produced the CV. 

 To create the AV stimuli, the auditory stimuli were paired with a video of the 

female talker producing /va/ or /ba/, using custom MATLAB code (The MathWorks, Inc., 

Natick, MA). There were two video exemplars for each CV. The videos were cropped, so 

that only the nose to the neck were visible. This was to ensure that participants would 

focus on the mouth movements, and not be distracted by any other physical features (e.g., 

her eyes). To create the AV pairings, the auditory portion of the original video was 

removed and replaced with one of the auditory stimuli created along the continuum. The 

new auditory component was temporally aligned with the original acoustic onset of that 

video. For the A-only stimuli, a single frame from each video, before the talker spoke, 

was paired with each auditory stimulus to control for any visual effects. This ensured that 

the frame selected had the talker’s mouth in a neutral position. In total, there were 20 AV 

stimuli and 20 A-only stimuli (5 auditory stimulus steps along the continuum x 2 visemes 

x 2 video exemplars). All auditory stimuli were normalized in Adobe Audition to the 

same sound intensity and were presented at ∼62 dBA sound pressure level. 

 

2.3. Procedure 

 Participants sat in a sound attenuated booth (IAC Acoustics, Naperville, IL) about 

127 cm from a 22-inch computer monitor with two external Yamaha HS8 speakers on 

either side, located at ±45˚ relative to the listener. A-only and AV stimuli were presented 

in separate blocks (5 blocks per condition, 10 blocks total). AV and A-only Block order 

was counterbalanced across participants (e.g., all A-only blocks were presented first 

followed by all AV blocks or vice versa). Each stimulus was presented twice in each 

block, for a total of 200 trials per block. However, as mentioned earlier, we also included 

another /va/ to /ba/-like 5-step continuum, by reducing the /v/ fricative’s duration. With 

the addition of this manipulation, participants were presented with a total of 400 

trials/block. Further broken down, for A-Only blocks and focusing on the amplitude 

manipulation, there were 40 trials for each step across all 5 blocks. For AV blocks and 

amplitude-manipulated stimuli, there 20 trials for each step and each viseme (/ba/ or /va/) 

(e.g., 20 trials for Step 1 paired with visual-/ba/ and 20 trials for Step 1 paired with 

visual-/va/). Prior to the start of each block, participants were told they would be 

presented with speech sounds, not words, that were either accompanied with or without a 

video (depending on the block condition). It was emphasized that participants should 

always be paying attention to the screen to ensure that they were focused on the talker’s 

mouth movements. The participants’ task was to type out what they heard. Participants 

were offered an optional break between each block. 

 

2.4. Data and Statistical Analysis 

Logfiles of participants’ responses were transferred to Excel spreadsheets, which 

were then parsed using custom MATLAB code. Participants’ responses were categorized 

according to the first letter transcribed by the participant (i.e., responses “ba”, “bah”, and 

“bo” were all included in the response category /b/). A table containing information about 
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the block condition (AV or A-only), viseme (/ba/ or /va/ video), step (which auditory 

stimulus along the continuum), and the first letter of the response for each trial was 

created for every block for each participant. Additionally, each participant’s BLP score 

was computed from their responses on the BLP questionnaire. While the original BLP 

scale ranges from -218 to +218, we normalized this scale for simplicity such that BLP 

scores would range from -1 to 1, with -1 reflecting English dominance, 0 indexing 

balanced English-Spanish dominance, and 1 for Spanish dominance.  

For statistical analysis, we created a binomial distribution of the response data, 

such that the target response was coded as 1 and all other responses were coded as 0.  

Since we were specifically examining speech perception along a /va/ to /ba/-like 

continuum, we conducted two sets of analyses—one in which ‘v’ was the target response 

and the second in which ‘b’ was the target response. Using R Studio (Version 4.3.2, R 

Core Team, 2023) and the lme4 package (Bates et al., 2015), we fitted Generalized Linear 

Mixed-Effects Models (GLMMs) to the data using logistic regression, since we coded the 

response data in a binomial manner. Post-hoc pairwise comparisons were done using the 

emmeans package in R (Lenth, 2024). 

First, we conducted a mixed effects binomial linear regression on the A-only data 

to examine whether language dominance (as quantified by subjects’ BLP score) and Step 

(the 5 auditory stimuli along the continuum) predict subjects’ auditory perception. This 

model addresses the first research question about how language dominance affects 

auditory phonetic perception in a language-dependent manner. Since we were interested 

in perception of ‘ba’ or ‘va’ and responses were coded in a binary fashion, we ran two 

models, one to predict each percept. We also ran one model in which Step was a 

continuous variable and one where it was a categorical variable. This was done to 

determine whether there would be an overall effect of language dominance (when Step is 

continuous) and to elucidate which steps were significantly modulated by language 

dominance (when Step is categorical). 

 

For ‘ba’ responses, this model included the fixed effects of BLP Score and Step 

(reference level: Step 1 (the original /va/ auditory stimulus) when categorical), as well as 

the intercept corresponding to each subject as a random effect. Using the function glmer, 

the formula was ‘ba’ Response ~ Step * BLP Score + 1|SubjectID. For ‘va’ responses, the 

model was the same, except the prediction outcome was changed (‘va’ Response ~ Step * 

BLP Score + 1|SubjectID). We also utilized the bobyqa optimizer. A positive effect of 

BLP Score would reveal that lower English dominance influences perception of the target 

phoneme. An effect of Step would indicate that the continuum drives perception of ‘ba’ or 

‘va.’ An interaction between BLP Score and Step would suggest that both language 

dominance and the position along the continuum play a role in shaping perception of the 

target phoneme.  

 

To address the second research question about how language dominance interacts 

with visual context during AV speech perception, a second set of statistical analyses was 

done. For these analyses, the parsed data included an additional set of coded data where a 

value of 1 was assigned to responses of ‘ba,’ ‘ma,’ or ‘pa,’ since the phonemes /b/, /m/, 

and /p/ share the same viseme. Similarly, responses of ‘va’ and ‘fa’ were coded as 1 

because the phonemes /v/ and /f/ share the same viseme. A mixed effects binomial linear 
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regression was done to examine whether BLP Score, Step (the 5 auditory stimuli along 

the continuum), and AV condition predict subjects’ auditory perception. As with the A-

Only models, we initially ran a model in which Step was a numerical variable, followed 

by an additional model where Step is a categorical variable. For ‘ba’ viseme responses, 

this model included the fixed effects of BLP Score, Step, and AV Condition (AV-/ba/ and 

A-Only), as well as the intercept corresponding to each subject as a random effect. AV-

/va/ was not included in this model because the aim of the study was to uncover how a 

specific visual mouth movements influence perception of the respective viseme. In that 

case, when predicting ‘ba’ viseme responses, it is unnecessary to include the factor of AV-

va. Again, using the glmer function, the formula was ‘ba’ Viseme Response ~ Step * BLP 

Score * AV Condition + 1|SubjectID. A similar model was created for ‘va’ viseme 

response, the only difference being the prediction outcome and that the AV Condition 

consisted of A-Only and AV-/va/ instead of AV-/ba/ (‘va’ Viseme Response ~ Step * BLP 

Score * AV Condition + 1|SubjectID). These models would illustrate whether there are 

effects of language dominance, the auditory continuum, and/or AV condition on 

perception of ‘ba/ma/pa’ or ‘va/fa’. 

 

3. Results 

3.1. A-Only 

 The primary binomial linear regression analysis was performed to examine how 

language dominance and the /va/-/ba/ continuum affects perception of the auditory-only 

stimuli. This was done by first inputting BLP Score and Step (as a numerical variable) as 

fixed effects into the model. This was then followed by inputting BLP Score and Step (as 

a categorical variable) as fixed effects into the model to further explore the interaction of 

the 5 different steps with BLP score. When Step was inputted as a categorical variable, 

Step 1 on the continuum (/va/) was set as the referent level for the outcome measure. 

Average frequency responses for ‘ba’ and ‘va’ across Step are plotted in Figure 1. 
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Figure 1: Average frequency responses for 'ba' (top) and 'va' (bottom) across Step as a 

function of Language Dominace (BLP) scores. 

 

 Starting with the model predicting ‘ba’ response when Step was treated as a 

numerical value, we found that there a significant main effect of Step (B = 0.77, SE = 

0.03, p = <0.001) but not for BLP score (see Table 1). However, there was a significant 

two-way interaction between the two factors (B = -0.13, SE = 0.05, p = 0.02), suggesting 

that the effect of BLP score on perceiving ‘ba’ varied depending on the level of Step. 

Table 1: Predicting 'ba' responses from BLP Score and Step (numeric) 

Fixed Effect Estimate SE p-value 95% CI (LL) 95% CI (UL) 

(Intercept) -2.61 0.27 <0.001*** -3.14 -2.08 

BLP Score 0.29 0.42 0.5 -0.54 1.11 

Step 0.77 0.03 <0.001*** 0.7 0.83 

BLP Score:Step -0.13 0.05 0.02* -0.23 -0.02 
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To understand how Step was interacting with BLP score, we followed up with a 

similar model, but now Step was treated as categorical variable (see Table 2). For 

predicting ‘ba’ response, there was a significant main effect of BLP score with a positive 

estimate value, suggesting that a higher BLP score predicts greater perception of ‘ba’ 

responses at Step 1 (the reference level of Step). Additionally, there were significant main 

effects for all Steps relative to Step 1, all with positive estimates. Overall, as the auditory 

stimulus becomes more ‘ba’-like, participants were more likely to perceive ‘ba’ than the 

original /va/ stimulus (Step 1). There were also significant two-way interactions between 

each Step and BLP Score relative to Step 1 (/va/ stimulus), which can be seen in the 

slopes plotted for each Step in Figure 2. Compared to the results of Step 1, the slopes of 

‘ba’ response for each Step across BLP score is different, with some slopes being steeper 

and/or negative. These results were then followed-up by a post-hoc pairwise comparisons 

test of the slopes using the emtrends function from the emmeans library in R (see Table 

3). Results indicated only contrasts between Step 1 and all other Steps were significant. 

This is further validated in the interaction plot (Figure 2), in which only the slope for Step 

1 across BLP score has the most dramatic slope. This indicates that the interaction 

between BLP Score and Step for ‘ba’ response was being driven by Step 1. Thus, as BLP 

score increases (i.e., English dominance decreases), participants were significantly more 

likely to report hearing the Step 1 /va/ stimulus as ‘ba’, but this BLP effect was not 

observed at any of the other Steps.   

Table 2: Predicting A-Only 'ba' responses from BLP Score and Step (categorical) 

Fixed Effect Estimate SE p-value 95% CI (LL) 95% CI (UL) 

(Intercept) -2.99 0.36 <0.001*** -3.69 -2.29 

BLP Score 8.4 1.09 <0.001*** 6.27 10.53 

Step 2 1.5 0.21 <0.001*** 1.09 1.92 

Step 3 4.07 0.22 <0.001*** 3.64 4.5 

Step 4 4.12 0.22 <0.001*** 3.69 4.55 

Step 5 3.16 0.21 <0.001*** 2.74 3.57 

BLP Score:Step 2 -8.4 0.99 <0.001*** -10.34 -6.45 

BLP Score:Step 3 -8.83 0.99 <0.001*** -10.77 -6.89 

BLP Score:Step 4 -8.97 0.99 <0.001*** -10.92 -7.03 

BLP Score:Step 5 -8.41 0.99 <0.001*** -10.35 -6.48 
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Table 3: Estimated marginal means from the A-Only ‘ba’ model of the interaction 

between Step and BLP Score (significant results only) 

Contrast Estimate SE z.ratio p-value 

Step 1 - Step 2 8.4 0.99 8.46 <0.001*** 

Step 1 - Step 3 8.83 0.99 8.90 <0.001*** 

Step 1 - Step 4 8.97 0.99 9.04 <0.001*** 

Step 1 - Step 5 8.41 0.99 8.51 <0.001*** 

 

 

Figure 2: Estimated trends from the A-Only ‘ba’ perception model depicting the 

interaction between BLP Score and Step 

  

We ran the same model for predicting ‘va’ perception, where Step was treated as a 

numerical (see Table 4). The model revealed significant main effects for both BLP Score 

(B = -1.67, SE = 0.53, p = 0.002) and Step (B = -1.44, SE = 0.05, p = <0.001; See Table 

2). However, there was also a significant two-way interaction between the two factors (B 

= 0.69, SE = 0.1, p = <0.001). Similar to the results from the ‘ba’ model, this suggests 

that the effect of BLP score on perceiving ‘va’ varied depending on the level of Step. 
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Table 4: Predicting A-Only 'va' responses from BLP Score and Step (numeric) 

Fixed Effect Estimate SE p-value 95% CI (LL) 95% CI (UL) 

(Intercept) 3.52 0.33 <0.001*** 2.86 4.17 

BLP Score -1.67 0.53 0.002** -2.71 -0.62 

Step -1.44 0.05 <0.001*** -1.54 -1.34 

BLP Score:Step 0.69 0.1 <0.001*** 0.5 0.88 

 

To understand how Step was interacting with BLP score, we followed up with a 

similar model, but now Step was treated as categorical variable (see Table 5). There was a 

significant main effect of BLP score but with a negative estimate value, suggesting that a 

lower BLP score (i.e., greater English dominance) predicts greater perception of ‘va’ 

responses at Step 1 (the original /va/ stimulus). Additionally, there were significant main 

effects at each Step, all with negative estimates relative to Step 1, suggesting that as the 

auditory stimulus becomes more ‘ba’-like, ‘va’ perception decreases. This model also 

revealed significant Step by BLP Score interactions at Steps 2-5 relative to Step 1, which 

is reflected in the different slopes compared to Step 1 in Figure 1. Post-hoc pairwise 

analyses using the emtrends command were done to compare the ‘va’ response slopes as 

a function of BLP score between each pair of Steps (see Table 6).  We observed 

significant differences in slope between Step 1 and all other Steps, as well as for Step 2 

compared to Steps 4 and 5. This is reflected in the interaction plot (Figure 3), as Step 1 

has the steepest and most negative slope compared to all other Steps across BLP score, 

reflecting that as BLP Score increases, participants were significantly less likely to report 

hearing the Step 1 stimulus as ‘va’. Compared to the slope of Step 2, the slopes of Steps 4 

and 5 are steeper and more positive, indicating that as BLP Score increases, at Steps 4 

and 5, participants are significantly more likely to perceive ‘va’ than at Step 2.  

Table 5: Predicting A-Only 'va' responses from BLP Score and Step (categorical) 

Fixed Effect Estimate SE p-value 95% CI (LL) 95% CI (UL) 

(Intercept) 2.53 0.36 <0.001*** 1.83 3.24 

BLP Score -1.48 0.59 0.012* -2.63 -0.34 

Step 2 -1.55 0.17 <0.001*** -1.88 -1.21 

Step 3 -4.35 0.20 <0.001*** -4.73 -3.96 

Step 4 -5.32 0.23 <0.001*** -5.77 -4.87 
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Step 5 -4.85 0.21 <0.001*** -5.26 -4.43 

BLP Score: Step 2 1.32 0.31 <0.001*** 0.71 1.92 

BLP Score: Step 3 1.90 0.36 <0.001*** 1.20 2.60 

BLP Score: Step 4 2.60 0.42 <0.001*** 1.78 3.43 

BLP Score: Step 5 2.51 0.39 <0.001*** 1.74 3.28 

 

Table 6: Estimated marginal means from the A-Only ‘va’ model of the interaction 

between Step and BLP Score (significant results only) 

Contrast Estimate SE z.ratio p-value 

Step 1 - Step 2 -1.31 0.31 -4.27 <0.001*** 

Step 1 - Step 3 -1.90 0.36 -5.27 <0.001*** 

Step 1 - Step 4 -2.60 0.42 -6.15 <0.001*** 

Step 1 - Step 5 -2.1 0.39 -6.39 <0.001*** 

Step 2 - Step 4 -1.29 0.34 -3.71 0.0019** 

Step 2 - Step 5 -1.20 0.31 -3.86 0.001** 
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Figure 3: Estimated trends from the A-Only ‘va’ perception model depicting the 

interaction between BLP Score and Step 

3.2. AV Condition 

A binomial linear regression analysis was performed to examine how language 

dominance, the /va/-/ba/ continuum, and AV condition affect perception of ‘ba’ and ‘va’ 

visemes. This was done by inputting BLP Score, Step, and AV Condition (AV-ba and A-

Only, or AV-va and A-Only) as fixed effects into the model. 

 

3.2.1. ‘ba/ma/pa’ Model 

For predicting ‘ba/ma/pa’ responses, remember that in the model, the fixed effect 

of AV Condition consisted of the levels AV-ba and A-Only. We began with the model in 

which Step was a numerical variable (see Table 7). The model revealed significant main 

effects of Step (B = 0.77, SE = 0.03, p = <0.001) and AV-ba condition (B = 0.66, SE = 

0.18, p = <0.001). However, there were two significant two-way interactions between 

BLP Score and AV-ba condition (B = 1.06, SE = 0.31, p = <0.001) and between Step and 

AV-ba condition (B = 0.31, SE = 0.07, p = <0.001). Lastly, there was a three-way 

interaction between all three factors (B = -0.36, SE = 0.11, p = <0.001). These results 

suggest that the three factors interact such that the effect of perceiving ‘ba/ma/pa’ in the 

AV-ba condition is influenced by both the BLP Score and Step progression.  



44 
 

 

Table 7: Predicting AV 'ba/ma/pa' responses from BLP Score, Step (numeric), and AV 

condition 

Fixed Effect Estimate SE p-value 95% CI (LL) 95% CI (UL) 

(Intercept) -2.46 0.24 <0.001*** -2.93 -1.99 

BLP Score 0.38 0.38 0.31 -0.36 1.11 

Step 0.77 0.03 <0.001*** 0.71 0.83 

AV-ba 0.66 0.18 <0.001*** 0.3 1.03 

BLP Score:Step -0.1 0.05 0.052 . -0.2 0.0008 

BLP Score:AV-ba 1.06 0.31 <0.001*** 0.46 1.66 

Step:AV-ba 0.31 0.07 <0.001*** 0.17 0.44 

BLP Score:Step:AV-ba -0.36 0.11 0.001** -0.58 -0.14 
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Figure 4: Average frequency of 'ba/ma/pa' response in AV-ba and A-Only conditions 

 

To gain deeper insight into these interactions, we subsequently ran the model with 

Step treated as a categorical variable (see Table 8 and Figure 4). Step 1 on the continuum 

(original /va/) and A-Only were set as the referent levels for the Step and AV condition, 

respectively. For predicting ‘ba/ma/pa’ viseme responses, the model revealed the 

following significant results: main effects of BLP Score, AV-ba condition, and all Steps 

relative to Step 1; two-way interactions between BLP Score and AV-ba, BLP Score and 

Step 2, 3, 4, and 5, respectively, AV-ba and Step 3, and AV-ba and Step 5; and a three-way 

interaction between BLP Score, AV-ba, and all Steps.  

Table 8: Predicting AV 'ba' responses from BLP Score, Step (categorical), and AV 

condition 

Fixed Effect Estimate SE p-value 

95% CI 

(LL) 

95% CI 

(UL) 

(Intercept) -2.71 0.31 <0.001*** -3.33 -2.10 

BLP Score 9.75 1.16 <0.001*** 7.49 12.02 

AV-ba 1.49 0.21 <0.001*** 1.09 1.90 

Step 2 3.89 0.21 <0.001*** 3.48 4.29 
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Step 3 3.95 0.21 <0.001*** 3.54 4.36 

Step 4 3.1 0.20 <0.001*** 2.71 3.50 

Step 5 1.82 0.23 <0.001*** 1.38 2.26 

BLP Score: AV-ba -9.59 1.10 <0.001*** -11.75 -7.43 

BLP Score: Step 2 -10.03 1.10 <0.001*** -12.18 -7.88 

BLP Score: Step 3 -10.12 1.10 <0.001*** -12.27 -7.96 

BLP Score: Step 4 -9.53 1.10 <0.001*** -11.68 -7.38 

BLP Score: Step 5 -7.99 1.12 <0.001*** -10.19 -5.81 

AV-ba: Step 2 -0.14 0.27 0.61 -0.68 0.40 

AV-ba: Step 3 -0.99 0.30 <0.001*** -1.58 -0.41 

AV-ba: Step 4 -0.35 0.32 0.27 -0.99 0.28 

AV-ba: Step 5 0.66 0.32 0.04* 0.03 1.30 

BLP Score: AV-ba: 

Step 2 8.38 1.15 <0.001*** 6.13 10.63 

BLP Score: AV-ba: 

Step 3 7.37 1.17 <0.001*** 5.08 9.67 

BLP Score: AV-ba: 

Step 4 7.61 1.19 <0.001*** 5.27 9.95 

BLP Score: AV-ba: 

Step 5 8.17 1.17 <0.001*** 5.87 10.47 

 

Post-hoc pairwise contrasts were done to determine what drove the various 

interactions. Using emtrends, for the interaction between AV condition and BLP Score, 

there was a significant difference in slopes between AV-ba and A-Only (B = 1.69, SE = 

0.258, p = <0.001), such that as BLP score increased (shifted towards more Spanish 

dominance), perception of ‘ba’ visemes drastically increased more in the A-Only 

condition than the AV-ba condition (see Figure 5). This hints at a difference in the way 

the phonemes /b/ and /v/ are perceived across language dominance scores. Additionally, 

in Figure 5, the data has been averaged across Step, therefore obfuscating detailed effects 

of visual information across the continuum. 
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Figure 5: Estimated trends from the AV-ba model depicting the interaction between BLP 

Score and AV Condition. 

 

Examining the interaction between AV condition and Step using emmeans 

revealed significant differences in the proportion of 'ba/ma/pa' responses between the A-

only and AV-ba conditions at all five steps, with the AV-ba condition eliciting the most 

responses. Furthermore, contrasts between each pair of steps separately for the A-Only 

and AV-ba conditions unveiled significant differences in ‘ba/ma/pa’ responses at each 

pair of steps except for Step 3 and 4 in the A-Only and AV-ba conditions, Step 4 and 5 in 

the AV-ba condition, and Step 4 and 5 in the AV-ba condition (see Table 9). These 

contrasts are visualized in Figure 6, which shows the estimated marginal means for each 

Step and AV condition combination. As the auditory stimulus became more ‘ba’-like, 

perception of ‘ba’ increased for both A-Only and AV-ba conditions, especially so at Step 

1. This was due to Step 1 being the /va/ auditory stimulus, where in A-Only conditions, 

would mostly be perceived as ‘va’; as the auditory stimulus moved toward the right of the 

continuum, perception of ‘ba’ would increase. With the addition of AV-ba, this increase 

in ‘ba’ response was strongest at Step 1, compared to all other Steps between both AV 

conditions, indicating that at times, participants experienced the visual dominance 

illusion (auditory /va/ + visual-ba = perceiving ‘ba/ma/pa’). 
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Table 9: Estimated marginal means from the AV-ba model of the interaction between 

Step and AV Condition 

Step AV Condition Contrast Estimate SE z.ratio p-value 

1 . AV-ba - A-Only 5.85 0.62 9.43 <0.001*** 

2 . AV-ba - A-Only 1.48 0.10 15.24 <0.001*** 

3 . AV-ba - A-Only 1.14 0.13 8.49 <0.001*** 

4 . AV-ba - A-Only 1.66 0.16 10.35 <0.001*** 

5 . AV-ba - A-Only 2.39 0.14 17.25 <0.001*** 

. A-Only Step 2 - Step 1 6.33 0.62 10.29 <0.001*** 

. A-Only Step 3 - Step 1 8.94 0.62 14.50 <0.001*** 

. A-Only Step 3 - Step 2 2.62 0.09 29.63 <0.001*** 

. A-Only Step 4 - Step 1 9.05 0.62 14.67 <0.001*** 

. A-Only Step 4 - Step 2 2.72 0.09 30.41 <0.001*** 

. A-Only Step 4 - Step 3 0.11 0.09 1.21 1.00 

. A-Only Step 5 - Step 1 7.91 0.62 12.84 <0.001*** 

. A-Only Step 5 - Step 2 1.58 0.08 19.38 <0.001*** 

. A-Only Step 5 - Step 3 -1.04 0.08 -12.67 <0.001*** 

. A-Only Step 5 - Step 4 -1.14 0.08 -13.77 <0.001*** 

. AV-ba Step 2 - Step 1 1.96 0.13 15.52 <0.001*** 

. AV-ba Step 3 - Step 1 4.23 0.16 26.68 <0.001*** 

. AV-ba Step 3 - Step 2 2.27 0.14 15.95 <0.001*** 

. AV-ba Step 4 - Step 1 4.86 0.18 26.80 <0.001*** 

. AV-ba Step 4 - Step 2 2.90 0.17 17.34 <0.001*** 

. AV-ba Step 4 - Step 3 0.63 0.19 3.32 0.02* 

. AV-ba Step 5 - Step 1 4.45 0.16 27.04 <0.001*** 
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. AV-ba Step 5 - Step 2 2.49 0.15 16.72 <0.001*** 

. AV-ba Step 5 - Step 3 0.22 0.17 1.25 1.00 

. AV-ba Step 5 - Step 4 -0.41 0.19 -2.12 0.86 

       

 

 

 

 

Figure 6: Plot of estimated marginal means from the AV-ba model depicting the 

interaction between Step and AV Condition 

 

Pairwise contrasts (using emtrends) to decompose the interaction between BLP 

Score and Step showed significant differences in slopes for all pairings except Step 2 vs 

Step 5 and Step 3 vs Step 4 (see Table 10). Figure 7 illustrates these relationships, 

demonstrating parallel slopes between Step 2 and Step 5, as well as between Step 3 and 

Step 4, indicating that between Steps 2 and 5, and Steps 3 and 4, there is so significant 

difference in ‘ba’ response across language dominance. Figure 7 also depicts Step 1 

having the steepest and most positive slope compared to all other Steps across BLP score, 

reflecting that as BLP Score increases, participants were significantly more likely to 

report hearing the Step 1 stimulus as ‘ba’. 
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Table 10: Estimated trends from the AV-ba model of the interaction between Step and 

BLP Score 

Contrast Estimate SE z.ratio p-value 

Step 1 - Step 2    5.40 0.57 9.405 <0.001*** 

Step 1 - Step 3 6.35 0.58 10.895 <0.001*** 

Step 1 - Step 4   6.31 0.59 10.669 <0.001*** 

Step 1 - Step 5    5.44 0.59 9.296 <0.001*** 

Step 2 - Step 3   0.95 0.21 4.524 <0.001*** 

Step 2 - Step 4   0.91 0.24 3.857 0.001** 

Step 2 - Step 5   0.04 0.21 0.197 0.9997 

Step 3 - Step 4   -0.03 0.26 -0.136 0.9999 

Step 3 - Step 5  -0.90 0.24 -3.828 0.001** 

Step 4 - Step 5  -0.87 0.26 -3.349 0.007** 
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Figure 7: Plot of estimated trends from the AV-ba model depicting the interaction 

between Step and BLP Score 

 

Results from the post-hoc pairwise comparisons for the three-way interaction 

between BLP Score, AV condition, and Step can be seen in Table 11. Referring back to 

Figure 4, it is evident that perceiving ‘ba/ma/pa’ is dependent upon all three factors. 

Differences in ‘ba/ma/pa’ responses as a function of language dominance (BLP score) 

and AV condition were most prominent at Step 1. This was likely since Step 1 was the 

pure /va/ stimulus. Perceiving ‘ba/ma/pa’ at this point along the continuum would be very 

unlikely. Perceiving ‘ba/ma/pa’ at Step 1 paired with visual-ba would be a case of 

experiencing the visual dominance illusion. As seen in Table 11, the contrast between 

AV-ba and A-Only at Step 1 yields a negative estimate value, indicating that as BLP 

score decreases, the difference in ‘ba/ma/pa’ response between AV conditions increases. 

However, referring to Figure 4, we observe that, on average, 'ba/ma/pa' perception 

between A-Only and AV-ba conditions is not significantly different at the higher end of 

English language dominance. As English language dominance decreases, the difference 

in 'ba/ma/pa' perception between AV conditions becomes much larger, with a higher 

perception of 'ba/ma/pa' in the AV-ba condition. It is interesting to note that at Steps 3 

and 4, across AV conditions, lower English dominance results in a decrease in ‘ba’ 

viseme response. 
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Table 11: Estimated trends from the AV-ba model of the 3-way interaction between Step, 

BLP Score, and AV Condition 

Step  AV Condition Contrast Estimate SE z.ratio p-value 

1 . Visual-ba - A-Only -8.00 1.12 -7.15 <0.001*** 

2 . Visual-ba - A-Only 0.38 0.25 1.56 1.00 

3 . Visual-ba - A-Only -0.62 0.33 -1.91 1.00 

4 . Visual-ba - A-Only -0.39 0.39 -0.99 1.00 

5 . Visual-ba - A-Only 0.17 0.34 0.50 1.00 

. A-Only Step 2 - Step 1 -9.59 1.10 -8.71 <0.001*** 

. A-Only Step 3 - Step 1 -10.03 1.10 -9.14 <0.001*** 

. A-Only Step 3 - Step 2 -0.44 0.22 -2.00 1.00 

. A-Only Step 4 - Step 1 -10.12 1.10 -9.20 <0.001*** 

. A-Only Step 4 - Step 2 -0.53 0.22 -2.34 0.48 

. A-Only Step 4 - Step 3 -0.08 0.22 -0.39 1.00 

. A-Only Step 5 - Step 1 -9.53 1.10 -8.69 <0.001*** 

. A-Only Step 5 - Step 2 0.06 0.21 0.31 1.00 

. A-Only Step 5 - Step 3 0.51 0.20 2.50 0.31 

. A-Only Step 5 - Step 4 0.59 0.21 2.87 0.10 

. Visual-ba Step 2 - Step 1 -1.21 0.32 -3.74 0.004** 

. Visual-ba Step 3 - Step 1 -2.66 0.40 -6.71 <0.001*** 

. Visual-ba Step 3 - Step 2 -1.45 0.35 -4.15 <0.001*** 

. Visual-ba Step 4 - Step 1 -2.51 0.45 -5.55 <0.001*** 

. Visual-ba Step 4 - Step 2 -1.30 0.41 -3.16 0.04* 

. Visual-ba Step 4 - Step 3 0.15 0.46 0.33 1.00 

. Visual-ba Step 5 - Step 1 -1.36 0.41 -3.27 0.03* 
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. Visual-ba Step 5 - Step 2 -0.15 0.37 -0.40 1.00 

. Visual-ba Step 5 - Step 3 1.30 0.43 3.05 0.06 

. Visual-ba Step 5 - Step 4 1.15 0.48 2.41 0.40 

 

 

3.2.2. ‘va/fa’ Model 

As with the ‘ba/ma/pa’ model, for predicting ‘va/fa’ responses, we began with the 

model in which Step was a numerical value (see Table 12). For ‘va/fa’ responses, the 

fixed effect of AV Condition consisted of the levels AV-va and A-Only. We found 

significant main effects for BLP Score (B = -1.39, SE = 0.53, p = 0.008) and Step (B = -

1.22, SE = 0043, p = <0.001), but not for AV condition. There were significant two and 

three-way interactions for all fixed effects. These results indicate that the three fixed 

effects interact in a way that the effect of perceiving 'va/fa' in the AV-va condition is 

influenced by both the BLP Score and the Step progression.  

Table 12: Predicting 'va/fa' responses from BLP Score, Step (numeric), and AV condition 

Fixed Effect Estimate SE p-value 95% CI (LL) 95% CI (UL) 

(Intercept) 3.07 0.33 <0.001*** 2.42 3.73 

BLP Score -1.39 0.53 0.008** -2.43 -0.36 

Step -1.22 0.04 <0.001*** -1.31 -1.13 

AV-va -0.02 0.23 0.92 -0.47 0.42 

BLP Score:Step 0.58 0.08 <0.001*** 0.42 0.73 

BLP Score:AV-va 1.18 0.36 <0.001*** 0.48 1.88 

Step:AV-va 0.79 0.07 <0.001*** 0.66 0.93 

BLP Score:Step:AV-va -0.45 0.11 <0.001*** -0.67 -0.24 

 

An additional model was run where Step was now a categorical variable (see 

Table 13 and Figure 8). For this model, the fixed effect of AV Condition consisted of the 

levels AV-va and A-Only, with Step 1 and A-Only set as the referent levels for the Step 

and AV condition, respectively. The model revealed significant results for all main 

effects, two-way, and three-way interactions.  
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Table 13: Predicting 'va/fa' responses from BLP Score, Step (categorical), and AV 

condition 

Fixed Effect 
Estimat

e 
SE p-value 

95% CI 

(LL) 

95% CI 

(UL) 

(Intercept) 2.50 

0.3

7 

<0.001**

* 1.79 3.22 

BLP Score -1.61 

0.6

0 0.007** -2.78 -0.44 

Step 2 -1.53 

0.1

7 

<0.001**

* -1.88 -1.19 

Step 3 -4.28 

0.1

9 

<0.001**

* -4.65 -3.91 

Step 4 -4.96 

0.2

1 

<0.001**

* -5.37 -4.55 

Step 5 -4.22 

0.1

9 

<0.001**

* -4.59 -3.85 

AV-va 0.93 

0.3

0 0.002** 0.34 1.52 

BLP Score:Step 2 1.48 

0.3

2 

<0.001**

* 0.85 2.11 

BLP Score:Step 3 1.97 

0.3

5 

<0.001**

* 1.28 2.65 

BLP Score:Step 4 2.83 

0.4

0 

<0.001**

* 2.05 3.61 

BLP Score:Step 5 2.35 

0.3

5 

<0.001**

* 1.66 3.05 

BLP Score:AV-va 1.69 

0.4

9 

<0.001**

* 0.73 2.65 

Step 2:AV-va 0.74 

0.3

8 0.05* 0.00 1.47 

Step 3:AV-va 1.89 

0.3

5 

<0.001**

* 1.21 2.58 
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Step 4:AV-va 2.63 

0.3

6 

<0.001**

* 1.93 3.34 

Step 5:AV-va 2.18 

0.3

5 

<0.001**

* 1.49 2.87 

BLP Score:Step 2:AV-

va -1.59 

0.6

0 0.007** -2.76 -0.41 

BLP Score:Step 3:AV-

va -2.01 

0.5

7 

<0.001**

* -3.12 -0.90 

BLP Score:Step 4:AV-

va -2.75 

0.5

9 

<0.001**

* -3.92 -1.59 

BLP Score:Step 5:AV-

va -1.95 

0.5

7 

<0.001**

* -3.07 -0.84 

 

 

Figure 8: Average frequency of 'va/fa' response in AV-ba and A-Only conditions 

 

Post-hoc pairwise contrasts were performed to identify the factors contributing to 

the observed interactions. For the interaction between AV condition and BLP Score, there 
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was no significant effect between AV-va and A-Only (B = -0.03, SE = 0.17, p = 0.9). 

While the presence of visual-/va/ boosts ‘va’ viseme perception, the strength of this effect 

was the same across the language dominance continuum.  

 

Using emmeans, pairwise comparisons were conducted to explore the interaction 

between Step and AV Condition (see Table 14), which resulted in significant effects for 

all contrasts except for the AV condition effect (AV-va vs. A-Only) at Step 1, Step 5 

compared to Step 3 in the A-Only condition, Step 4 compared to Step 3 in the AV-va 

condition, and Step 5 compared to Step 3 and 4 in the AV-va condition. These findings 

are visualized in Figure 9. In general, as the auditory stimulus becomes more ‘ba’-like 

from Step 1 to Step 5, ‘va/fa’ responses decline. The presence of visual-/va/ greatly 

increases the likelihood of perceiving ‘va/fa’ at Steps 2, 3, 4, and 5, but the effect 

plateaus at Steps 3, 4, and 5, as there are no significant differences between these three 

conditions in the AV-va condition. Between AV conditions, at Step 1, there is no 

significant difference in ‘va/fa’ response, as Step 1 is the original /va/ auditory stimulus. 

At Step 1 subjects are already responding ‘va/fa’ at ceiling, so the pairing of AV-va does 

not facilitate their auditory perception. However, as the auditory continuum moves 

towards ‘ba’-like, the presence of visual-va increases the proportion of 'va/fa' stimuli in 

the AV condition relative to the A-only condition. 

Table 14: Estimated marginal means from the AV-va model of the interaction between 

Step and AV Condition 

Step  AV Condition Contrast Estimate SE z.ratio p-value 

1 . AV-va - A-Only 0.07 0.20 0.38 1.00 

2 . AV-va - A-Only 1.61 0.14 11.79 <0.001*** 

3 . AV-va - A-Only 2.98 0.11 26.23 <0.001*** 

4 . AV-va - A-Only 4.10 0.14 29.78 <0.001*** 

5 . AV-va - A-Only 3.24 0.12 27.56 <0.001*** 

. A-Only Step 2 - Step 1 -2.28 0.13 -17.30 <0.001*** 

. A-Only Step 3 - Step 1 -5.27 0.14 -36.77 <0.001*** 

. A-Only Step 3 - Step 2 -2.99 0.10 -30.77 <0.001*** 

. A-Only Step 4 - Step 1 -6.39 0.16 -39.16 <0.001*** 

. A-Only Step 4 - Step 2 -4.11 0.12 -33.04 <0.001*** 

. A-Only Step 4 - Step 3 -1.12 0.12 -8.97 <0.001*** 
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. A-Only Step 5 - Step 1 -5.41 0.15 -37.24 <0.001*** 

. A-Only Step 5 - Step 2 -3.13 0.10 -31.32 <0.001*** 

. A-Only Step 5 - Step 3 -0.14 0.10 -1.32 1.00 

. A-Only Step 5 - Step 4 0.98 0.13 7.80 <0.001*** 

. AV-va Step 2 - Step 1 -0.74 0.20 -3.72 0.005** 

. AV-va Step 3 - Step 1 -2.36 0.18 -13.12 <0.001*** 

. AV-va Step 3 - Step 2 -1.62 0.15 -10.87 <0.001*** 

. AV-va Step 4 - Step 1 -2.36 0.18 -13.12 <0.001*** 

. AV-va Step 4 - Step 2 -1.62 0.15 -10.88 <0.001*** 

. AV-va Step 4 - Step 3 0.00 0.12 -0.01 1.00 

. AV-va Step 5 - Step 1 -2.24 0.18 -12.37 <0.001*** 

. AV-va Step 5 - Step 2 -1.50 0.15 -9.98 <0.001*** 

. AV-va Step 5 - Step 3 0.12 0.12 1.03 1.00 

. AV-va Step 5 - Step 4 0.12 0.12 1.04 1.00 
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Figure 9: Plot of estimated marginal means from the AV-ba model depicting the 

interaction between Step and AV Condition 

 

Using emtrends, pairwise comparisons were conducted to explore the interaction 

between BLP Score and Step. This revealed significant differences in slopes between 

Step 2 and Step 4 and 5, as well as between Step 1 and Steps 3, 4, and 5 (Table 15, Figure 

10). Compared to the slopes of Steps 3, 4, and 5, the slope of Step 1 is much more 

negative and steeper, indicating that as English dominance decreases, participants are 

significantly less likely to perceive ‘va/fa’ at Step 1 than at Steps 3, 4, and 5. Compared 

to Step 2, the slopes of Step 4 and 5 are much steeper and more positive, revealing that as 

English dominance decreases, participants are significantly more likely to perceive ‘va/fa’ 

as Steps 4 and 5 than at Step 2. 

Table 15: Estimated trends from the AV-va model of the interaction between Step and AV 

Condition 

Contrast       Estimate     SE   z.ratio  p-value 

Step 1 -Step 2  -0.6855 0.304 -2.255 0.16 

Step 1 -Step 3   -0.9594 0.293 -3.272 0.01** 

Step 1 -Step 4   -1.4525 0.308 -4.718 <0.001*** 
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Step 1 -Step 5  -1.3753 0.295 -4.655  <0.001*** 

Step 2 -Step 3  -0.2739 0.226 -1.21 0.75 

Step 2 -Step 4  -0.767 0.245 -3.129 0.02** 

Step 2 -Step 5   -0.6898 0.229 -3.007 0.02** 

Step 3 -Step 4   -0.4931 0.213 -2.312 0.14 

Step 3 -Step 5   -0.4158 0.197 -2.112 0.22 

Step 4 -Step 5    0.0772 0.216 0.358 1.0 

 

 

Figure 10: Estimated trends for the AV-va model depicting the interaction between Step 

and BLP Score 

 

 

Results from the three-way contrast between BLP Score, AV Condition, and Step 

can be found in Table 16. Step 1 shows the greatest difference between AV condition 

with lower English dominance resulting in fewer ‘va/fa’ responses in the A-Only 

condition. 
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Among the AV conditions, Step 1 stood out, showing a larger estimate value 

compared to other AV contrasts at each Step. As seen in Table 16, the contrast between 

AV-va and A-Only at Step 1 yields a positive estimate value, indicating that as BLP score 

increases, the difference in ‘va/fa’ response between AV conditions also increases. In 

other words, individuals with weaker English dominance are more influenced by visual-

va in perceiving ‘va/fa’ compared to A-Only perception. Perceiving 'va/fa' in the 

incongruent pairing of Step 5 and AV-va would be a case of experiencing the visual 

dominance illusion. For this incongruent pairing, there is no significant difference 

between AV-va and A-Only. However, when looking at just ‘va’ response (not ‘va’ and 

‘fa’), we do find a significant interaction between AV condition and BLP Score at Step 5 

(B = 1.58, SE = 0.34, p = <0.001). This finding indicates that as English dominance 

decreased, the influence of visual-va in perceiving 'va' diminished across AV conditions. 

Individuals with greater English dominance experienced more of a boost in perceiving 

‘va’ from visual-va compared to the A-Only condition. Lastly, the presence of visual-/va/ 

increases the likelihood of perceiving ‘va/fa’ at each Step compared to the A-Only 

condition, but the impact of visual information is the same across the BLP Score 

continuum, as there was no significant BLP effect between any pair of Steps in the AV-

va condition. 

Table 16: Estimated trends from the AV-va model of the three-way interaction between 

Step, AV Condition, and BLP Score 

Step  AV Condition Contrast Estimate SE z.ratio p-value 

1 . AV-va - A-Only 1.69 0.49 3.44 0.01** 

2 . AV-va - A-Only 0.10 0.35 0.29 1.00 

3 . AV-va - A-Only -0.32 0.28 -1.13 1.00 

4 . AV-va - A-Only -1.06 0.34 -3.13 0.04* 

5 . AV-va - A-Only -0.26 0.29 -0.90 1.00 

. A-Only Step 2 - Step 1 1.48 0.32 4.59 <0.001*** 

. A-Only Step 3 - Step 1 1.97 0.35 5.61 <0.001*** 

. A-Only Step 3 - Step 2 0.49 0.24 2.00 1.00 

. A-Only Step 4 - Step 1 2.83 0.40 7.15 <0.001*** 

. A-Only Step 4 - Step 2 1.35 0.31 4.41 <0.001*** 

. A-Only Step 4 - Step 3 0.86 0.31 2.82 0.12 

. A-Only Step 5 - Step 1 2.35 0.35 6.65 <0.001*** 
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. A-Only Step 5 - Step 2 0.87 0.25 3.50 0.01** 

. A-Only Step 5 - Step 3 0.39 0.25 1.52 1.00 

. A-Only Step 5 - Step 4 -0.48 0.31 -1.54 1.00 

. AV-va Step 2 - Step 1 -0.11 0.51 -0.21 1.00 

. AV-va Step 3 - Step 1 -0.05 0.46 -0.10 1.00 

. AV-va Step 3 - Step 2 0.06 0.38 0.16 1.00 

. AV-va Step 4 - Step 1 0.08 0.46 0.16 1.00 

. AV-va Step 4 - Step 2 0.18 0.38 0.49 1.00 

. AV-va Step 4 - Step 3 0.12 0.30 0.41 1.00 

. AV-va Step 5 - Step 1 0.40 0.46 0.86 1.00 

. AV-va Step 5 - Step 2 0.51 0.38 1.33 1.00 

. AV-va Step 5 - Step 3 0.44 0.30 1.48 1.00 

. AV-va Step 5 - Step 4 0.32 0.30 1.07 1.00 

 

4. Discussion 

 The objectives of this study were twofold: first, to investigate how Spanish and 

English dominance affects the perception of phonemes that differ across two languages, 

and second, to examine how visual speech information influences auditory perception in 

a language-dependent manner. To address these aims, we recruited English monolinguals 

and Spanish-English bilinguals to assess their perception /v/ and /b/, phonemes which are 

represented differently in Spanish and English, under both auditory and auditory-visual 

conditions.  

 In the A-Only condition, we found that lower English dominance resulted in 

greater perception of ‘ba,’ but only at Step 1. This was likely due to Step 1 being the 

original /va/ auditory stimulus, where at least English-dominant listeners would be 

unlikely to perceive it as ‘ba.’ As the continuum moved towards ‘ba’-like, the perception 

of 'ba' increased uniformly across different levels of language experience. For ‘va’ 

perception, the greatest difference was also at Step 1 (i.e., the original /va/ auditory 

stimulus), with weaker English dominance resulting in less ‘va’ perception, which is what 

we expected. However, as the continuum shifted more towards /ba/, we found that less 

English dominance results in an increase in ‘va’ perception. This shift in increased ‘va’ 

perception with less English dominance occurs at Steps 3, 4, and 5, when the auditory 

stimulus is most ambiguous. This goes against our initial expectations that weaker 
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English/stronger Spanish dominance would result in a bias towards hearing more ‘ba’ 

along the entire continuum. A possible explanation for this trend could be that under 

ambiguous phonetic situations, individuals with lower English dominance shift their 

phonetic boundaries to adjust for an English context. This shift in phonetic boundaries 

results in an overcompensation of perceiving ‘va,’ as /v/ is a phoneme that exists in 

English but not Spanish. Previous research has shown that in phonetic discrimination 

tasks based on voice onset time (VOT), Spanish-English bilinguals can exhibit an 

“English-like” phonemic boundary, even if Spanish was their first language (Garcia-

Sierra et al., 2009). Bilinguals have also been shown to display an intermediate phonetic 

boundary, such that their average boundary of perception falls between that of the 

monolinguals of the two languages they know (Caramazza et al., 1973; Elman et al., 

1977; García-Sierra et al., 2012). Spanish-English bilingual children (L1 Spanish, L2 

English) have shown to shift towards English categorical boundaries after being exposed 

to Spanish-accented English speech (McDonald & Kaushanskaya, 2023). It is possible 

that due to the English context and the presentation of ambiguous auditory stimuli used in 

this study, lower English dominance led to a stronger shift towards English phonetics and 

an inhibition of Spanish phonemic knowledge.  

 In the AV condition, we found that for AV-ba, visual information influenced those 

with weaker English dominance greater than those with stronger English for perceiving 

‘ba/ma/pa’ at Step 1. More balanced Spanish-English dominance resulted in perceiving 

illusory-ba at Step 1. This aligns with previous research suggesting that bilinguals are 

more susceptive to visual influence in speech perception (Chen & Hazan, 2007; Marian et 

al., 2018; Sekiyama, 1994). Interestingly, in the AV-ba condition, after Step 3, 

participants with weaker English dominance exhibited fewer 'ba/ma/pa' responses. One 

possible explanation for this phenomenon is the potential confusion between orthography 

and perception. While the phoneme /v/ does not phonetically exist in Spanish, it is 

present orthographically and is perceived as /b/. Consequently, individuals with weaker 

English dominance may have perceived 'ba' at these later steps but typed 'va,' as this 

would correspond to /ba/ in Spanish. 

For AV-va, we saw that across the language dominance continuum, only Steps 1 

and 4 showed significant differences between AV conditions for perception of ‘va/fa.’ 

Relative to A-only trials, listeners with weaker English dominance showed an increase in 

‘va/fa’ perception when AV-va was present, agreeing with prior research that bilinguals 

have greater reliance upon visual cues. However, at Step 4, the opposite occurred, such 

that listeners with stronger English dominance perceived more of an increase in ‘va/fa’ 

between A-Only and AV-va conditions. We expected to see a more pronounced effect of 

visual context for bilingual individuals who had weaker English dominance. Although 

most prior research has indicated that bilinguals are more sensitive to visual speech cues, 

there is some research that shows the reverse. An audiovisual study looking at phonetic 

perception of a novel phonetic contrast found monolinguals to be more sensitive to visual 

speech cues, showing a stronger audiovisual benefit (Burfin et al., 2014). This suggests 

that the mechanism underlying visual speech differs between bilinguals and 

monolinguals.  
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Language context has been shown to play a significant role in bilinguals’ 

processing of language (Casillas & Simonet, 2018; Garcia-Sierra et al., 2009; Marian & 

Spivey, 2003; Spivey & Marian, 1999). Given this, it is reasonable to posit that the 

English context in which this study was conducted substantially impacted the phonetic 

perception of bilingual participants, even under audiovisual conditions. 

5. Conclusion 

The current findings enhance our understanding of how bilinguals perceive 

phonemes that are treated differently across the languages they know, and how visual 

information impacts phonetic perception across language dominance. Moreover, these 

results shed light on the influence of visual information on phonetic perception across 

different levels of language dominance. However, a limitation of this study was the 

absence of a proper /ba/ audio recording. This shortfall makes it challenging to 

definitively determine whether the results accurately reflect how language experience 

modulates the perception of /v/ compared to /b/. Further steps include the use of different 

phonemes (such as /s/ and /z/, which are similar to /b/ and /v/), different language 

contexts, and looking at the neural mechanisms underlying perception of these phonemes 

in bilinguals. 
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Chapter 3: How top-down and bottom-up factors influence bilingual ability to 

restore degraded speech  

1. Introduction 

The human brain’s ability to perceive and process speech in adverse and noisy 

environments is a complex and remarkable feat. One clear example of this capability is 

the phonemic restoration effect, an auditory phenomenon in which listeners are able to 

perceptually fill-in a degraded speech signal when there is an extraneous interruption 

(Samuel, 1981a; Warren, 1970). When a speech segment is removed and replaced with 

noise, oftentimes listeners fill-in the missing speech segment and perceive the speech 

signal as continuous through the noise.  

The phonemic restoration effect has been found to be modulated and enhanced by 

both bottom-up and top-down effects (Bashford et al., 1996; Groppe et al., 2010; Samuel, 

1981a, 1997; Shahin & Miller, 2009; Sivonen et al., 2006). Top-down contextual factors 

such as the presence of visual information, lexical identity, and sentential context have all 

been reported to aid in this illusory perception (Groppe et al., 2010; Shahin & Miller, 

2009; Sivonen et al., 2006). For example, the presence of congruent visual cues (i.e., the 

talker’s mouth movements) facilitates enhanced perception of degraded speech as 

continuous, particularly as the duration of missing speech segments increases (Shahin & 

Miller, 2009). Furthermore, the lexical properties of the degraded item itself (e.g., word 

length and whether it is a word or nonword) also play a role in the extent of the illusion, 

such that longer words produce greater illusion and nonwords yield less illusion (Samuel, 

1985a).  

Additionally, bottom-up factors, such as the type of extraneous sound used and 

the acoustic properties of the phoneme replaced, have also been found to impact 

phonemic restoration (Bashford et al., 1996; Samuel, 1981a, 1981b). For example, if a 

fricative is removed and replaced with white noise, individuals are more likely to 

successfully perceive the speech as continuous than if a vowel was removed (Samuel, 

1981a). However, the opposite occurs when a pure tone is used instead of white noise 

(Samuel, 1981a). Overall, the phonemic restoration effect suggests that there are complex 

interactions between top-down and bottom-up processes in auditory speech perception. 

 Understanding the neural underpinnings of the phonemic restoration effect 

provides deeper insight into the mechanisms underlying this perceptual phenomenon. 

Research has investigated how the illusion of continuous perception manifests in the 

brain. When speech is perceived as continuous, the N1-P2 auditory-evoked potential 

(AEP), an event related potential (ERP) that responds to sound onsets and offsets, is 

shown to have a reduction in amplitude, compared to when the illusion fails (Shahin et 

al., 2012). This reduction in AEP amplitude reflects a suppression of auditory cortex to 

interruption boundaries (e.g., onsets/offsets), which in turn is thought to facilitate filling-

in of the missing phoneme and thus illusory continuity perception (Shahin et al., 2012). 

Previous research has also found a reduction in theta band power and theta phase-locking 

in response to illusory filling-in (Riecke et al., 2009; Shahin et al., 2012), following 

interruption boundaries. Taken together, these studies demonstrate that successful 
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phonemic restoration is mediated by inhibition of the auditory cortical response to 

interruption boundaries, reflected in suppressed AEPs and theta oscillatory activity.  

It is important to note that the majority of research on the phonemic restoration 

effect involves populations of native speakers of English. There is a notable gap in the 

literature concerning both the subjective experience of the illusion and its underlying 

neural mechanisms in bilinguals. It is known that bilinguals can understand their second 

language (L2) speech just as well as native speakers of that language in quiet conditions 

(Florentine, 1985; Mayo et al., 1997; Takata & Nábělek, 1990), but bilinguals perform 

less accurately at speech recognition when listening to their L2 (or less dominant 

language) in the presence of background noise (Bsharat-Maalouf & Karawani, 2022; 

Fricke, 2022; M. L. G. Lecumberri et al., 2010; Mayo et al., 1997). The question arises 

about bilinguals’ ability to perceive degraded speech in the case of the phonemic 

restoration effect. This effect reflects the strength of phonemic encoding as a function of 

both bottom-up and top-down modulations. One study investigated how Japanese-English 

bilinguals restore degraded speech compared to English monolinguals, focusing on the 

context of words and pseudowords as well as the acoustic properties of the removed 

phoneme (Ishida & Arai, 2016). Using nasals (present in both English and Japanese) and 

liquids (present only in English), no difference in phoneme restorability was observed 

between the language groups. Additionally, lexical context significantly influenced 

restorability only for English monolinguals, who restored words more effectively than 

pseudowords. This effect was not observed in Japanese-English bilinguals. This study 

showed how the integration of bottom-up and top-down cues depends upon the listeners' 

language proficiency (Ishida & Arai, 2016). 

 It has been suggested that bilingualism results in enhanced sound perception 

through the utilization of top-down cognitive mechanisms (Krizman et al., 2012; Levi, 

2018). However, most of the research investigating bilingualism and top-down effects on 

speech perception has concentrated on comparing task performance of bilingual 

individuals with those of monolinguals rather than exploring how specific top-down cues 

affect bilingual performance in particular tasks. Some research has examined how 

bilingual individuals utilize top-down cues, such as language context and linguistic 

knowledge/experience, to facilitate speech perception. For instance, top-down cues of 

language context significantly shift bilinguals’ phonetic boundaries during phonetic 

categorization tasks, favoring the context of the language they are using (Casillas & 

Simonet, 2018; Garcia-Sierra et al., 2009; Wig & García-Sierra, 2021). However, to our 

knowledge, there has been no research examining how the top-down effect of attention 

modulates bilingual speech perception in comparison to monolinguals. 

Therefore, the goals of the current study were: 1) to examine how language 

experience interacts with lexical context, the language specificity of the missing 

phoneme, and the role of attention during phonemic restoration and 2) to understand how 

language experience influences phonemic restoration and its underlying 

neurophysiological mechanisms. Specifically, this study investigated heritage speakers of 

Spanish (HSS) in the US (i.e., individuals who were raised speaking Spanish at home in a 

society dominated by English) due to unique phonological differences between Spanish 

and English. Spanish phonology, unlike English, does not have a distinction between the 
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phonemes /b/ and /v/. In Spanish, the phoneme /v/ maps onto /b/ which is why often, 

many native Spanish speakers replace /v/ sounds in English words with /b/ (e.g., 

volleyball is pronounced like bolleyball). Because of this distinct phonological difference 

between the two languages, the question arises of how HSS respond to degraded speech 

in which /b/ and /v/ phonemes are removed. To address these aims, we recorded EEG 

data while presenting HSS and English monolinguals with degraded words and 

pseudowords in active and passive tasks. This approach aimed to assess how top-down 

cues from lexical knowledge influence the restoration of degraded speech. The inclusion 

of both active and passive tasks further facilitated exploration of top-down information. 

Moreover, the degraded speech stimuli were generated by substituting either the phoneme 

/b/ or /v/ with white noise, aiming to investigate how phoneme type affects participants' 

susceptibility to the illusion. 

Thus, the current study aimed to achieve the following using EEG: 1) uncover 

how lexical context impacts bilinguals' responses to degraded speech, 2) examine how 

bilinguals perform in phonemic restoration under conditions with and without top-down 

attentional input, and 3) investigate how the bottom-up properties of the removed 

phoneme influence phonemic restoration in bilinguals. Additionally, from a behavioral 

perspective, we sought to investigate how bilingualism (specifically one’s language 

dominance) interacts with lexical context and the language-specificity of the missing 

phoneme. 

Referring to the theoretical framework I proposed in Chapter 1, I assume that in 

their L2, bilinguals tend to pay more attention to irrelevant auditory stimuli, such as noise 

and interruptions in speech, because of weaker phonemic encoding, than monolinguals 

(see Fricke, 2022; Lecumberri & Cooke, 2006; Lecumberri et al., 2010). Additionally, 

bilinguals’ sensitivity to low-level acoustic cues should be broader, resulting in stronger 

encoding of these cues. This broader filter exacerbates their already weakened phonemic 

encoding. Because of this weakened phonemic encoding and sensitivity to bottom-up 

cues, we expect HSS to be less likely to fill in missing /v/ phonemes than English 

monolinguals, resulting in larger N1-P2 AEPs and increases in theta phase-locking for the 

bilinguals. We don’t expect to see differences in N1-P2 AEPs and oscillatory activity 

between groups when /b/ is the missing phoneme, since both English and Spanish contain 

/b/. Additionally, my framework states that bilinguals rely more on lexical and semantic 

information, making selective attention crucial for accurately filling in missing parts of 

speech. Compared to the active task, in a passive task, HSS should show larger N1-P2 

amplitudes and greater theta phase-locking, due to a lack of top-down attentional 

information. The same is expected for word and pseudoword stimuli, respectively. 

2. Materials and Methods 

2.1. Participants 

Thirty-six individuals participated in this study. However, four participants were 

excluded due to technical issues during data collection or unclean data, resulting in usable 

data from thirty-two participants (>18 years of age, M = 20.5 years, SD = 4.7 years; 19 

females, 13 males). Of these thirty-two participants, sixteen were classified as English 

monolinguals and sixteen as Spanish-English bilinguals (see Table 1). These language 
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group categorizations were formed based on participant responses to the Bilingual 

Language Profile (BLP), a language questionnaire that generates a Language Dominance 

Score from a participant’s responses. (Birdsong et al., 2012). The BLP provides a 

quantitative measure of language dominance, where values near -1 indicate English 

dominance, values of 0 indicate balanced English-Spanish dominance, and values near 1 

indicate Spanish dominance. All participants self-reported normal hearing, normal or 

corrected vision, and no language deficits.  

 

Table 1: Demographic information of participants. 

 Monolingual Bilingual 

N 16 16 

Age 20.13 (4.06) 20.88 (5.32) 

English Age of 

Acquisition 0 (0) 2.44 (2.37) 

Spanish Age of 

Acquisition  0.44 (1.75) 

BLP Score -0.78 (0.18) -0.19 (0.18) 

 

Participants were recruited via an internal recruiting system of the University of 

California, Merced or through fliers, and provided written consent prior to participation. 

All experimental protocols were approved by the Institutional Review Board (IRB) of the 

University of California, Merced, and all methods were carried out in accordance with 

the guidelines and regulations of the IRB of the University of California, Merced and in 

accordance with the Declaration of Helsinki. 

 

2.2. Stimuli 

The study consisted of two main categories of stimuli: words and pseudowords 

spoken by a female talker (mean f0 = 205 Hz). The stimuli were spoken by a female 

native English speaker and recorded using a RØDE NTG2 microphone at a sampling rate 

of 48k Hz, in an acoustically shielded room. All auditory stimuli were normalized in 

Adobe Audition (Adobe, Inc., San Jose, CA) to the same sound intensity and were 

presented at ∼62.4 dBA sound pressure level. Each word/pseudoword category consisted 

of words that contained either the phoneme /b/ or /v/ in the second or third syllable. There 

were 10 trisyllabic words and 3 5-syllabic words per category of word/pseudoword and 

phoneme. Pseudowords were created by replacing at least two phonemes, other than the 

target phoneme, from each lexical condition in the Word category, to ensure that the 

pseudowords followed English phonotactics. Each word/pseudoword had three 

recordings, or tokens, for a total of 156 stimuli (10 trisyllabic words + 3 pentasyllabic 

words x 2 word categories x 2 phonemes x 3 tokens = 156).  
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To elicit the phonemic restoration illusion, each word/pseudoword had the target 

phoneme of either /b/ or /v/ removed from either the second or third syllable and replaced 

with silence. To do so, we first located the sample in each original audio file at which the 

target phoneme was initially produced using Adobe Audition. Starting at each located 

sample for each stimulus, 125 ms of the audio file was silenced by using custom code in 

MATLAB (MathWorks, Natick, MA, USA). This silent gap was then replaced with 125 

ms of Gaussian white noise at a constant dBW-power across all stimuli. 

 

2.3. Procedure 

Participants sat in a sound attenuated booth (IAC Acoustics, Naperville, IL) about 

127 cm from a 22-inch computer monitor with two external Yamaha HS8 speakers on 

either side, located at ±45˚ relative to the listener. Each participant underwent three 

blocks during the task: Active (EEG), Passive (EEG), and Behavioral block. EEG data 

were recorded during both the Active and Passive blocks, but not during the Behavioral 

block. The order of the Active and Passive blocks was counterbalanced across 

participants, while the Behavioral block was consistently the ultimate task. Stimuli were 

presented using Presentation software v.20.3 (Neurobehavioral Systems, Inc., Berkeley, 

CA, USA). Prior to the start of all the blocks, participants were told they would be 

presented with words, which might sound like real English words or might seem similar 

to English words.  

 

In the Active block, participants were presented with a randomized stream of all 

the word and pseudoword stimuli, which contained tri- and 5-syllabic items (156 stimuli). 

Intertrial intervals (ITI) ranged between 3000 and 4100 ms, in steps of 100 ms. The 

participants’ task was to pay attention to the stream and respond by pressing the space bar 

with their left index finger when they heard a 5-syllabic word or pseudoword. By 

instructing participants to identify the target items, the task required the use of top-down 

information (i.e., attention and lexicosemantic knowledge). Participants were also 

instructed to restrain from counting syllables out loud or on their fingers to prevent motor 

artifacts in the data. A light gray background with a black fixation cross was presented on 

the monitor while stimuli were presented.  

 

In the Passive block, the same stimuli were used but randomized differently, and 

participants were told to pay attention to a compilation of silent movies as the stream 

played in the background. These were three short, animated videos in which the 

characters did not speak and there were no subtitles. As a result, assuming their attention 

was focused on the movie, participants should not be relying as heavily on top-down 

knowledge and should be depending more on bottom-up information during perception of 

the speech stimuli.  

 

Similar to the Active and Passive blocks, the Behavioral block consisted of the 

same stimuli presented in a randomized order (excluding the 5-syllabic stimuli). Each 

stimulus was presented, and participants’ task was to listen carefully and determine 

whether they heard the stimulus as “interrupted” or “continuous.” As quickly as possible, 

subjects pressed their left index finger on the left or right arrow key when they perceived 

the stimulus as interrupted or continuous, respectively. Prior to the start of the Behavioral 
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block, participants were played two exaggerated examples of what a continuous or 

interrupted perception would sound like. The examples used the word impulsive, a word 

not used during the actual block. Similar to the creation of the experimental stimuli, 

either 125 ms or 300 ms of white noise was inserted into the word "impulsive," with the 

noise onset occurring at the start of the /s/ phoneme. This was done to ensure participants 

understood the difference between a continuous and interrupted percept.   

 

2.3. EEG Acquisition 

EEG data were recorded using a 64-channel EEG system (BioSemi Active Two 

system, 10–20 Ag-AgCl electrode). Data were sampled at a rate of 1024 Hz, and an 

antialiasing low-pass filter was applied. No reference electrode was selected since 

BioSemi systems record reference-free. Electrode offsets, relative to the Common Mode 

Sense electrode, for all channels were set to < 20 µV. 

2.4. EEG Preprocessing 

EEG analyses were conducted using ERPLAB (Lopez-Calderon & Luck, 2014), 

EEGLAB (Delorme & Makeig, 2004), and FieldTrip (Oostenveld et al., 2011) toolboxes 

and in-house MATLAB code. Preprocessing steps included: 1) Downsampling each 

subjects’ data to 512 Hz. 2) Each dataset was epoched (segmented) from -1.75 to 1.2 s 

around the onset of each word/pseudoword and baselined to the entire epoch (mean 

removed). 3) Independent component analysis (ICA) was conducted on each individual 

dataset, producing 64 ICA components. 4) ICA components that reflected ocular artifacts 

were removed, and bad channels were interpolated using EEGLAB’s spherical 

interpolation. 5) Individual datasets were average referenced. Datasets were further 

processed in two ways: to produce files suitable for ERPs and files suitable for time-

frequency activity. 

 

2.4.1. ERPs 

Individual files were filtered between 0.1 and 30 Hz (zero-phase Butterworth, 

fourth order) and re-epoched around the onset of the noise interruption from -1.5 to 2.1 s. 

Datasets were re-baselined to the pre-stimulus onset period (-1 to -0.9 s) to account for 

the duration of the word or pseudoword before the noise interruption. This adjustment 

ensures that the baseline corresponds to the silent portion of the inter-trial interval (ITI) 

before the word or pseudoword is played. Then, trials with amplitude shifts greater than 

150 µV at any channel were removed. For the sake of simplicity, the data were sorted 

according to the following conditions: Active, Passive, Word, Pseudoword, /b/ removed, 

and /v/ removed. The mean number of remaining trials and ranges for each condition 

across subjects was as follows: Active and Passive (avg = 115, [76 127], Word and 

Pseudoword (avg = 115, [62 125]), /b/ and /v/ (avg = 114, [65 122]). Finally, trials within 

each stimulus condition were averaged, creating separate ERP files for each condition.  

 

2.4.2. Time Frequency 

Individual files were re-epoched around the onsets of the noise interruption from -

1.5 to 1.5 s. Epochs with amplitude shifts larger than 200 µV in any channel were 

rejected, and trials were sorted into the conditions mentioned above. The remaining mean 

number of trials and ranges across subjects were: Active (avg = 110, [74 123]), Passive 

(avg = 108, [78 120]), Word (avg = 110, [80 121]), Pseudoword (avg = 109, [88 121]), /b/ 
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(avg = 109, [84 121]), and /v/ (avg = 110, [90 121]). Event-related spectral perturbation 

(ERSP, spectral power) and inter-trial phase coherence (ITPC, phase-locking) 

spectrograms were generated for each condition, channel, and subject using the timef.m 

function of the EEGLAB toolbox. We examined activity between -1500 and 1500 ms 

relative to the onset of the noise interruption for the 4 – 50 Hz frequency range. The 

analysis used a sinusoidal wavelet-based Discrete Fourier transform (DFT) of the time-

domain signal (512-ms Hanning window, 10 ms and 1 Hz steps) with two cycles at the 

lowest frequency, increasing linearly to 5 cycles at the highest frequency. As frequency 

increases, the window size linearly decreases. For the ERSP analysis, post-stimulus 

activity was baselined to the pre-interruption onset in the period spanning from -1500 to -

875 ms. 

 

2.5. Statistical Analyses 

2.5.1. Behavioral 

Logfiles of participants’ responses were transferred to Excel spreadsheets, which 

were then parsed using custom MATLAB code. Participants’ responses were categorized 

according to whether they responded “continuous” or “interrupted.” A table containing 

information about the lexical condition (word or pseudoword), the phoneme removed (/b/ 

or /v/), the response, and response time (RT) for each trial was created for each 

participant. Response times were converted into milliseconds and subsequently 

logarithmically transformed to normalize the data distribution. 

 

For statistical analysis, we created a binomial distribution of the response data, 

such that a “continuous” response was coded as 1 and “interrupted” responses were 

coded as 0.  Using R Studio (R version 4.3.2) and the lme4 package (Bates et al., 2015), 

we fitted Generalized Linear Mixed-Effects Models (GLMMs) to the data using logistic 

regression, since we coded the response data in a binomial manner.  

 

First, we conducted a mixed effects binomial linear regression on the data to 

examine whether language experience (monolingual or bilingual), lexical condition (word 

or pseudoword) and phoneme (/b/ or /v/ removed) predict subjects’ perception of the 

illusion. Using the function glmer, the formula was “continuous” perception ~ Language 

Experience * Lexical Condition * Phoneme Removed + 1|SubjectID. We also utilized the 

bobyqa optimizer.  

 

A similar mixed effects linear regression was run on the RT data to examine 

whether language experience, lexical condition, phoneme, and response type (perceived 

“continuous” or “interrupted”) predict subjects’ response time. Using the function lmer, 

the formula was RT ~ Language Experience * Lexical Condition * Phoneme Removed * 

Response + 1|SubjectID. For both the RT and response models, the emmeans package 

(Lenth, 2024) was used to further investigate any interaction effects, and multiple 

comparisons of these post-hoc tests were controlled for via Bonferroni correction. 

 

2.5.2. EEG 

ERP amplitude differences between bilinguals and monolinguals for each 

condition were examined using the nonparametric cluster-based permutation test (CBPT; 
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Maris & Oostenveld, 2007; Oostenveld et al., 2011) as implemented in the FieldTrip 

toolbox. The CBPT considers activity at all time-points and channels. For the ERP data, 

the CBPT identifies significantly different EEG amplitudes between the groups using 

independent-samples t-tests at each data point (alpha = 0.05). These significant points are 

grouped into continuous clusters based on their spatial and temporal adjacency. Within 

each cluster, the t-statistics for each time-channel sample are summed. To create the null 

distribution, this process is repeated for each resampling of the data, for a total of 2000 

permutations (Monte Carlo simulation). For each permutation, the largest cluster t-

statistic sum is recorded. The summed t-statistics for each cluster in the real data are then 

compared against this null distribution, using an alpha value of 0.05. Clusters that exceed 

this alpha value are considered to be significantly different between the groups being 

compared (i.e., Monolinguals vs. Bilinguals for Active, Passive, Word, Pseudoword, /b/, 

and /v/). 

To statistically test for group differences in the time-frequency data (i.e., the 

spectral power and phase-locking data) for each condition, a nonparametric permutation 

test was used at each time and frequency bin of the channel spectrograms. All channels 

were included in the resampling process to control for multiple comparisons (refer to 

Chau et al., 2004, for a detailed description of this method). The data were normalized 

into decibels (dB) by computing the ratio of post-stimulus to pre-stimulus values, then 

taking the logarithm. At each time-frequency point and for each channel, an independent-

samples t-test was performed. Null distributions were generated from a 325-ms period 

before the acoustic stimulus (from -1500 to -875 ms, with a 10 ms temporal resolution 

and 1 Hz spectral resolution), using maximum values obtained from repeated resampling 

of the data (2000 permutations, significance level set at p = 0.05). The t-statistics for each 

time-frequency point at each channel in the real data were then compared against this null 

distribution, using an alpha value of 0.05. Data points that exceed this alpha value are 

considered to be significantly different between the groups being compared. 

3. Results 

3.1. Behavioral 

The primary binomial linear regression analysis was performed to examine how 

language experience, lexical condition, and phoneme removed impact perception of the 

illusion. For this model, Word, Monolingual, and /b/ were set as the referent levels. 

Results from the model predicting subjects’ perception of the illusion (i.e., “continuous” 

response) can be seen in Figure 1 and Table 2.  

Table 2: Results from binomial linear regression model predicting perception of the 

illusion, with factors of lexical condition, language group, and phoneme removed. 

Fixed Effect Estimate SDE Statistic p-value 

95% CI 

(LL) 

95% CI 

(UL) 

(Intercept) -0.07 

0.2

8 -0.27 0.79 -0.63 0.47 
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Pseudoword 1.24 

0.1

4 9.11 

<0.001

*** 0.97 1.5 

Bilingual 0.54 0.4 1.36 0.18 -0.24 1.32 

/v/ 0.07 

0.1

2 0.53 0.6 -0.18 0.31 

Pseudoword: 

Bilingual -1.23 

0.1

8 -6.72 

<0.001

*** -1.59 -0.87 

Pseudoword:/v/ -0.26 

0.1

9 -1.4 0.16 -0.63 0.12 

Bilingual:/v/ 0.11 

0.1

7 0.65 0.52 -0.23 0.45 

Pseudoword: 

Bilingual:/v/ 0.13 

0.2

6 0.52 0.61 -0.37 0.63 
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Figure 1:Three-way interaction between lexical condition, language group, and phoneme 

removed. Y-axis indicates the average frequency of perceiving degraded speech as 

continuous.  

The model revealed a significant main effect of Pseudoword with a positive 

estimate value, suggesting that compared to words, pseudowords predict greater 

perception of continuity (see Figure 2). Additionally, there was also a negative significant 

two-way interaction between Language Group and Lexical Type. To further understand 

the two-way interaction, we conducted post-hoc pairwise contrasts and plotted these 

results using the emmeans library in R. As shown in Table 3 and Figure 2 below, only the 

contrast between Pseudoword and Word for English monolinguals yielded a statistically 

significant result, indicating that English monolinguals were significantly more likely to 

perceive Pseudowords as continuous compared to Words. However, the bilinguals did not 

show a significant difference in continuity perception between Words and Pseudowords, 

and no group differences were observed within the Word and Pseudoword conditions. 

Table 3: Post-hoc pairwise contrast between language group and lexical condition. 

Language Group 

Lexical 

Condition Contrast 

Estim

ate SE 

z 

rati

o p-value 

English 

Monolingual  

Pseudoword-

Word 1.1 1.0 

11.6

1 

<0.001

*** 
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Spanish-English 

Bilingual  

Pseudoword-

Word -0.06 

0.0

9 

-

0.67 1.0 

 Word 

Bilingual - 

Monolingual 0.59 

0.3

9 1.53 0.5 

 Pseudoword 

Bilingual - 

Monolingual -0.57 

0.3

9 

-

1.46 0.58 

 

 

Figure 2: Estimated marginal means from the continuous perception model depicting the 

interaction between lexical condition and language group.  

The second linear regression analysis was performed to examine if lexical 

condition, language group, the phoneme removed, and perception of stimuli (as 

continuous or interrupted) influenced response time. For this model, Word, Monolingual, 

and /b/ were set as the referent levels for the outcome measure. Results from the model 

predicting subjects’ response time can be seen in Table 4.  

 



75 
 

Table 4: Linear regression model predicting RT, with factors language group, lexical 

condition, phoneme removed, and response. 

Fixed Effect Estimate SDE Statistic p-value 

95% CI 

(LL) 

95% CI 

(UL) 

(Intercept) 8.16 0.03 264.98 0 8.09 8.22 

Interrupted -0.02 0.01 -1.52 0.13 -0.05 0.01 

Pseudoword 0.01 0.01 1.1 0.27 -0.01 0.04 

Bilingual -0.09 0.04 -2.07 0.05* -0.18 0 

/v/ 0.01 0.01 0.95 0.34 -0.01 0.04 

Interrupted:Pseudow

ord 0.05 0.02 2.11 0.04* 0 0.09 

Interrupted:Bilingual 0.06 0.02 2.77 0.006** 0.02 0.1 

Pseudoword:Bilingu

al 0.05 0.02 2.77 0.006** 0.02 0.09 

Interrupted:/v/ -0.03 0.02 -1.29 0.2 -0.07 0.01 

Pseudoword:/v/ -0.01 0.02 -0.42 0.68 -0.04 0.03 

Bilingual:/v/ 0.01 0.02 0.56 0.58 -0.03 0.05 

Interrupted:Pseudow

ord:Bilingual -0.1 0.03 -3.23 0.001** -0.16 -0.04 

Interrupted: 

Pseudoword:/v/ 0.06 0.03 2.03 0.04* 0 0.12 

Interrupted:Bilingual

:/v/ -0.02 0.03 -0.66 0.51 -0.08 0.04 

Pseudoword:Bilingu

al:/v/ -0.01 0.03 -0.5 0.61 -0.06 0.04 

Interrupted:Pseudow

ord:Bilingual:/v/ 0.01 0.04 0.16 0.87 -0.08 0.09 
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Firstly, the model revealed a significant main effect for the Bilingual group, 

indicated by a negative estimate value. This suggests that bilinguals, compared to 

monolinguals, have shorter response times overall. However, two significant two-way 

interactions (one between the perception of speech and group, and another between 

lexical type and group) as well as a significant three-way interaction involving group, 

complicate the interpretation of this main effect. These interactions suggest that the 

relationship between bilingualism and response times is influenced by how speech is 

perceived and the type of stimuli. Post-hoc pairwise contrasts delve further into these 

interactions. Starting with the interaction between language group and response, pairwise 

comparisons yielded no significant contrasts (see Figure 3). Despite the presence of a 

two-way interaction in the original model, these pairwise comparisons did not reveal 

significant contrasts, indicating that the interaction effect might be more nuanced or that 

additional factors influenced response time. 

 

Figure 3: Estimated marginal means from the RT model depicting the interaction 

between response and language group. 

The interaction between language group and lexical condition are visualized in 

Figure 4. Post-hoc pairwise comparisons yielded no significant differences in response 

times between bilinguals and monolinguals for either words or pseudowords. Both 

monolingual and bilingual groups exhibited significantly longer response times for 

pseudowords compared to words. Monolinguals showed a slightly larger effect 

(monolingual: B = 0.0491, SE = 0.00765, p < .0001; bilingual: B = 0.0465, SE = 

0.00735, p < .0001). This indicates that pseudowords consistently elicit longer response 
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times across both language groups, with a slightly more pronounced effect for 

monolinguals. 

 

Figure 4: Estimated marginal means from the RT model depicting the interaction between 

lexical condition and language group 

The RT model also revealed a significant two-way interaction between response 

and lexical condition (see Figure 5). Pairwise contrasts revealed the following significant 

comparisons: for continuous responses, there was a statistically significant difference (B 

= 0.0329, SE = 0.00656, p < 0.0001) when comparing pseudowords to words. For 

interrupted responses, there was also a statistically significant difference (B = 0.0628, SE 

= 0.00856, p < 0.0001) when comparing pseudowords to words. However, when 

participants perceived the stimulus as interrupted, there was a larger difference in RTs 

between pseudoword and word stimuli than when they perceived the stimulus as 

continuous. 
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Figure 5: Estimated marginal means from the RT model depicting the interaction 

between response and lexical condition. 

 Lastly, there were two three-way interactions between 1) response, lexical 

condition, and language group (Figure 6) and 2) response, lexical condition, and 

phoneme removed (Figure 7). Starting with the first of the two, post-hoc pairwise 

comparisons revealed the following: For the monolinguals, interrupted pseudowords had 

longer RTs than continuous pseudowords (B = 0.04, SE = 0.01, p = 0.008), but this 

pattern is reversed in the word condition (B = -0.04, SE = 0.01, p = 0.01). However, we 

observed a different pattern of results for the bilinguals, such that interrupted 

pseudowords were not significant in RT from continuous pseudowords (B = -0.05, SE = 

0.01, p = 1.00). Similarly, bilinguals also did not show significant differences in RT 

between interrupted and continuous words (B = 0.01, SE = 0.01, p = 1.00). Bilinguals 

also exhibited longer RTs for continuous pseudowords compared to continuous words (B 

= 0.06, SE = 0.01, p < 0.001), and for interrupted pseudowords and interrupted words (B 

= 0.04, SE = 0.01, p = 0.02). However, monolinguals only exhibited significantly longer 

RT for interrupted pseudowords compared to interrupted words (B = 0.09, SE = 0.01, p < 

0.001). 
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Figure 6: Estimated marginal means from the RT model depicting the three-way 

interaction between response, language group, and lexical condition. 

 Lastly, the three-way interaction between response, lexical condition, and 

phoneme removed can be seen in Figure 7. Pseudowords where a /v/ had been removed 

resulted in significantly longer RTs when perceived as interrupted compared to 

continuous (B = 0.03, SE = 0.01, p = 0.03), but this is not seen for pseudowords where a 

/b/ had been removed. Pseudowords with a /b/ removed that were perceived as 

continuous had significantly longer RTs than a continuous word with a /b/ removed (B = 

0.04, SE = 0.01, p = <0.001); however, this was significant difference was not found for 

continuous pseudowords compared to continuous words with a /v/ removed. When /b/ or 

/v/ were removed from interrupted pseudowords, response times were longer compared to 

interrupted words, with the removal of /v/ resulting in slightly longer response times (/b/: 

(B = 0.04, SE = 0.01, p = 0.02); v: (B = 0.09, SE = 0.01, p < 0.001).  
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Figure 7: Estimated marginal means from the RT model depicting the three-way 

interaction between response, phoneme removed, and lexical condition. 

3.2. ERPs 

The cluster-based permutation tests conducted on ERP data revealed no 

significant group effects in ERP amplitude for any condition.  

3.3. Spectral Power 

 We conducted permutation tests to determine the time and frequency range that 

showed significant group (Bilingual vs. Monolingual) differences in spectral power 

separately for each condition (Active, Passive, Word, Pseudoword, /b/, and /v/).   

For the Active condition, Figure 8 depicts the significant differences in spectral 

power between bilinguals and monolinguals, as well as the group difference topographies 

of alpha (9-15 Hz, at -95 ms and 455 ms) and beta (12-30 Hz at 605 ms) power. We 

observed greater alpha suppression for bilinguals than monolinguals approximately 100 

ms before the onset of the noise interruption; this alpha effect is observed over bilateral 

parietal scalp sites. Additionally, there was a subsequent increase in alpha suppression for 

bilinguals around 450 ms, also observed over bilateral parietal scalp sites. The results 

also revealed a significant reduction in beta power around 600 ms after the onset of the 

interruption in bilateral central electrodes.  
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Figure 8: Spectral Power for Active Condition. The top spectrogram shows the raw 

power difference between groups; the bottom spectrograms indicate the data points 

where there was a significant difference between groups (p < 0.05). Time 0 ms is the 

onset of the noise interruption. The topographies show the raw group difference in power 

at peak time points.  

For the Passive condition, we observed significantly greater theta power (4-8 Hz, 

~0 ms) for bilinguals compared to monolinguals, specifically around the onset of the 

noise interruption (see Figure 9). The topography illustrates this theta power group 

difference, which is especially strong in fronto-central electrodes. 
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Figure 9: Spectral Power for Passive Condition 

 

In the Word condition (see Figure 10), greater alpha power suppression for 

bilinguals than monolinguals was observed at several time points (i.e., coinciding with 

the onset of the noise interruption, as well as at approx. 450 and 950 ms following the 

noise interruption). The initial alpha effect at the noise interruption onset is then followed 

by bursts of gamma power enhancement (> 30 Hz, at 385 ms, 400 ms, and 710 ms) that 

temporally alternate with bursts of greater alpha suppression for bilinguals. The 

topographies show that pre-onset alpha power group difference is predominantly right-

lateralized in parieto-occipital and temporal electrodes. Gamma enhancement is observed 

to be left-lateralized over temporal scalp sites, whereas later alpha suppression is evident 

in left centroparietal electrodes. 
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Figure 10: Spectral Power for Word Condition 

Figure 11 shows the significant group differences in spectral power for the 

Pseudoword condition. There is significantly greater theta enhancement for bilinguals 

than monolinguals around the onset of the interruption. The topographies display this 

theta power group difference in fronto-central electrodes.  Additionally, relative to 

monolinguals, the bilinguals had enhanced gamma power in bilateral frontal channels, 

occurring between approximately 400 and 750 ms after noise interruption onset. 
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Figure 11: Spectral Power for Pseudoword Condition 

 

Similarly, for the /b/ condition, significant group differences in theta power can be 

observed approximately around the interruption onset, as highlighted in the spectrograms 

(see Figure 12). Specifically, the bilinguals exhibited greater theta power at the noise 

interruption onset than the monolinguals. The topography shows that this theta power 

group difference predominantly occurs over central sites.  
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Figure 12: Spectral Power for /b/ Condition 

 

Lastly, for the /v/ condition, we observed significant group differences in theta, 

alpha, and gamma power (see Figure 13). First, the spectrograms show spectral power 

differences of alpha suppression (in right temporo-parietal electrodes) and increased theta 

power (in fronto-central channels) around the onset of the interruption; these effects were 

stronger for bilinguals than monolinguals. This is then followed by enhanced gamma 

power around 300 ms (in left-lateralized frontal channels) for bilinguals and ending with 

enhanced alpha power around 900 ms for bilinguals. This alpha enhancement for 

bilinguals is evident in left central electrodes (700 ms) and in right parieto-occipital 

electrodes (900 ms). 
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Figure 13: Spectral Power for /v/ Condition 

3.4. Phase-Locking 

We conducted permutation tests to determine the time and frequency range that 

showed significant group (Bilingual vs. Monolingual) differences in phase-locking 

separately for each condition (Active, Passive, Word, Pseudoword, /b/, and /v/). 
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Starting with the Active condition (Figure 14), relative to the monolinguals, there 

is an increase in theta phase-locking in the bilingual group at the onset of the interruption. 

The topography conveys enhanced theta phase-locking in occipital, left-parietal, and 

right-frontal electrodes for bilinguals.  

 

Figure 14: Phase-locking for Active Condition The top spectrogram shows the raw 

phase-locking difference between groups; the bottom spectrograms indicate the data 

points where there was a significant difference between groups (p < 0.05). Time 0 ms is 

the onset of the noise interruption. The topographies show the raw group difference in 

phase-locking at peak time points.  

The Passive condition (see Figure 15) displays an increase in theta/alpha phase-

locking for bilinguals around 200 ms after the noise interruption. The topography 

illustrates enhanced theta in bilinguals in left-lateralized centrotemporal channels. 
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Figure 15: Phase-locking for Passive Condition 

 

The /b/ condition (see Figure 16) once again displays an increase in theta phase-

locking for bilinguals at the onset of the interruption and shortly thereafter. Bilinguals 

exhibited enhanced theta in left frontotemporal and right parietal channels at the onset, 

followed by greater theta in right frontotemporal and parietal channels, as seen in the 

topographies. 
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Figure 16: Phase-locking for /b/ Condition 

Similarly, in the /v/ condition (see Figure 17), there is an increase in theta phase-

locking for bilinguals at the onset of the interruption. Just as with the /b/ topography, the 

/v/ topography shows enhanced theta phase-locking in right frontotemporal and right 

parietal channels at the onset of the interruption for bilinguals (at approx. 75 ms). Notably 

in the Active condition, the theta phase-locking effect had a similar topography, whereby 

bilinguals also exhibit enhanced theta phase-locking in left-parietal and right-frontal 

electrodes. 
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Figure 17: Phase-locking for the /v/ Condition 

 

In the Word condition, there was an increase in theta-phase locking for bilinguals 

at the onset of the interruption. The topographies for this condition were more complex, 

with bilinguals exhibiting greater theta activity in left frontal, right frontotemporal, and 

parietooccipital channels. 
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Figure 18: Phase-locking for Word Condition 

 

 Lastly, in the Pseudoword condition, there were no significant differences in 

phase-locking found between groups (no figures are presented). 

4. Discussion 

 The phonemic restoration illusion is an auditory phenomenon where listeners 

perceptually fill in an interrupted speech signal with the missing phoneme (Warren, 

1970). Prior research has shown that various top-down and bottom-up factors impact the 

degree to which listeners experience the illusion. However, most research on the 
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phonemic restoration effect has focused on native English speakers, with limited studies 

exploring how bilinguals experience this illusion (see Ishida and Arai (2016), who 

examined the perception of degraded speech in various bottom-up and top-down contexts 

among Japanese-English bilinguals). Furthermore, there is a notable gap concerning the 

underlying neural mechanisms of the illusion in bilinguals. Thus, this study’s purpose 

was to better understand the effect of bilingualism on experiencing the phonemic 

restoration illusion and its underlying neural mechanisms. 

 We found significant differences between groups in both spectral power and 

phase-locking for each condition. Of importance is that for most conditions, bilinguals 

demonstrated an increase in theta response at the onset of the interruption for both 

spectral power and phase-locking. Only in the Passive condition did it differ in phase-

locking results, with an increase in alpha around the onset. Alpha enhancement is 

associated with neural inhibition, suggesting perhaps that bilinguals are more likely to 

suppress auditory interruptions to focus on the visual silent movie during the Passive task 

(Jensen et al., 2002; Obleser & Weisz, 2012; Pfurtscheller et al., 1996). While prior 

research has indicated that theta power and phase-locking reduction reflects greater 

illusion perception (Riecke et al., 2009; Shahin et al., 2012), we cannot make these 

conclusions since there was no behavioral data collected during EEG recording. 

However, we did obtain behavioral results of illusion perception in the behavioral block. 

These results indicated a two-way interaction between lexical condition (Word or 

Pseudoword) and language group, such that monolinguals were more likely to fill-in 

pseudowords than words. Between language groups, there was no significant difference. 

In this case, we could expect to not see differences in theta power or phase-locking 

between groups for Word and Pseudoword conditions. However, looking at the spectral 

and phase-locking results for the Word condition, we observed greater theta phase-

locking, enhanced alpha suppression, and gamma enhancement for bilinguals than 

monolinguals.  

 A possible explanation of this enhanced theta response could be that bilinguals 

have greater sensitivity to low-level acoustic cues, such as noise, resulting in stronger 

encoding of the interruption, compared to monolinguals. Because of this, they are more 

likely to heed attention to disruptions and noise which leads to stronger encoding of these 

bottom-up cues (Krizman et al., 2012; Skoe et al., 2017). Another possibility is that 

bilinguals are more likely to anticipate the onset of the interruption, which results in 

greater alpha suppression pre-onset and greater theta at the onset. Prior research has 

shown that anticipation results in enhanced alpha desynchronization (Foxe et al., 1998; 

Rohenkohl & Nobre, 2011; Simonet et al., 2019). From the “bilingual advantage” 

literature, there has been mixed results regarding bilingual performance in anticipatory 

tasks, with some research suggesting bilinguals outperform monolinguals in reaction time 

and accuracy on these tasks, and others finding that bilinguals perform worse than 

monolinguals (Amrhein, 1999; Bonifacci et al., 2011; Desideri & Bonifacci, 2018).  

 The pattern of greater alpha suppression followed by enhanced gamma after the 

onset of the interruption was found to be most distinct in the Word and /v/ conditions. 

This pattern has been found to indicate speech processing (Bauer et al., 2014; Nourski et 

al., 2022). Additionally, enhanced gamma has also been associated with the concept of 
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binding, the brain’s ability to join certain features together (Tallon-Baudry & Bertrand, 

1999; Tseng et al., 2016; White et al., 2018). Furthermore, the topographies for the Word 

and /v/ conditions suggest the involvement of motor regions, indicating that bilinguals 

engage motor areas more extensively than monolinguals. This aligns with the motor 

theory of speech perception, that speech perception is inherently connected to the 

mechanisms involved in speech production (Liberman et al., 1967; Liberman & 

Mattingly, 1985). According to this theory, hearing speech sounds triggers a mental 

production of the motor movements required to produce those sounds. Thus, in the 

present study, once a possible phoneme to fill-in the interruption has been selected, 

recruitment of motor regions occurs, followed by a binding of the phoneme with the rest 

of the word, which is reflected in the increased gamma activity.  

 We also see in the Pseudoword condition that while there is no enhanced alpha 

suppression, there is an increase in gamma power for bilinguals. This could be because 

pseudowords do not exist in the mental lexicon, resulting in less top-down recruitment 

compared to the Word condition. Perhaps due to this lack of being able to rely on top-

down information, this results in a need for greater binding to occur, resulting in an 

increase in gamma. However, behaviorally, we did not find significant differences 

between groups in how pseudowords were perceived. Similar behavioral results were 

observed in Ishida and Arai (2016), where Japanese-English bilinguals exhibited no 

behavioral differences between lexical condition when restoring degraded speech. 

 Furthermore, in the Active condition, we observed greater alpha power 

suppression, followed by a more pronounced decrease in beta power occurring 500 ms 

after the noise onset for bilinguals. Desynchronization in the beta-band is often associated 

with recruitment of motor activity (Bartoli et al., 2016; Protzak & Gramann, 2021; 

Tzagarakis et al., 2010), once again aligning with the motor theory of speech perception, 

which suggests that motor regions are involved when processing speech (Liberman et al., 

1967; Liberman & Mattingly, 1985). Within bilinguals, it has been suggested that more 

stress is placed upon the motor regions during speech perception, due to the complexities 

of learning to speak two languages (Simmonds et al., 2011). This might explain the 

greater decrease in beta activity observed among bilinguals, as these individuals may rely 

more heavily on motor involvement to accurately perceive speech. 

Given these various findings, I suggest the following schematic to better 

understand the processes taking place between groups in various conditions (see Figure 

19). This illustrates the differences in the processes that occur in bilinguals versus 

monolinguals when perceiving degraded speech, starting from the onset of the 

interruption at time 0 ms. The figure highlights differences in spectral power, as all 

conditions exhibited very similar phase-locking results of increased theta-phase locking 

at the noise onset (except for in the Pseudoword condition where there were no 

significant group differences in phase-locking). 
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Figure 19: Schematic of proposed processes occurring in bilinguals when encountering 

degraded speech in various contexts. Descriptions describe bilingual processes relative 

to monolingual processes. 

Starting before the interruption onset, in Active, Word, and /v/ conditions, 

bilinguals have greater alpha suppression, suggesting a degree of anticipation of 

perceiving the interruption. Given the complexity of these conditions—Active requires 

attention, Word involves lexical information, and /v/ is assumed to have a weaker 

phonetic weight for bilinguals—it is likely that bilinguals allocate more attention and 

engage more top-down processes for these conditions. This heightened cognitive demand 

could lead to greater expectation in these scenarios. Once encountering the interruption, 

there is an increase in theta response for bilinguals across all conditions, due to their 

greater sensitivity to bottom-up acoustic information. In the Word and /v/ conditions, 

bilinguals recruit top-down lexical networks to a greater extent than monolinguals, to fill 

in the gap after encountering the interruption. The complex phase-locking topographies in 

these conditions highlight this reliance on higher-level networks. This increased 

engagement of higher-level processes leads to greater alpha suppression. This is then 

followed by an increase in gamma power, suggesting that binding occurs between the 

missing phoneme and the target speech.  In the Active condition, we instead see a 

decrease in beta-band activity, with no alpha suppression or gamma enhancement. As 

mentioned before, the results across these conditions could reflect stronger reliance upon 

top-down processes or engagement of motor processes. This suggests that stronger 

demands on placed on the motor and sensory regions in bilinguals due to learning how to 

articulate phonemes across two languages (Simmonds et al., 2011). Additionally, this 

decrease in beta-band activity could be attributed to bilinguals needing to inhibit one of 

their languages in certain contexts, a challenge monolinguals do not face. Prior research 

demonstrates that bilinguals activate both of their languages when listening to speech, 

and thus, they need to inhibit the non-target language to successfully select the intended 

speech in the target language (Kroll et al., 2008; Levy et al., 2007; Marian & Spivey, 

2003; Spivey & Marian, 1999). Previous studies have demonstrated that bilinguals show 

beta reduction and increased alpha suppression during tasks involving code-switching, 
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suggesting that inhibiting one language may contribute to these neural changes (Geng et 

al., 2022; Timofeeva et al., 2023; Tomić & Kaan, 2022). In this study, since all the 

stimuli were in English and followed English phonotactics, it is possible that bilinguals 

needed to inhibit their Spanish during the conditions that required greater top-down 

recruitment. 

For the Passive, Pseudoword, and /b/ conditions, we only noticed an increase in 

theta power at the onset of the interruption. Only in the Pseudoword condition was this 

followed by enhanced gamma, once again suggesting binding. Since pseudowords are not 

real words, there is less reliance on lexical knowledge. This explains the lack of enhanced 

alpha suppression, as higher-level processes are not engaged.  

5. Conclusion 

 The current findings enhance our understanding of the mechanisms by which top-

down and bottom-up factors modulate phonemic restoration in bilinguals. Although the 

results from this study are not entirely conclusive in explaining how bilinguals fill in 

degraded speech differently from monolingual listeners, the current results still shed light 

on the complex nature of bilingual speech perception. Further steps include conducting a 

behavioral perception task while collecting EEG data, incorporating both words and 

pseudowords in Spanish, and examining how language context shapes perception. 
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Conclusion 

In this dissertation, I have analyzed how various top-down and bottom-up factors 

impact bilingual phonetic encoding from both behavioral and neurophysiological 

perspectives. I investigated how elements such as visual speech information, noise, 

attention and lexical knowledge influence bilinguals’ phonemic encoding. This 

dissertation centered on Spanish-English bilinguals, primarily because of notable 

disparities in Spanish and English phonology as outlined earlier in the Introduction. 

In Chapter 1, I investigated the mechanism of the McGurk illusion and the 

formation of "default" percepts in ambiguous scenarios, across words and pseudowords. 

By presenting auditory stimuli of words/pseudowords with missing phonemes, I found 

that when individuals fill-in a silent gap within a word/pseudoword with an incorrect 

phoneme, they fill-in with ‘/d/t/th/’ more often than the other phonemes—especially for 

pseudowords. I found that when a viseme is ambiguous and not clearly discernible, this 

led to a failure in phonemic encoding by the visual cortex. As a result, the auditory 

system defaults to the naturally dominant and heavily weighted percept of ‘/d/t/th/.’ 

Although this research did not specifically target bilinguals, it offered valuable insights 

into the processes of audiovisual speech perception, which is essential for discerning 

differences between bilinguals and monolinguals.  

It is important to note, that Chapter 1 did not consider how prior knowledge and 

probabilistic models account for defaulting to perceiving ‘d/t/th’ in ambiguous situations. 

The Fuzzy Logical Model of Perception (FLMP) is a psycholinguistic theory that 

emphasizes that the brain uses probabilistic, rather than deterministic, processes to 

combine information from multiple sensory modalities (Massaro, 1987a, 1987b; Oden & 

Massaro, 1978). Under the FLMP, the information from the visual and auditory 

modalities are represented with varying degrees of certainty. Perception is determined by 

combining the information from both modalities. This involves calculating the degree of 

support for each possible phoneme from both modalities and then integrating these 

degrees to arrive at the most likely perceptual outcome. Future work should consider how 

FLMP and Bayesian models could possibly account for defaulting to certain phonemes 

under ambiguous speech contexts. 

Chapter 2 delved deeper into audiovisual speech perception to explore its 

influence on the phonetic encoding of specific phonemes among Spanish-English 

bilinguals. Using a /va/ to /ba/-like continuum, I behaviorally measured how language 

experience modulates phonetic perception in auditory and audiovisual (AV) contexts, 

given that Spanish phonology does not distinguish between /b/ and /v/ unlike English. 

Participants were presented with AV congruent (e.g., auditory-ba paired with visual-ba), 

AV incongruent (e.g., auditory-ba paired with visual-va), and auditory-only stimuli and 

were asked to report what they heard. I found that in an auditory-only setting, lower 

English dominance resulted in greater perception of ‘ba,’ only when a /va/ was played. 

Additionally, for ‘va’ perception, weaker English dominance resulting in less ‘va’ 

perception, when a /va/ was presented. However, as the continuum shifted more towards 

/ba/, we found that less English dominance resulted in an increase in ‘va’ perception, 

suggesting that under ambiguous phonetic situations, individuals with lower English 
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dominance shift their phonetic boundaries to adjust for an English context. In audiovisual 

contexts, bilinguals were more susceptible to visual influence, especially when the 

auditory stimulus was a /va/. This study highlighted the complex relationship between 

language dominance and phonetic perception in bilingual individuals. 

Finally, in Chapter 3, I investigated the neural mechanisms that underlie the 

phonemic restoration effect—a phenomenon where listeners can perceptually fill in 

degraded speech signals despite extraneous interruptions (Warren, 1970)—between 

Spanish-English bilinguals and English monolinguals. I also explored the influence of 

top-down effects such as attention and lexical condition (word/pseudoword), as well as 

bottom-up acoustic factors of the phoneme omitted, on the neural mechanisms involved 

in the restoration of degraded speech, along with the perceptual ability of restoring 

speech. I found that at the onset of an interruption in speech, bilinguals exhibited 

increased theta power and phase-locking across lexical condition, whether a /b/ or /v/ 

phoneme was removed, and when attention was employed, suggesting greater sensitivity 

to bottom-up acoustic information for bilinguals. Additionally, this was followed with 

bilinguals showing greater alpha suppression and enhanced gamma in Active, Word, and 

/v/ conditions. Given the complexity of these conditions—Active requires attention, 

Word involves lexical information, and /v/ is assumed to have a weaker phonetic weight 

for bilinguals—this indicates that compared to monolinguals, bilinguals potentially rely 

more heavily on top-down lexical knowledge and show an increase in binding between 

the missing phoneme and the target speech. 

Overall, this dissertation contributes to our understanding of how bilingualism 

impacts speech perception and how bottom-up and top-down factors interact within 

bilinguals compared to monolinguals. These experiments have shed light on how the 

unique experience of being bilingual impacts speech perception, examining both the 

behavioral and neural manifestations in bilingual individuals. Through a series of 

behavioral and neurophysiological studies, it becomes evident that bilinguals' phonemic 

perception is intricately influenced by language experience, visual context, top-down 

factors, and phonological inventory.  

Additionally, the experiments in this dissertation contribute to our understanding 

of the mechanisms behind speech perception in ambiguous situations. When we 

encounter degraded speech, our brain initially tries to fill in the missing speech sounds, as 

demonstrated by the phenomenon of phonemic restoration. This suggests that phonemic 

restoration is a primary repair mechanism, occurring at a low-level auditory processing 

stage, since similar processes have been observed in non-speech situations. If the brain 

cannot adequately fill in the missing phoneme using phonemic restoration, it may default 

to substituting sounds like 'd/t/th,' as observed in Chapter 1. This indicates a secondary 

repair strategy, where the brain attempts to compensate for the unclear input by using 

common phonetic patterns. In cases where neither phonemic restoration nor defaulting 

occurs, the degraded speech is perceived as it is, with the gap being encoded and the 

missing phoneme left unfilled. This sequence of strategies highlights the brain's 

adaptability in handling incomplete auditory information. 
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A key question that remains in the field of bilingual research is determining the 

best measure to use when studying bilinguals. There is considerable debate over the most 

effective method to identify bilingual differences, with factors such as age of acquisition, 

literacy, language dominance, vocabulary size, and more being considered (Backer & 

Bortfeld, 2021). In my dissertation, I used a scale of language dominance to assess 

participants in Chapter 2, while in Chapter 3, I categorized participants into bilingual or 

monolingual groups. Although my dissertation does not provide a definitive answer to the 

best measure, it is crucial to acknowledge that bilinguals are not a homogeneous group. 

To better understand the effects of bilingualism, we must recognize the individual 

differences across various language factors among bilinguals. Ideally, my dissertation 

would have included a broader range of measures, such as literacy tests in both 

languages, vocabulary size assessments, and an understanding of language use, among 

others. 

As the population of bilinguals continues to grow in the United States, 

understanding the distinctive aspects of bilingual language processing becomes 

increasingly important. Such insights are crucial for evaluating the potential of bilingual 

immersion programs in American education and their implications. Educators focusing 

on heritage and bilingual language pedagogy benefit from bilingual research, particularly 

given the expanding bilingual population in the US. As this population grows, 

comprehending the effects of bilingualism becomes imperative for adapting educational 

practices to effectively accommodate linguistic diversity.  
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