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Abstract

Exploring Galactic Nuclei with Tidal Disruption Events

by

Brenna Mockler

One of the most promising avenues for studying supermassive black holes

(SMBHs) in the local Universe is through tidal disruption events (TDEs). TDEs occur

when unlucky stars pass too close to a black hole and are torn apart and consumed.

This often pushes the black holes to their critical Eddington limits, outshining their

galactic centers and encoding the resultant light curves with a wealth of information

about the disrupter and disruptee (e.g. Rees 1988). Observations of TDEs are quickly

becoming commonplace (e.g. van Velzen et al. 2020), with over 50 confirmed disruptions

discovered in the last decade, and thousands more expected to be observed by upcoming

time-domain surveys such as the Vera Rubin Observatory. These phenomena provide

an exciting opportunity to study SMBHs in quiescent galaxies, the stellar populations

in galactic nuclei, and the physics of black hole accretion under well defined conditions.

In this thesis I develop a new model for the light curves of tidal disruption events, and

combine it with data from observed tidal disruption events and dynamical models of

galactic nuclei to learn about the properties and evolution of the supermassive black

holes at the centers of galaxies as well as the stars that surround them.

I first describe the components of the light curve model, and use it to fit a

population of observed TDEs. I show that the model can estimate the masses of the

disrupting black holes as well as other properties of the system. I then use energy and

xix



efficiency estimates from the models to constrain the emission mechanism, as the source

of the emission for the majority of these transients is hidden inside a layer of stellar

debris and cannot be observed directly. I compare my results to similar measurements

of active galactic nuclei. Next, I combine the light curve models with data from the

spectra and host galaxies of TDEs to put constraints on the masses of disrupted stars

for several events. I find that they have high nitrogen-to-carbon abundances, implying

stellar masses ≳ 1 − 2M⊙. These ‘moderately massive’ stars are over-represented by a

factor of ≳ 102 compared to the overall stellar population of the hosts. Finally, I explore

how SMBH binaries can increase the rates of tidal disruptions in post-merger galaxies,

and how TDEs can, in turn, help us discover SMBH binaries.
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Chapter 1

Introduction

Tidal disruptions events (TDEs) light up quiescent galaxies, exposing black

holes that are not actively accreting. The singular origin of the accreted mass makes

it possible to constrain properties of the star the mass came from, and also makes it

simpler to constrain the total amount of mass available to be accreted, as it is limited

by the mass of the one disrupted star. These accretion events regularly bring black

holes to their Eddington limits – a black hole’s theoretical maximum accretion limit –

probing the growth constraints of supermassive black holes.

This thesis uses TDEs as tools to constrain properties of supermassive black

holes (SMBHs) and galactic nuclei, and explores the connection between the properties

and rates of TDEs and the evolution of the host galaxy. It benefited greatly from

the increase in state-of-the-art hydrodynamic simulations of tidal disruption processes,

as well as the explosion in observations of TDEs that occurred over the past 10 years.

This work seeks to synthesize these results by fitting theoretical models of light curves to
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observations, and by combining constraints from light curves, spectra, and host galaxy

observations to estimate physical quantities such as the masses of the black holes and

disrupted stars, the pericenter of the star’s orbit when it was disrupted, and the efficiency

of black hole accretion during these transient events. Before delving into the projects

that make up this thesis, I will begin with some background.

1.1 Light curve modeling of TDEs

Long before tidal disruption events were first observed, they were theorized as

a natural consequence of the co-existence of the supermassive black holes that reside

at the centers of galaxies and the nuclear star clusters that surround them (e.g. Rees

1988). If a star gets too close to its giant neighbor, the tidal forces from the SMBH

grow large enough to rip the star apart. It is possible to calculate the approximate

radius where this occurs by equating the tidal force with the self-binding energy of the

star and solving for the radius where they are equal. This ‘tidal radius’ can also be

calculated by determining the size of the sphere where, if we spread out the black hole’s

mass uniformly throughout it, the sphere’s density would match the average density of

the star (a Hill radius argument):

Mh/R
3
t = M∗/R

3
∗ (1.1)

Rt = R∗

(Mh

M∗

)1/3
(1.2)

2



It turns out that the shape and magnitude of the light curves can be reasonably well

predicted by estimating the spread in orbital energy of a star during its pericenter

passage (at the approximate point of disruption). This allowed early theoretical work

to predict some of the key signatures of these events, including their approximate peak

luminosities and decay timescales (Rees 1988; Evans & Kochanek 1989). Most stars

that get close enough to be disrupted will be on extremely high eccentricity orbits. By

approximating the orbit as parabolic (barely unbound), we can find simple relations

between the properties of the star and the black hole and the rate that mass returns

to the black hole after disruption (e.g. Kesden 2012a; Lodato et al. 2009; Guillochon &

Ramirez-Ruiz 2013, see Chapter 2.2 for more detail):

dm

dt
∝ t−5/3 (1.3)

dm

dt
∝M

−1/2
h M2

∗R
−3/2
∗ (1.4)

t ∝M
1/2
h M−1

∗ R
3/2
∗ (1.5)

Given that the luminosity generated by TDEs is powered by the mass from the disrupted

star that falls back to the black hole, a simple assumption to make is that the shape of

the light curve follows the mass fallback rate (the rate of mass return, dm
dt ). Observations

of these transients have confirmed that this assumption is generally accurate – TDE light

curves do follow the expected mass fallback rates to the black hole (e.g. Gezari et al.

2012; Mockler et al. 2019a, see Chapter 2.6.1).
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1.1.1 Converting mass to luminosity

While initial theoretical predictions for the peak luminosities and timescales

of these transients have proved impressively accurate, observations of TDEs have gen-

erated many new questions. For example, TDEs were expected to be bright at x-ray

wavelengths, similar to other accreting black holes such as active galactic nuclei (AGN),

but the majority of observed flares have been discovered by optical transient surveys.

These TDEs are emitting at temperatures between 104− 105K, much lower than would

be expected if the luminosity was coming directly from an accretion disk around a

SMBH. It is now generally assumed that much of the initial emission is reprocessed to

lower wavelengths by the significant amount of stellar debris surrounding the black hole

(the details of this process are still somewhat uncertain, Roth et al. 2016; Roth & Kasen

2018; Dai et al. 2018). The very high mass accretion rates can also push the black hole

to its Eddington limit (peak luminosities are generally within a factor of a few of LEdd,

see Chapter 3):

Ledd = 4πGMhc/κT (1.6)

where κT is the mean Thomson opacity, and the Eddington limit of a 106⊙ black hole is

approximately 1.4 × 1044 erg/s.

Because the gas from the star is expected to obscure the source of the lumi-

nosity, debate has arisen over the mechanism producing the majority of the luminosity.

The two leading theories are that it is either due to the formation and evolution of an

accretion disk close to the circularization radius of the debris (as was originally assumed,

e.g. Rees 1988; Evans & Kochanek 1989) or to the initial orbiting debris streams collid-
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ing at large radii from the black hole (e.g. Piran et al. 2015). The origin of the emission

has important implications for the mass-to-energy efficiency of these flares. Accretion

processes at small radii are expected to be significantly more efficient at producing lumi-

nosity than stream collisions farther away from the black hole, and assuming the wrong

mechanism can lead to a inaccurate estimates of the mass accreted and energy released

during these events. Chapter 3 analyzes a population of TDEs to determine trends in

the amount of energy released and the mass-to-energy efficiency of the flares to help

answer the question of how the energy is produced. We would like to use TDEs to learn

about general properties of accreting black holes (for example, to get constraints on the

efficiency of super-Eddington accretion), but to do this we must know whether we are

observing luminosity from an accretion disk or from the earlier circularization process.

Closely connected to the question of the nature of the emission mechanism is

the problem of how material from the star is able to lose energy and move from very

eccentric, high energy orbits onto more circular orbits to eventually form an accretion

disk. Regardless of the source of the initial luminosity, an accretion disk is expected to

eventually form due to the high angular momentum of the orbiting debris. However, if

the disk forms more slowly than the material returns to the black hole, the luminosity

from the disk would have no reason to trace the mass fallback rate of debris from the

black hole. If the majority of the initial luminosity is produced by the accretion disk,

and the luminosity tracks the fallback rate, this circularization of the debris from the

star to form the disk must happen on timescales shorter than the mass fallback rate

timescale. This is generally true for any emission mechanism – for the luminosity to
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track the fallback rate, the timescale of luminosity production must be shorter than the

mass fallback timescale. If the timescale of luminosity production is longer than the

timescale of mass return to the black hole, we would expect it to dominate over the

mass fallback timescale, and we would not expect the light curve to follow the mass

fallback rate to the black hole. Multiple theoretical works have shown that if the initial

pericenter passage of the star is very relativistic (with Rp of order 10Rg or less), general

relativistic precession will cause the debris stream orbits to intersect, allowing them

to quickly lose energy and circularize into a disk on much shorter timescales than the

mass fallback rate (Bonnerot et al. 2016b; Bonnerot & Lu 2020; Andalman et al. 2022).

However, we expect there to be many more shallow, partial disruptions at larger radii

than deep, relativistic disruptions close to the gravitational radius of the black hole

(assuming the dominant dynamical mechanism moving stars onto disrupting orbits is

two-body relaxation, e.g. Stone & Metzger 2016). It is possible that we are less likely

to observe these shallow encounters – either because the partial disruption of the star

does not feed enough mass to the black hole to produce a bright transient (regardless

of the emission mechanism), or because the luminosity production timescale is long

(e.g. because it is produced by a disk that takes a long time to form), and therefore

the energy released is smeared out over much longer timescales and the instantaneous

luminosity is lower (Guillochon & Ramirez-Ruiz 2015a). Either of these outcomes would

produce flares that would be more difficult to observe with wide field transient surveys.

Constraints on the black hole masses and impact parameters of disruption can help us

understand the properties and emission mechanisms of the TDEs we do observe. An
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understanding of the properties and rates of observed events can also help us understand

what flares we might be missing. Chapters 2 and 3 analyze the properties of a large

population of TDEs, and Chapter 3 estimates the pericenter and circularization radii

of the stars before disruption and the debris afterwards for the same events. Chapter 4

explores observed rates of tidal disruptions for different stellar masses versus what we

would expect from the galaxies’ stellar populations.

1.1.2 TDEs as measurements of black hole masses

For TDEs whose observed light curves do follow their mass fallback rates,

Equations 1.4 and 1.5 describe the dependence of the light curve on the mass of the

black hole. Of particular interest is the time-dependence on the black hole mass. For

most main sequence stars, the time-dependence on the mass and radius of the star

nearly cancel out, and the rise timescales of TDEs vary by less than a factor of 2 when

the stellar mass varies between 0.1 and 10 M⊙ (Guillochon & Ramirez-Ruiz 2013, see

Chapter 2.7). Because of this, we are able to use the timescales of the light curves of

these events to uniquely constrain the masses of the disrupting black holes. Chapter 2

describes in detail how we can extract black hole masses from TDE light curves. This

is particularly exciting because TDEs preferentially probe lower mass SMBHs that are

difficult to measure using dynamical mass measurement methods. The majority of

constraints we have on black hole masses below ∼ 107M⊙ come from AGN (e.g. Xiao

et al. 2011), and most galaxies do not host AGN (Greene & Ho 2007). At black hole

masses above ∼ 108M⊙, most stars will only be disrupted inside the event horizon of the

black hole, where we cannot observe their deaths (evolved stars with puffier envelopes
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can be disrupted by slightly higher mass SMBHs, but as the black hole mass increases

they too will eventually only be disrupted once they are already inside the black hole;

e.g. MacLeod et al. 2012; Kesden 2012b). Therefore, our observations of TDEs are

dominated by transients from black holes ≲ 108M⊙, in the regime where it is otherwise

difficult to measure the masses of quiescent black holes. Our understanding of how

massive black holes form and how galaxies evolve with their black holes is dependent on

our understanding of the black hole mass function, which is expected to peak at lower

masses where there are very few measurements to constrain it. TDEs have already

begun to help fill in the black hole mass function between ∼ 105M⊙ − 108M⊙, and the

expected increase in TDEs from upcoming transient surveys should provide a population

of low-mass SMBHs with masses estimated through this method.

1.2 Nuclear stellar populations and host galaxies

Tidal disruption events make it possible to study stars in the very centers

of galaxies at size scales that we cannot resolve directly outside our closest galactic

neighbors. Because of this, TDEs provide a path towards learning about the stellar

populations in galactic nuclei, and therefore also about the dynamics and star formation

history of the host galaxies.

Previous work has generally assumed that the population of stars disrupted

in TDEs follow the stellar population of the galaxy at large (with a slight dependence

on the tidal radius of the star, e.g. MacLeod et al. 2012; Stone & Metzger 2016), and

that this population in turn follows a Kroupa initial mass function (Kroupa 2001).
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The process of moving stars onto disrupting orbits is most often described through the

dynamics of two-body relaxation. For a single SMBH in a spherical stellar cusp, it is

the most efficient dynamical process for producing TDEs. Stars interact randomly with

other stars in the stellar cusp surrounding the black hole, receiving angular momentum

kicks from these interactions that change the stars’ orbital trajectories and, if they are

unlucky, send them plunging towards the central black hole (e.g. Frank & Rees 1976;

Magorrian & Tremaine 1999; Stone & Metzger 2016).

These assumptions have been challenged by population studies of the host

galaxies of TDEs and the properties of the disrupted stars, which have discovered un-

expected trends. For example, Arcavi et al. (2014); Law-Smith et al. (2017b); French

et al. (2020) showed that TDEs have a surprising preference for rare, post-starburst

host galaxies. Possible theories explaining this host galaxy preference include different

dynamical mechanisms disrupting stars in these galaxies (Arcavi et al. 2014; Madigan

et al. 2018), or very concentrated stellar cusps (Stone et al. 2018), however the problem

remains unresolved. In Chapter 4 we describe another TDE population anomaly. We

find that observed events show a preference for disrupting stars with high metallicities,

requiring masses ≳ 1 − 2M⊙ assuming normal stellar evolution.

Explaining these anomalies in the observed rates of TDEs requires understand-

ing the stellar populations in these galaxies, as well as how stars move onto disrupting

orbits in the first place. In Chapters 4 and 5 we discuss how different star formation

histories and dynamical processes can change the observed rates of TDEs, and how we

might use TDEs to learn about properties of the host galaxies.
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1.2.1 Connecting spectra to stellar composition

In TDEs, stars are pulled apart by the black hole before they are consumed.

Their outer layers are tightly bound to the black hole and consumed first, while the

core of the star is saved for last. In principle, this stellar dissection makes it possible

to study different layers of the star individually as they are accreted. There are strong

contrasts in composition between the outer layers and the core, particularly for evolved

stars, and by looking at the time-dependent composition of the debris as it returns to

the black hole, it is possible to put constraints on the mass and age of the disrupted

star (Kochanek 2015; Gallegos-Garcia et al. 2018; Law-Smith et al. 2019). Composition

abundance ratios can be imprinted in the line ratios from spectra taken from the event

(this has previously been studied in detail for AGN, e.g. Hamann & Ferland 1993; Batra

& Baldwin 2014), however the radiation transfer process also impacts the strength of

spectral lines and complicates the the connection between composition and spectra

(Roth et al. 2016).

While no radiation transport simulations of these events have been run that

include elements heavier than helium, in some cases it is possible to sidestep the depen-

dence that the spectral line ratios have on the radiation transfer process. For example,

the connection between the composition abundance and UV line ratio of N III/C III is

much less dependent on gas conditions, because the UV N III (λ1750) and C III (λ1908)

line transitions have similar critical densities and excitation energies, and involve ions

with similar ionization energies. This allowed Yang et al. (2017) to estimate a minimum

N/C abundance ratio for several TDEs, and in Chapter 4 these results are combined
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with modeling of the transient light curves and of the star formation history of the host

galaxies to produce constraints on the masses of the stars disrupted in these events.

Proposed radiation transfer simulations to improve and expand upon these existing

constraints are described in Chapter 6.

1.2.2 Dynamics of stellar orbits

There are many dynamical processes other than two-body relaxation that can

move stars onto disrupting orbits, two-body relaxation is simply the most efficient at

producing TDEs in an isolated spherical stellar cusp. For example, coherent perturba-

tions from the orbits of stars in the cusp (Rauch & Tremaine 1996; Kocsis & Tremaine

2015), an eccentric stellar disk (Madigan et al. 2018; Wernke & Madigan 2019), or an

external perturber such as a SMBH binary (e.g. Chen et al. 2011; Li et al. 2015) can all

be significantly more efficient than two-body relaxation at moving stars onto disrupting

orbits. In Chapter 5 we focus on the SMBH binary channel, and explore how TDEs can

help us find hidden SMBH binaries.

TDE rates will be enhanced around both black holes in a SMBH binary, how-

ever flares from the smaller of the two black holes are particularly useful for alerting us

to the presence of the binary. The potential of the cusp should be dominated by the

larger black hole, and therefore dynamical mass measurements of the system will likely

estimate a black hole mass close to the value of the primary (the uncertainty on most

mass measurement methods is of order 0.3-0.5 dex, e.g. McConnell & Ma 2013; Xiao

et al. 2011). However, if a star is disrupted by the smaller black hole, the timescale of its

flare will be shorter than what would be expected from a disruption by the larger black
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hole. In the most extreme case, if the larger black hole is ≳ 108M⊙, most stars will

be disrupted inside its event horizon and any tidal disruption flare observed from the

center of the galaxy would provide a strong indication of a SMBH binary (e.g. Coughlin

& Armitage 2017). We discuss these possibilities in more detail in Chapter 5, where

we calculate the rates of tidal disruption events for the smaller black hole in a SMBH

binary to help determine their observability.

1.3 Outline of this work

Chapter 2 describes a light curve model for tidal disruption events, and uses

it to fit a population of optical and UV TDE flares, constraining parameters of the

system such as the masses of the black hole and star, and the impact parameter of

disruption (β). Chapter 3 delves deeper into the analysis of the light curve model and

TDE observations described in Chapter 2, with a focus on the energy release timescales

and efficiencies measured for the light curves and their implications for the emission

mechanism. Chapter 4 combines constraints from models of TDE light curves and

spectra to put limits on the properties of disrupted stars, and compares the results to

the expected stellar populations of the host galaxies. Chapter 5 models the dynamics

of SMBH binaries and calculates the rates of tidal disruptions from the eccentric Kozai-

Lidov mechanism. Finally, Chapter 6 summarizes the results of the previous chapters

and also discusses possible follow-up studies to expand upon the work described in this

thesis.
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Chapter 2

Modeling the light curves of

Tidal Disruption Events

2.1 Introduction

One of the most promising avenues for studying black holes in quiescent galax-

ies is through tidal disruption events (TDEs). Unlucky stars that pass too near a black

hole are torn apart, lighting up previously dormant black holes (Rees 1988) and encod-

ing the resultant light curves with a wealth of information about the nature of disruptor

and disruptee. The initial disruption tests how stars behave under the presence of strong

gravity (Kobayashi et al. 2004; Guillochon et al. 2009). The shape of the light curve

includes clues about the mass and spin of the black hole (Evans & Kochanek 1989;

Kesden 2012a; Cheng & Bogdanović 2014; Tejeda et al. 2017), as well as the properties

of the star (Lodato et al. 2009; Haas et al. 2012; Law-Smith et al. 2017a), and the

13



mechanics of the disruption and accretion processes (Rosswog et al. 2009; Ayal et al.

2000; Bonnerot et al. 2016b).

For a TDE to be observable, the tidal disruption radius, Rt ≡ (Mh/M∗)
1/3R∗

of a star of mass M∗ and radius R∗ by a black hole of mass Mh must be outside the

gravitational radius of the black hole (e.g. MacLeod et al. 2012), else the black hole

will swallow the star whole. For most stars, black holes ≲ 108M⊙ are the most likely

disruptors. This makes TDEs all the more exciting, as they are probing lower mass

black holes that are otherwise difficult to study, and whose mass determinations are

uncertain.

The fallback rate and the peak timescale of TDEs are dependent on the mass

of the disrupting black hole, the mass of the star, and the stellar structure of the star

(Lodato et al. 2009; Guillochon & Ramirez-Ruiz 2013). Because the dependence on the

mass and radius of the star largely cancel one another out on the main sequence, the

peak timescale is sensitive to the mass of the black hole. Thus, if a TDE’s luminosity

follows the fallback rate (i.e. is “prompt” Guillochon & Ramirez-Ruiz 2015a), the light

curve can be used to measure the black hole’s mass and the properties of the disrupted

star. In order for the luminosity to follow the fallback rate, the stellar debris that

initially returns on highly eccentric orbits must circularize on a timescale that is shorter

than the fallback timescale (Shiokawa et al. 2015; Bonnerot et al. 2016b; Hayasaki et al.

2016). As we show here, the optical and UV events that we modeled all require prompt

circularization, suggesting that we can use their light curves to acquire reliable black

hole mass measurements.
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New TDEs have been uncovered at a steady rate in recent years and the

rate of discoveries will continue to increase. As such, it has become imperative to

be able to systematically quantify the key variables responsible for shaping TDE light

curves so that we can compare these variables across events and develop a statistical

understanding of the physical ingredients at play. To facilitate this, it is important for

TDE data to be accessible, and the Open TDE Catalog (Auchettl et al. 2017; Guillochon

et al. 2017b) is aiming to do this by collecting TDE data and hosting it online in a

standardized format. To compare and contrast between different TDEs it is important

to fit the events consistently, and to this end in this paper we introduce a theoretical

model for fitting TDEs as part of MOSFiT, the modular Open-Source Fitter for Transients

(Guillochon et al. 2017b). This model has been implemented in MOSFiT and is available

immediately.

Along with the model we present fits to the optical and UV data of 14 TDEs

from the Open TDE Catalog. Using MOSFiT we are able to extract posterior distributions

for key parameters, most notably the black hole mass. We attempt to capture the broad

features of a TDE while minimizing the number of free parameters in our model. Our

model ingredients are outlined in Section 2.2.1 and our TDE sample is described in

Section 2.3. Our black hole mass estimates are presented in Section 2.4 along with a

detailed comparison with those derived using other methods. In Section 2.6 we discuss

how the posteriors from our fits can help inform TDE emission models and presents a

summary of our findings.
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2.2 Method

The tidal disruption model in MOSFiT uses FLASH simulations of the mass

fallback rate (Guillochon & Ramirez-Ruiz 2013) as inputs to fit data of TDEs. It

is modeled similarly to TDEFit, a code for fitting tidal disruption events, originally

described in Guillochon et al. (2014), but excludes a few features of that code that will

be ported to future versions of the MOSFiT model (see Section 2.6.3). In the sections

that follow we provide a detailed description of the model components along with a brief

overview of the fitting procedure.

2.2.1 MOSFiT Modules

The MOSFiT platform sub-divides the components of a model into independent

modules such that common operations for fitting transients can be utilized by various

transient types. This means any new model implemented in MOSFiT re-uses many exist-

ing modules, reducing the chance of coding errors and improving overall performance.

Below, we describe the new modules added to MOSFiT specifically created for modeling

TDEs, which include new engine (source of radiant emission), transform (reprocessing

of radiant emission), and photosphere (conversion of bolometric flux to a distribution of

flux as a function of wavelength) modules.

Fallback Engine

The engine for the TDE model comes from converting the fallback rate of

material onto the black hole post-disruption directly to a bolometric flux via a constant
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Parameter Prior Min Max

Mh(M⊙) Log 105 5 × 108

b (scaled impact parametera) Flat 0 2

M∗(M⊙) Kroupa 0.01 100

ϵ (efficiency) Flat 0.005 0.4

Rph0 (photosphere power law constant) Log 10−4 104

l (photosphere power law exponent) Flat 0 4

tfirst fallback (days since first detectionbc) Flat -500 0

Tviscous (days) Log 10−3 105

aThe parameter b is a proxy for β as the relationship between β and ∆M bound to the black hole differs
for different γ. Minimum disruptions for both β5/3 and β4/3 correspond to b = 0 and full disruptions
for both β correspond to b = 1. Disruptions with b = 2 correspond to β5/3 = 2.5 and β4/3 = 4.0
respectively.
bFor our fit of iPTF16fnl we narrowed the range of tdisruption as MOSFiT was having difficulty isolating
the relatively short peak for that event, it is clear from the photometry that tfirst fallback is ≪ 500 days
before the first observation.
cThe parameter tfirst fallback is different from the time of disruption. For any combination of disruption
parameters (β, γ) there exists a fixed time between tdisruption and tfirst fallback. This delay can be affected
by the precession of debris out of the original orbital plane, however it does not affect the determination
of Mh because the mass-energy distribution remains intact during this delay (see Section 2.6.1).

Table 2.1: Here we list the parameters and priors used in our model. Where the listed
prior is ‘Log’, the natural logarithm was used.

efficiency parameter ϵ. To model this process we used hydrodynamical simulations of

polytropic stars tidally disrupted by supermassive black holes (SMBHs) (Guillochon &

Ramirez-Ruiz 2013). Polytropic stars are stars whose equation of state is defined by

P ∝ ργ . The parameter γ is the polytropic index – colloquially the ‘polytrope.’ Stars of

different masses are better represented by different polytropes, we take stars with mass

≤ 0.3M⊙ and mass ≥ 22M⊙ to be represented by 5/3 polytropes (γ = 5/3) while stars

with masses between 1M⊙ and 15 M⊙ are modeled as 4/3 polytropes (γ = 4/3). For

stars in the transition ranges (0.3M⊙ – 1M⊙, 15M⊙ – 22M⊙), we use hybrid fallback

functions that smoothly blend between the 4/3 and 5/3 polytopes, the details of which

are described later in this section. The simulations were run for a wide range of impact

17



parameters (β = Rt/Rp, Rp is the pericenter radius), varying from interactions that

barely disrupted the star to interactions with β values significantly larger than what is

needed for full disruption. Stars are considered to be fully disrupted when no surviving

core remains post-disruption, which for SMBH encounters yields a fallback mass ∆M =

M∗/2. Because both the mass of the black hole and the mass of the star enter into the

rate of fallback as simple scaling parameters (Guillochon & Ramirez-Ruiz 2013, 2015b),

all simulations were run with Mh = 106M⊙ and M∗ = 1M⊙.

The hydrodynamical simulations provide us with the distribution of debris

mass dm/de as a function of specific binding energy e after it is torn apart. This distri-

bution is dependent on the structure of the star, a feature that is particularly important

when fitting the shape of the light curve and its power-law decline at late times. To

obtain the fallback rate dm/dt = Ṁ , dm/de is converted into a mass distribution in

time using de/dt calculated from keplerian orbital dynamics,

T =
πµ√

2
(−e)−3/2 (2.1)

de/dt =
(2πµ)2/3

3t5/3
. (2.2)

In the above equations, e is the specific orbital energy, µ is the standard grav-

itational parameter, and T is the orbital period of the bound debris that falls back onto

the black hole.

Our model assumes that stars meet black holes on approximately zero-energy
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(parabolic) orbits, as is true for most tidal disruptions in galactic nuclei. This means

that the energy of the bound stellar debris is only dependent on the potential of the

SMBH. Using this simplification and taking a Taylor expansion of the potential of the

SMBH at the surface of the star at the pericenter of the orbit, one finds

e ∝ GMhR∗
R2

t

∝M
1/3
h M

2/3
∗ R−1

∗ . (2.3)

The mass-energy distribution is related to the black hole mass and specific

binding energy through dm/de ∝ Mh/2e when the ratio of the black hole’s mass to

the star’s mass is large (Rees 1988; Phinney 1989). Substituting Equation 2.3 into

Equation 2.1 gives us the dependence between the timescale and the properties of the

star and the black hole; t ∝ M
1/2
h M−1

∗ R
3/2
∗ . Using this relation together with Equa-

tion 2.2, we find that de/dt ∝M
−1/6
h M

5/3
∗ R

−5/2
∗ and therefore dm/dt = dm/de×de/dt ∝

M
−1/2
h M2

∗R
−3/2
∗ . To summarize, the following relations relate the parameters of the star

and black hole to the mass fallback rate,

Ṁ ∝M
−1/2
h M2

∗R
−3/2
∗ , (2.4)

t(Ṁ) ∝M
1/2
h M−1

∗ R
3/2
∗ . (2.5)

Here we use Ṁ to denote the fallback rate, so t(Ṁ) is the time of a given fallback rate.

We will continue to use this notation throughout the rest of the paper.

After collecting Ṁ for various values of β and γ, values for β, M∗ and Mh

are input into the fallback module, which linearly interpolates in β-M∗ space (using the
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mapping between M∗ and γ described above) to obtain fallback curves as a functions of

both parameters. In order to provide accurate description for the light curve with M∗

and Mh, we make use of the following scalings given in Equation 2.4 and Equation 2.5.

We use Tout et al. (1996) to get R∗ from M∗ for M∗ ≥ 0.1M⊙. Below that

mass we assume that the radius is constant and use R∗,Tout(M∗ = 0.1M⊙) ≈ 0.1R⊙,

roughly the radius of Jupiter.

We also assume the stars are zero-age main-sequence stars (ZAMS) and that

they have solar metallicity. Both the ZAMS and composition assumption as well as

the assumption that the stars are represented by blends of 4/3 and 5/3 polytropes are

simplifying assumptions that allow us to build this minimal model without introducing

excessive numbers of free parameters. In future work we plan to use simulations of

realistic stars for a wide range of ages and compositions as inputs into our fallback

module (Law-Smith et al. 2017a).

At the end of the fallback module, we convert Ṁ to luminosity by assum-

ing a constant efficiency ϵ, which we allow to vary as a free parameter in our fitting

procedure, yielding L = ϵṀc2. This freedom allows us to remain agnostic about the

physical mechanism driving this conversion, which can be sub-percent if originating from

a stream-stream collision (Jiang et al. 2016b) or up to 42% if the conversion occurs at

the ISCO of a maximally-spinning black hole (Beloborodov 1999). We also introduce a

soft cut at the Eddington limit LEdd ≡ 4πGMhc/κ to prevent the radiated luminosity

from exceeding this value (here κ is the mean opacity to Thomson scattering assuming

solar metallicity). This is motivated by both the fact that the peak bolometric luminosi-
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ties derived observationally for optical/UV TDEs appear to be sub-Eddington (Hung

et al. 2017; Wevers et al. 2017) and that other accreting black hole systems (such as

AGN) rarely show evidence for large thermal Eddington luminosity excesses.

Viscous Delay

The assumption that the luminosity closely follows the fallback rate is a bold

assertion that, if correct, gives us a deterministic way to relate how stellar debris circu-

larizes and how it accretes onto the black hole. We define a ‘viscous time’ in this work,

which encompasses the effects of time delays due to the circularization process as well

as delays due to accretion through the disk surrounding the black hole. If the viscous

time about the black hole were short as compared to the fallback time, the accretion

rate onto the black hole from the forming disk Ṁd should be equal to the fallback rate

Ṁfb. It is likely that once debris reaches the disk the time it will take to accrete onto

the black hole will be much shorter than the fallback time. The orbital timescale at

the edge of the disk (∼ 2Rp) is much smaller than the original orbital timescales of the

debris (Equation (2.1)), and therefore viscous processes in the disk have many (disk)

orbital timescales over which to move debris inward. However, as has been found in

several numerical works (Guillochon et al. 2014; Shiokawa et al. 2015; Bonnerot et al.

2016b; Hayasaki et al. 2016), circularization about the black hole might be very ineffec-

tive, resulting in viscous times that are potentially hundreds of times longer than the

orbital period of the most-bound debris (Cannizzo et al. 1990; Guillochon & Ramirez-

Ruiz 2015a; Dai et al. 2015). This would result in a central accretion disk with R ≈ 2Rp

that is starved of mass, with much of the mass being held aloft for long periods of time
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in an elliptical superstructure (Ramirez-Ruiz & Rosswog 2009; Guillochon et al. 2014).

While the exact details of how matter is received by the disk and then later accreted by

the black hole remain elusive (Sa̧dowski et al. 2016), the primary effect of the viscous

slow-down is likely well-approximated as a “low-pass” filter on the fallback rate,

Ṁd(t) = Ṁfb(t) −Md(t)/Tviscous, (2.6)

where the elliptical disk that forms acts as a reservoir where a mass Md remains sus-

pended outside of the black hole’s horizon for roughly a viscous time. The solution to

this expression is

Ṁd(t) =
1

Tviscous

(
e−t/Tviscous

∫ t

0
et

′/TviscousṀfb(t′)dt′
)
, (2.7)

which shows that the accretion rate exponentially approaches the fallback rate after a

viscous time. We implement the above expression in our viscous module, inputting the

luminosities from our fallback module through the transform, which yields viscously-

delayed luminosities that are used to compute light curves.

Photosphere

Regardless of the process or combination of processes responsible for generating

the emission, the kinetic energy of the returning debris must eventually be dissipated

in order to be observed. Even if some energy is deposited by circularization at large

distances (Piran et al. 2015), the energy will be primarily dissipated by processes that
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operate closest to the black hole simply because the velocities there are the greatest.

However, this would imply most of the radiation would be emitted at very high energies

(X-rays), and instead we observe many TDEs with significant (and sometimes dominant)

optical/UV flux. A reprocessing layer, either static or outflowing (Miller 2015; Metzger

& Stone 2016), can help explain the observed emission by reprocessing the luminosity

generated by the various dissipation processes at play (Loeb & Ulmer 1997; Ulmer et al.

1998; Bogdanović et al. 2004; Guillochon et al. 2014; Jiang et al. 2016b; Coughlin &

Begelman 2014; Strubbe & Quataert 2009). The reprocessing of the radiation has also

been used to successfully explain the line ratios observed in PS1-10jh (Roth et al. 2016;

Gaskell & Rojas Lobos 2014). In this work we assume a simple blackbody photosphere

for the reprocessing layer, so that the observed flux becomes

Fν =
2πhν3

c2
1

exp(hν/kTeff) − 1

R2
phot

D2
, (2.8)

with an effective blackbody temperature

Teff =

(
L

4πσSBR2
phot

)1/4

. (2.9)

In the above equations, Fν is the specific flux, Rphot is the photospheric radius, D is

the distance from the source, L is the bolometric luminosity from our fit, and Teff is the

temperature of the photosphere. Most observations of TDEs have thermal temperatures

that don’t exhibit significant variation. For blackbody emission, the radius must increase

as the luminosity (and Ṁfb) increase, and decrease as the luminosity decreases, in order
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for the temperature not to change significantly as the luminosity evolves. This simple

behavior also explains the rise in temperatures at late times as the photospheric radius

decreases and the bulk of the observed radiation shifts to higher energies. To model this

dependence we assume that the radius of the photosphere has a power law dependence

on the luminosity and fit for both the power law exponent l and radius normalization

Rph0,

Rphot = Rph0ap(L/Ledd)l. (2.10)

Here ap is the semi-major axis of the accreting mass at peak Ṁfb. This provides a rea-

sonable typical scaling for the radius of the photosphere, with a minimum photosphere

size set by Risco and a maximum photosphere size set by the semi-major axis of the

accreting mass.

One of the appealing aspects of this photosphere model is that it remains

agnostic towards the mechanism ultimately responsible for generating the luminosity,

but does make a number of simplifying assumptions regarding the source function of the

radiation. In particular, it assumes that all of the radiation is efficiently thermalized at

the scale of the photosphere radius. The resultant spectrum is compatible with what

one would expect from a “veiled” TDE (Auchettl et al. 2017), and, as such, this model

cannot reproduce the x-ray emission that is observed in a small fraction of TDEs found

in optical surveys (e.g. ASASSN-14li, Miller et al. 2015). In the future, we plan to

include an accretion disk module which will be used to describe the x-ray emission that

sometimes is observed to accompany optical/UV TDEs (Auchettl et al. 2017).
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Figure 2.1: Ensembles of TDE light curves each constructed from the posterior param-
eter distribution. The multicolor detections and associated upper limits are plotted for
all selected TDEs.
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2.3 Light Curve Fits

The characteristics of the population of TDEs as a whole can be derived by

fitting a significant fraction of the existing TDE candidates to a shared model. In what

follows we describe the data used in this study as well as the results from the fitting

procedure.

2.3.1 Data Selection

The data from our fits is public and can be found on the Open TDE Catalog1.

There does not exist a single agreed upon test for classifying a transient as a TDE,

and therefore multiple clues must be taken together to determine the likelihood that a

transient is in fact the result of a TDE. First of all, astrometry must place the transient

near the center of its host galaxy. Next, unique light curve features (blue optical/UV

colors, minimal color evolution, and a large brightening above the quiescent level) are

used to separate TDEs from other transients occurring in the cores of galaxies such

as AGN flares (e.g., Gezari et al. 2009). Spectra of the events, in particular transient

broad features of hydrogen and helium (Arcavi et al. 2014), are also used to separate

the events from other phenomena, particularly supernovae. Finally, we theoretically

expect the bolometric light curves to have a power law decline at late times (Rees 1988;

Lodato 2012; Guillochon & Ramirez-Ruiz 2013), as opposed to an exponential decline

that might be better associated with nuclear decay and thus a supernova origin.

In selecting data we were limited by the confines of our current model. For

example, we currently do not fit x-ray radiation, and therefore we required events in

1https://tde.space
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our sample to have bolometric luminosities dominated by emission in the optical/UV.

In addition to this, our current model can only reproduce light curves with a single

temporal component, and we are thus unable to fit events such as ASASSN-15lh that

have a significant late time re-brightening that might arise from an emerging accretion

disk (Margutti et al. 2017). From this subset of TDEs we first chose events which had

either observations of the light curve peak or near-peak early time upper limits. The

peak timescale of most TDEs is ≲ 1 year, therefore we defined near-peak upper limits

to be within 1 year of the first observed data point. All of the TDEs in our sample

except iPTF16axa, TDE1 and TDE2 fall into this category. We additionally included

events with detailed observations of the decline (≥ 3 data points in each band over the

course of a peak timescale) in at least three optical/UV bands, even if these events did

not have peak observations or near-peak upper limits (such as iPTF16axa, TDE1 and

TDE2). With sufficient color information, MOSFiT is able to constrain the bolometric

luminosity curve and therefore also the peak timescale.

Here we include a list of the events we fit: PS1-10jh (Gezari et al. 2012;

Gezari et al. 2015), PS1-11af (Chornock et al. 2014), PTF09djl (Arcavi et al. 2014),

PTF09ge (Arcavi et al. 2014), iPTF16fnl (Blagorodnova et al. 2017; Brown et al. 2018),

iPTF16axa (Hung et al. 2017), ASASSN-14li (Holoien et al. 2016b; Brown et al. 2017),

ASASSN-15oi (Holoien et al. 2016a), ASASSN-14ae (Holoien et al. 2014; Brown et al.

2016), OGLE16aaa (Wyrzykowski et al. 2017), D1-9 (Gezari et al. 2008), D3-13 (Gezari

et al. 2008), TDE1 (van Velzen et al. 2011), and TDE2 (van Velzen et al. 2011).
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2.3.2 Fitting Procedure

MOSFiT currently uses a variant of the emcee ensemble-based MCMC routine

(Foreman-Mackey et al. 2013) to find the combinations of parameters that yield the

highest likelihood matches for a given input model (Guillochon et al. 2017a), where

model errors are fitted simultaneously with model parameters by the variance parameter

σ. To quantify how well the various combinations of parameters in the model fit each

light curve, MOSFiT uses the Watanabe-Akaike information criteria (Watanabe 2010)

(WAIC), also known as the widely applicable Bayesian criteria. This is used in place of

the total evidence of the model: for objective functions where the likelihood function is

not analytic and separable (such as in this semi-analytic model), it is difficult to evaluate

the evidence exactly. While the WAIC score does not directly scale with the evidence,

it is correlated with it, and can be used to rank fits between models (see Section 7 of

Gelman et al. 2014). The WAIC is evaluated as follows,

WAIC = log pn − var(log pn), (2.11)

where pn is the mean log likelihood score and var(log pn) its variance.

In addition to measuring the goodness of fit, it is important to ascertain

whether or not a fit has converged. To this end, we use the Gelman-Rubin metric,

or Potential Scale Reduction Factor (PSRF, signified with R̂) to gauge convergence

(Gelman & Rubin 1992). This metric measures how well mixed each individual chain

is as well as the degree of mixture between the different chains (for the definition, see

Guillochon et al. 2017a).
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For this multi-parameter model we used the maximum of the PSRFs computed

for each parameter, so that the convergence of each fit was determined by the parameter

with the slowest convergence. We attempted to run all of our fits until they reached a

PSRF ≤ 1.2 (ensuring that the walkers are well-mixed within the regions of convergence

(Brooks & Gelman 1998), however this was not possible for every fit. The 4 events with

PSRF > 1.2 were refit multiple times, and continued to converge to the solutions we

present here. For the work presented in this paper a minimum of 200 walkers and 30,000

iterations were used to recover the distribution of model fits.

2.3.3 Results

We show the results of the light curve fits in Figure 2.1, the best fit parameter

values in Table 2.2, and the posterior distributions of the walkers in Figure 2.2. In

Figure 2.1, the ensemble of light curves from the final walker positions are plotted.

Although the model priors allow for long viscous times, the light curves of highest

likelihood continue to closely follow the fallback rates. The viscous timescales and tpeak

values are shown in Table 2.2. The preferred viscous delays are less than 1% of tpeak

for all events modeled in this work; this preference is visible in the first column of

panel plots in Figure 2.2. The minimal viscous delay of these events allows us to obtain

precise black hole mass measurements as the luminosity evolution is still best described

using the fallback rate, and the primary dependence of tpeak is upon Mh (as shown in

Equation (2.5)).

In the absence of good photometry around peak, early time upper limits can

help constrain the peak timescale and therefore the corresponding black hole mass, as
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shown in the plots for events D1-9, D3-13, PTF09djl, ASASSN-14li, ASASSN-15oi and

ASASSN-14ae. For events without early time information or near-peak upper limits we

can still fit the data if there is detailed observations (in multiple bands) of the decline.

The mass fallback rate and bolometric luminosity do not decline with a constant power

law, and this helps MOSFiT find fits to events with well-sampled photometry but without

early time data. Good band coverage allows MOSFiT to accurately pin down different

sections of the SED and more accurately measure the bolometric luminosity. It also

makes it possible to constrain the photosphere parameters Rph0 and l (the power law

constant and exponent, as defined in Equation (2.10)).

For example, our initial fit to ASASSN-15oi was completed before we realized

there existed an early time upper limit, however the black hole mass we measure with

the addition of that upper limit is the same as what we found without it. The other pa-

rameters similarly maintained their previously measured values, the upper limit simply

reduced the uncertainty in the measurements.

The light curves of the majority of the events in this sample have one clear

peak and monotonically decrease afterwards, as is predicted by our current single-

component model. These include PS1-10jh, PS1-11af, PTF09ge, PTF09djl, ASASSN-

14ae, OGLE16aaa, D3-13, D1-9, iPTF16axa, and iPTF16fnl. These events are also seen

to radiate most of their bolometric luminosity at UV/optical wavelengths. They resem-

ble veiled TDEs, in which the accretion disk is likely obscured by an optically thick

photosphere or wind (Auchettl et al. 2017). However, there are a few TDEs in this

sample (ASASSN-14li, ASASSN-15oi) whose x-ray emission and late time light curves
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are not as well described by our current single-component model and likely require a

secondary component to explain their late-time behavior.

As shown in Figure 2.8, the radius of the reprocessing layer in our model

decreases at late times. Once the photosphere has receded to the size of the accretion

disk, we expect higher energy photons to start contributing and ultimately dominating

the light curve. As the luminosity decreases, the radiation from the accretion disk is

expected to soften, potentially shifting the peak of the emission back into the UV/optical

bands. At the same time, as the photosphere recedes, less x-rays from the accretion disk

are expected to be reprocessed, allowing us to observe them. These additional late-time

components can change the decline of the light curve. Of this sample, it is possible

that for ASASSN-14li (Brown et al. 2018), and ASASSN-15oi (Gezari et al. 2017) these

additional components play a role in their late time light curves.

Although we did not model the origin of x-ray emission in this work, ASASSN-

14li shows significant energy emitted at these wavelengths, which could be explained by

the presence of a partially obscured accretion disk. In addition to this, the late time data

shows that the decline of the UV light curve slows and the UV luminosity remains fairly

constant from ∼ 350 days after discovery to the final observations at ∼ 600 days after

discovery (Brown et al. 2018) (the late time host-subtracted data was not available at the

time of this study and therefore we did not fit it). Similarly, new late time observations

of ASASSN-15oi from ∼ 250 days after discovery show flat optical/UV luminosities.

ASASSN-15oi also exhibits an increasing x-ray component during the same time period

(Gezari et al. 2017; Holoien et al. 2018a). When we attempted to fit ASASSN-15oi’s
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late time optical and UV data with our model we found the quality of the fit worsened

significantly, with the WAIC score dropping from 73 to 17. Therefore the fit we present

here does not include the late time component of the light curve. Another potential

example of a two-component TDE in the literature is ASASSN-15lh (Nicholls et al. 2015;

Leloudas et al. 2016). If ASASSN-15lh is indeed a TDE, then it requires a secondary

late time component to explain the behavior of its light curve.
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parameter error scale

Mh ±0.2 log10

β ±0.35 linear

M∗ ±0.66 log10

ϵ ±0.68 log10

Rph0 ±0.4 log10

l ±0.2 linear

tpeak ±15 linear

Tviscous ±0.10 log10

Table 2.3: We present estimates of the systematic error in each parameter. These
estimates were obtained by running fits with an additional variable parameterizing the
uncertainty in the mass-radius relation of the disrupted stars, and comparing the results
to our original measurements. This mass-radius relation is likely our largest source of
systematic error in measuring the mass of the black hole.
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Figure 2.2: Posterior distributions of model parameters in the fit for each event as a
function of Mh. All logarithms are base 10. We include 0.5, 1, 1.5 and 2σ contours for
the 2-dimensional distributions – these correspond to where 0.1175, 0.393, 0.675, and
0.865 of the 2D volume is contained. The plot shows that, for most events, tpeak (not
itself a model parameter) correlates strongly with Mh.
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2.4 Black hole mass predictions

As discussed in the previous section, events with well-observed peaks and data

in multiple bands have well-constrained black hole masses. The distributions of black

hole masses for each event are shown in the last column of Figure 2.2, and the 68%

confidence intervals are listed in Table 2.2. Figure 2.2 shows 2D histograms of all

parameters plotted against black hole mass in order to see correlations between the

different variables. The most obvious and consistent correlation is between the black

hole mass and the time of peak. Nevertheless, we might expect other parameters to

be mildly correlated with black hole mass as well. For example, the efficiency (ϵ), β,

and the star mass all enter into the peak luminosity scaling relation with Mh. However,

when looking at columns 2, 5 and 6 in Figure 2.2, we see that none of these variables

have a clear correlation with black hole mass–perhaps their combined influence dilutes

their individual correlations with Mh.

The masses of the black holes we fit are all inferred by other mass estimation

methods to be between 105 and 108 solar masses. In Figure 2.3 we compare our results

to mass measurements of the central black holes in the corresponding host galaxies using

standard methods, and we find consistent results within reasonable errors (see Figure 2.5

for additional comparison with literature values). In this mass range, both the Mh − σ

and Mh−Lbulge relations suffer from significant uncertainty (see Section 2.5), therefore

it is not surprising that masses derived using different scaling relations do not always

agree within quoted errors. This makes the construction of an independent method even

more valuable. We do note that our method results in systematically higher black hole
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masses than the M − σ relation. As we argue in Section 2.6, this provides a consistent

picture on the nature of TDEs in which prompt flares, those that circularized quickly,

are expected to be more frequent for higher mass black holes.
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Figure 2.3: Comparison between the black hole mass estimates we derive from our
model fits and those derived using the bulk properties of the host galaxy. The Mh

measurements from galactic properties come from the following sources: Arcavi et al.
(2014); Blagorodnova et al. (2017); Brown et al. (2018); Chornock et al. (2014); Gezari
et al. (2008); Guillochon et al. (2014); Holoien et al. (2014, 2016b,a); Hung et al. (2017);
Mendel et al. (2014); van Velzen et al. (2011); Wevers et al. (2017); Wyrzykowski et al.
(2017). Measurements are averaged and errors are added in quadrature where multiple
measurements using the same method exist for a single black hole. MOSFiT error mea-
surements include systematic error, literature error measurements include the intrinsic
scatter in the relevant relation.

The error bars from MOSFiT’s measurements of black hole masses in Figure 2.3

are quite small. Although MOSFiT marginalizes over the errors in all of our model’s free

parameters, it is likely that we are underestimating the total error because our model

provides a simple approximation of a complicated physical phenomenon. For example,
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Figure 2.4: Example of the effect of a viscous delay on a TDE light curve. The plot
shows g-band light curves for PS1-10jh with all parameters but the viscous time set
to the best fit values (g-band is shown because it had good coverage over most of the
light curve – all other bands are similarly affected). The best fit light curves are those
with no noticeable viscous delays. The plot also shows that Tviscous/tpeak ≲ 0.1 yields a
light curve that is essentially identical to the case with no viscous delay. There were no
viscous delays ≳ 10 days or ≳ 10% of the peak timescale derived in any of the presented
fits.

changing the models for the disrupted stars from ZAMS polytropes with solar composi-

tion to more realistic MESA models will prevent the stellar mass of the disrupted star

from being uniquely determined without additional knowledge about its evolutionary

stage (and through that its radius). This will in turn affect the determination of the

peak luminosity and peak timescale, allowing for those parameters to vary more and in-

creasing the uncertainty in the black hole mass. We have accounted for this uncertainty

in our systematic errors. Our systematic errors are listed in Table 2.3 and discussed in

the following section.
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2.4.1 Influence of stellar properties

The peak timescale of a TDE is primarily determined by the mass of the black

hole, and by the mass and radius of the star. As described in Section 2.1, the effects

of the mass and radius for a zero-age, solar metallicity star largely cancel out, allowing

the peak timescale to be mostly sensitive to the mass of the black hole. However,

varying the age and metallicity of the star can allow the mass and radius to influence

the peak timescale to a greater degree. Therefore, the largest systematic uncertainty in

our measurements of black hole masses likely comes from uncertainty in the mass-radius

relation of the disrupted stars.

In our model we determined the radius of the stars as a function of their mass.

We used the mass-radius relation for ZAMS solar metallicity stars given in Tout et al.

(1996) for main sequence stars, and set the radii of brown dwarfs to be constant (see

Section 2.2). To test how varying the metallicity and age of the stars might affect our

measurements, we ran test fits with an additional radius anomaly parameter to char-

acterize the uncertainty in the mass-radius relation at each stellar mass. We calculated

radius values as a function of mass, metallicity and age for main-sequence stars using

MIST (Dotter 2016; Choi et al. 2016; Paxton et al. 2011, 2013, 2015), and used the max-

imum and minimum radius values at each stellar mass to bound our radius anomaly

parameter. This was also done for brown dwarfs using the radius values calculated in

Burrows et al. (2011).

We chose a conservative implementation of the radius anomaly uncertainty

parameter by using a flat prior. Instead of choosing our prior to disfavor unusual
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age and metallicity combinations, every possible age and metallicity explored in MIST

and Burrows et al. (2011) was weighted equally. Using the results from these fits we

calculated additional systematic errors for each parameter. These error measurements

can be found in Table 2.3. In general they are significantly larger than the statistical

errors quoted in Table 2.2; for example, the systematic error in the black hole mass was

found to be ∼ 0.2 dex whereas statistical errors in black hole mass are typically ≲ 0.1

dex.

To further test how changing the mass of the star changes the resulting fit,

we performed fits of PS1-10jh while keeping the parameter for the mass of the star

constant. We performed these tests for three different star masses: 0.1, 1, and 10 M⊙.

We found that all three tests achieved comparably good scores, implying that the mass

of the star is a degenerate parameter that is difficult to measure accurately with our

current model. However, the mass of the black hole does not change dramatically when

fixing the stellar mass to different values–despite the uncertainty in the mass of the star

we are still able to measure the mass of the black hole. The variation in the black hole

mass between tests implies larger uncertainty than our fits in which we leave the stellar

mass as a free parameter, however the variation is within the systematic errors we quote

in Table 2.3. Although only slightly favored by the evidence from the light curve fits,

lower mass stars are far more common (Kroupa et al. 1993) and thus it is likely that

the lower stellar masses are closer to the true value. The results from these tests are

shown in Table 2.6 and are described further in Section 2.6.3.

We note that we find a slight preference for stellar masses near 0.1M⊙ (7 events
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prefer stellar masses between 0.09 and 0.2 M⊙), which is near the peak in the initial

mass function. In addition to low mass stars being more common, this preference is

likely contributed to by the fact that below this mass the radius of the star no longer

cancels out the effect of the mass of the star on the time of peak of the light curve

(see Equation 2.5) – the mass continues to decrease while the radius remains relatively

constant as the star transitions into the brown dwarf regime. For simplicity we assumed

the radius was constant below 0.1M⊙ in our current model, although in reality it is

likely the radius will actually slightly increase below this mass, see Burrows et al. (2011).

This changing mass-radius relationship means that the shortest possible peak times are

achieved at M∗ ∼ 0.1M⊙, and thus masses near 0.1M⊙ are favored for events in which

short peak times are desired.

2.5 Black Hole Mass Estimation

Without directly imaged stellar orbits (e.g. Sagittarius A∗), it is very difficult

to directly measure black hole masses, and therefore most estimations in the literature

are derived using relations between a galaxy’s large-scale properties and the size of the

black hole at its center. The Mh − σ relation and the Mh −Lbulge relation have proven

instrumental to our understanding of black holes as a population, but both relations

suffer from significant uncertainties.

The intrinsic scatter in the Mh−σ varies between ∼ 0.3− 0.5 dex (it is ∼ 0.46

dex for the lower mass galaxies in Figure 2.5), and the scatter in the Mh−Lbulge relation

is similarly ∼ 0.5 dex (McConnell & Ma 2013). The Mh − σ relation also changes with
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galaxy morphology (Hu et al. 2009; Gadotti & Kauffmann 2009; Graham & hui Li 2009;

Gültekin et al. 2009). For example, the relation is a factor of two different for early-type

versus late-type galaxies, and differs by an additional factor of two depending on the

central density profiles of the galaxies (McConnell & Ma 2013).

The dependence of the Mh − σ and Mh − Lbulge relation on black hole mass

itself has been explored extensively, suggesting that an evolving relationship with mass

is likely necessary to minimize scatter. McConnell & Ma (2013) find that the Mh−Lbulge

appears to have a shallower slope for black holes below ∼ 108M⊙, and Jiang et al. (2011)

find that the relation differs by over an order of magnitude for black holes between

105M⊙ and 106M⊙. In a study of megamaser galaxies with Mh < 108M⊙, Greene et al.

(2010) find that the Mh − σ relation for larger elliptical galaxies does not hold for their

sample of lower mass, maser galaxies. Unfortunately, very few black hole masses have

multiple mass measurements, and those that do don’t necessarily agree within their

error estimates (Peterson 2015).

Ultimately, accounting for the aforementioned complications can further min-

imize the scatter about the best-fitting relationship, but these tuned models still make

black hole mass predictions that are no better than a factor of ∼ 2 at all black hole

mass scales. While the black hole mass measurements presented in this paper are not

always within a 68% confidence interval of mass measurements from the Mh−σ relation

and the Mh − Lbulge relation found in the literature, they fit comfortably within the

inherent scatter present in both of these relations. In Figure 2.5 we overplot the black

hole mass measurements from this work on the Mh−σ relation plot found in Xiao et al.
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Figure 2.5: Mh − σ for a variety of black hole mass estimates (adapted from Xiao et al.
2011, see that work for details on the original points plotted). The red points show
the mass estimates from this work, where the velocity dispersion measurements for our
sample of black holes were accumulated from Thomas et al. (2013); Wevers et al. (2017);
Blagorodnova et al. (2017); Gezari et al. (2017).

(2011), one of the few studies that include a significant number of black hole mass mea-

surements below 107M⊙. It becomes increasingly difficult to measure black hole mass

through direct measurement methods as the mass of the black hole decreases. Most

direct measurements of black holes in this mass range, such as the ones in Figure 2.5,

come from AGN, as reverberation mapping does not require that the sphere of influence

be resolved.
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2.6 Discussion

2.6.1 Luminosity Follows Fallback Rate

In Section 2.3.3 we briefly discussed how the luminosity appears to closely

follow the fallback rate and that none of the events necessitate a viscous delay. Figure 2.4

shows how varying the viscous timescale changes the light curve of PS1-10jh – it is clear

that the data is best fit when Tviscous is a very small fraction of tpeak.

For the luminosity to follow the fallback rate, the debris from the disruption

must circularize promptly (or more precisely, while maintaining its initial mass-energy

distribution) upon its return to pericenter (Guillochon et al. 2014). General relativistic

effects are expected to play an important role for disruptions in which Rp is comparable

to the gravitational radius Rg ≡ GMh/c
2. Rapid circularization might be achieved

through the effects of general relativity, which can strongly influence the trajectories of

infalling material. GR precession effects can, for example, cause the stream of infalling

debris to intersect itself (e.g., Dai et al. 2013), enabling a dissipation of kinetic energy,

as seen in several recent hydrodynamical simulations (Hayasaki et al. 2013). This will

naturally lead to rapid circularization.

If spin is included in the calculation, the stream deflects not only within its

own orbital plane, but also out of this plane. The result is that the stream does not

initially collide with itself (Stone & Loeb 2012) and circularization does not immedi-

ately occur. If dissipation is minimal, the stream is extremely thin (Kochanek 1994;

Guillochon et al. 2014) and wraps around the black hole many times (Guillochon &

Ramirez-Ruiz 2015b). In the case of inefficient cooling (Bonnerot et al. 2016a), the
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stream can thicken over only a few passages around pericenter, and will intersect with

itself more quickly. After a critical number of orbits, stream-stream interactions finally

begin to liberate small amounts of gas. This eventually leads to a catastrophic runaway

in which all streams simultaneously collapse onto the black hole, circularizing rapidly.

For these events, the luminosity should still follow the original fallback rate so long as

the mass-energy distribution of the debris remains unchanged (similarly to if rapid cir-

cularization had occurred), albeit after a fixed delay time post-disruption. Additionally,

once circularization occurs the infalling material is likely to collect around the SMBH

into a quasi-spherical layer. This layer is expected to quickly engulf the forming ac-

cretion disk, potentially leading to significant reprocessing of the emanated radiation.

In Figure 2.6 we see that the majority of the fits prefer highly relativistic

encounters, which naturally leads to the luminosity following the fallback rate. As

mentioned in the previous section, we also find slightly larger black hole masses than

those derived using standard galaxy scalings. Larger black holes have larger Rg and can

thus more easily cause relativistic disruptions. In Figure 2.6 we show that once Mh is

a few times 107M⊙, Rg ≈ Rt for M∗ ≈ 0.1M⊙ (the peak of the IMF), meaning that

all disruptions in that parameter space are highly relativistic. In general, most of the

fits prefer Rp/Rg ≲ 10. If Rp/Rg is calculated using the black hole masses from the

M−σ relation (the masses that are systematically smaller than what MOSFiT measures),

Rp/Rg increases from an average value of ≈ 12 to ≈ 25 for those disruptions (not all

events in this selection have M − σ measurements for their black holes).
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Figure 2.6: The dashed lines show Rt/Rg as a function of Mh for differing M∗. Because

Rt/Rg ∝M
−2/3
h , we expect that lines with slopes of −2/3 will map to stars of different

masses. Here we have assumed the Tout et al. (1996) relations for R∗(M∗). There is a
dependence on the impact parameter as well, and here we have set β = 1 for the dashed
lines, however most of the fits prefer β near 1 and, as the plot implies, they also prefer
stars between 0.1 and 1 M⊙.

It has previously been postulated that we should expect a large number of

TDEs to be viscously delayed, around 75% for the black hole mass range probed by the

TDEs in this paper (Guillochon & Ramirez-Ruiz 2015b). Our results imply that we are

therefore missing a number of viscously delayed TDEs. It is natural to ask why we seem

to be biased towards these prompt, relativistic events. The most obvious explanation

is simply that events that fall into this category tend to be easier to detect, as viscous

delays can drastically flatten the peak of the light curve, as shown in Figure 2.4.
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2.6.2 Dynamic Reprocessing Layer

TDEs can result in highly super-Eddington mass fallback rates (De Colle et al.

2012), and therefore we expect excess debris surrounding the black hole to reprocess

light from the various dissipation regions (Loeb & Ulmer 1997; Ulmer et al. 1998).

This is particularly true for the events discussed in this work, as most of them

are near full disruption (βfd = 1.8 for 4/3 polytropes and βfd = 0.9 for 5/3 polytropes),

with large fractions of the disrupted star remaining bound to the black hole, as shown

in Figure 2.7.
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Figure 2.7: Fraction of the total stellar mass that remains bound to the black hole
versus the fraction of the Eddington limit the peak luminosity reaches.

As our model caps the luminosity of each flare to be no greater than the

Eddington limit, our maximum radiated luminosities do not exceed Eddington for any

of the modeled flares. However, the fallback rate can exceed the Eddington mass fallback

rate (assuming the Eddington mass fallback rate is defined using a constant efficiency,
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TDE Tphot,MOSFiT Tphot, lit source

(103 K) (103 K)

PS1-10jh 35+4
−2 29+2

−2 1, 2

PS1-11af 22+1
−1 19+1

−1 3

PTF09djl 25+4
−5 49+5

−5 1, 4

PTF09ge 13+1
−1 22+2

−2 1, 4

iPTF16fnl 33+2
−2 35+4

−4 1, 5, 6

iPTF16axa∗ 17+2
−2 30+3

−3 1, 7

ASASSN-14li 63+7
−8 35+3

−3 1, 8, 9

ASASSN-15oi 33+3
−3 20+2

−2 10

ASASSN-14ae 22+1
−1 21+2

−2 1, 11

OGLE16aaa 23+6
−4 > 22 12

D1-9∗ 110+33
−26 55+10

−10 13

D3-13∗ 217+4
−6 10+1

−1, 490+20
−20 13

TDE1 34+7
−6 29+2

−2 1, 14

TDE2 28+1
−3 18+1

−1 14

1Wevers et al. (2017), 2Gezari et al. (2012), 3Chornock et al. (2014), 4Arcavi et al. (2014),
5Blagorodnova et al. (2017), 6Brown et al. (2018), 7Hung et al. (2017), 8Holoien et al. (2016b), 9van

Velzen et al. (2016b), 10Holoien et al. (2016a), 11Holoien et al. (2014), 12Wyrzykowski et al.
(2017),13Gezari et al. (2008), 13van Velzen et al. (2011)

∗Temperatures for these events are taken from ≳ 100 days after the peak of the light curve

Table 2.4: Comparison of photosphere temperatures with literature values. The tem-
peratures in this table were taken near the peak of the light curve with the exception
of the three starred (∗) TDEs: iPTF16axa, D1-9 and D3-13. The literature values
for these events were measured ≳ 100 days after peak, and so the values quoted from
MOSFiT were taken as close as possible to the times listed in the source papers for those
events. We note that D3-13 has two temperature measurements listed that differ by
over an order of magnitude – this is because Gezari et al. (2008) used two blackbodies
to fit the optical and UV data for that event. Finally, we note that the value from the
literature for ASASSN-14li is dominated by systematic uncertainty not included in the
quoted error (Holoien et al. 2016b).

ṀEdd = LEdd
ϵc2

). In our model, as black holes near their Eddington limit, we implement

a soft cut on their luminosity, essentially decreasing the efficiency for the part of the

fallback rate that would otherwise result in super-Eddington luminosities. This does
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not change the average efficiency beyond the quoted errors. However, it does meant

that as the luminosity approaches the Eddington luminosity, it becomes more difficult

to discern how much mass the black hole is actually accreting as the luminosity depends

little on the Eddington excess.

The peak luminosities of most events are > 10% of their Eddington luminosi-

ties, and the peak bolometric luminosity of the fitted events increases with black hole

mass, suggesting the luminosities of the events are Eddington limited. Although this

runs contrary to the inverse relationship between Lpeak and Mh given by the peak lu-

minosity scaling relation (Equation (2.4)), this is what we expect for Eddington limited

events as Ledd ∝Mh.

Figure 2.8 shows the relationship between the radius and temperature of this

reprocessing layer and the luminosity of the fits. In our fits where we have assumed

that the size of the photosphere follows Ṁ to some power, the temperature we get from

the emitting photosphere is comparable with that which has been derived from both

fitting blackbodies to the photometry and from spectral observations, with peak values

between 2 × 104 − 105K (see Figure 2.4).

Although we required the photosphere size to scale as a power law of Ṁ , the

parameter range used allowed the exponent of the power law to be zero, which would

signify no correlation between Ṁ and Rphoto. Instead we found that for all fits the

exponent was > 1/2 – the fits required that Rphoto be a strong function of Ṁ . A similar

power law relationship was used to fit the photospheric radius of simulations of TDEs

in Jiang et al. (2016b), and the power law exponent in that work was found to be ∼ 1,
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similar to what we find for some of the event fits presented here.

In Section 2.3.3 we discussed how our model for a growing and shrinking pho-

tosphere can help explain additional late time components in TDE light curves. This

behavior can also help explain the minimal color evolution present in the light curves.

Assuming that the size of the photosphere was set by the tidal radius or the last stable

orbit (Loeb & Ulmer 1997; Ulmer et al. 1998), one might expect the temperature to

fluctuate as the luminosity varied, as T ∝ L1/4. However, if the radius of the repro-

cessing layer increases with luminosity, then T ∝ L1/4/R1/2 ∝ L1/4/Ll/2 = L1/4−l/2

where l is a power law exponent relating L and R (see Equation (2.10)). As can be

seen in Table 2.2, we find that most fits prefer l > 1/2. Instead of the temperature

increasing with luminosity, it decreases slightly near peak and then gradually increases

as the luminosity decreases (Figure 2.8). Because the photosphere temperature is at

a local minimum near peak, it can easily match observations that find approximately

constant temperature at those times.

This can be interpreted as the result of reprocessing the radiation by a layer of

material with optical depth τ ∼ 1 in the accretion structures formed by the tidal disrup-

tion. The source of this material can be naturally explained by high-entropy material

generated by the circularization process, of which only a fraction needs to be ejected

to obscure the accretion disk (Guillochon et al. 2014). Just as prompt circularization

allows the luminosity to follow the fallback rate, it might explain why the reprocessing

radius follows the luminosity provided that the obscuring material drains into the black

hole on timescales that are short enough to prevent a significant build-up of material.
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Another possible explanation is that the reprocessing layer is generated by a

wind or an outflow (Ulmer et al. 1998; Strubbe & Quataert 2009; Miller 2015; Metzger

& Stone 2016). This is described recently in Jiang et al. (2016b), and we find that the

temperature evolution seen in Figure 2.8 is reminiscent of the evolution they predict, al-

though the exact power law relations we find between Ṁ and the photosphere properties

show a wider variety of solutions. The Jiang et al. model also predicts temperatures

that decrease near peak, because the photospheric radius of the outflow grows with

luminosity, and then temperatures that subsequently increase after peak as the ejecta

eventually becomes transparent.

2.6.3 Summary and Future Prospects

• Black hole masses can be accurately measured using tidal disruption events. While

the relationship between the time of peak of a TDE and the disrupting black hole’s

mass was first noted in Rees (1988) – tpeak ∝M
1/2
h , it remained unclear until this

work if the luminous output of a disruption could be used to measure masses ac-

curately. And although the black hole mass can be estimated from tpeak alone,

fitting multi-band light curves yields an increased precision of the measurement

and makes it possible to learn about other key disruption parameters. Our mea-

surements generally match previous values presented in the literature, as shown in

Figure 2.3, but we do find some exceptions where the black hole masses acquired

from light curve fitting disagree from those derived from galaxy scaling relations.

• All of the events in this sample have luminosity curves that almost directly follow
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the fallback of the stellar debris. This requires that the mass-energy distribution

remains frozen until it begins to radiate, which can be accomplished through rapid

circularization (Hayasaki et al. 2013; Guillochon & Ramirez-Ruiz 2015a). When

stream intersections occur close to the black hole, the debris is likely to circularize

quickly. Because of this, more relativistic encounters with larger impact param-

eters and black hole masses can increase the likelihood that stream intersections

will happen closer to the circularization radius. A lower radiative efficiency in

the debris streams can also increase the likelihood that stream intersections occur

close to the circularization radius (Bonnerot et al. 2016a). However, it is un-

likely that all TDEs experience rapid circularization (Guillochon & Ramirez-Ruiz

2015a), and there is still likely to be a class of TDEs that are viscously delayed

and are thus generally overlooked in UV/optical surveys.

• These events are Eddington limited and in most cases significant fractions (∆M/M∗ >

0.1) of the disrupted stars are bound to the black holes (see Figure 2.7). In these

cases there was likely a large amount of stellar debris surrounding the black hole

after circularization that could reprocess light from the event.

• A reprocessing layer that evolves with the bolometric luminosity provides a good

match to the optical and UV observations. This could be interpreted as high-

entropy material that was generated during the circularization process and then

quickly drained into the black hole on timescales short enough to avoid significant

build-up. It could also be interpreted as an outflow of material that grows at early

times and eventually becomes transparent (Jiang et al. 2016b; Metzger & Stone
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2016). Both of these scenarios could hide the accretion disk from view at early

times, preventing X-rays from escaping until the reprocessing layer recedes and/or

becomes transparent.

• Our results suggest that we are (unsurprisingly) biased towards observing the

brightest TDEs, which are biased towards the largest black holes when the lu-

minosity is Eddington-limited (but below ∼ 108M⊙ as most stars are swallowed

whole after that point). We find that events in our sample exhibit rapid circu-

larization with no viscous delays lowering the peak luminosity, have luminosities

that peak at a significant fraction of their Eddington limits, and are on the high

mass end of potential host black holes for tidal disruptions.

While we are able to reliably obtain black hole masses from our analysis of light

curves, we find the star and orbit properties are more difficult to determine uniquely.

This is likely because the timescale at peak is insensitive to the star’s mass, and also

because the amount of mass that falls back onto the black hole is degenerate with the

efficiency of the radiative process, which we remained agnostic about in this work. As a

result, we are often able to find local solutions of similar quality even for radically differ-

ent efficiency/star mass combinations. While the light curve fits are similar, we suspect

that higher efficiency, lower mass solutions are preferable given their improved odds of

occurring: low mass stars are significantly more likely to be disrupted than high mass

stars. This degeneracy could be broken by a more complete library of stellar disruptions

that accounts for relativistic effects (such as black hole spin, Tejeda et al. 2017) and

stellar evolution (which affects composition, rotation, and central concentration) on the
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debris. Alternatively, the efficiency could be constrained by measuring the properties of

the accretion disk and then using limits from these measurements to inform the priors

on MOSFiT’s TDE model. This has been recently attempted for some events, including

ASASSN-14li (Cao et al. 2018), PTF09djl (Liu et al. 2017), and PS18kh (Holoien et al.

2018b). We find that our measured efficiency for ASASSN-14li is significantly higher

than the value calculated by Cao et al. (2018) from their modelling of the disk (they

find ϵ ∼ 4 × 10−3). However, as our systematic uncertainties are large, it is possible

the measurements are consistent (Cao et al. (2018) does not quote error values). Our

measurements for the efficiency of PTF09djl are consistent with Liu et al. (2017). By

determining the stellar properties uniquely (or constraining their range by breaking their

degeneracy with the radiative efficiency), we could reduce our systematic error in our

black hole mass estimates from ∼ 0.2 dex, to the statistical error bars of an individual

model, ∼ 0.1 dex.

Our current model provides a solid basis for understanding events that radiate

most of their energy in the optical/UV. In the future we plan to add an accretion disk

component to our model, which will enable fits of TDEs that emit in the X-ray. We also

plan to transition to a more realistic library of tidal disruption simulations (e.g. Law-

Smith et al. in prep) that utilize MESA models of stars to account for their evolution.

As explained above, we expect that this will break the current degeneracy between the

mass of the star and the efficiency parameter and allow us to further refine our black

hole mass estimates.
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Figure 2.8: Bolometric luminosity, photosphere radius, and photosphere temperature
curves as a function of time since discovery. Each event’s curves are colored distinctly
and the shaded regions represents the 68% confidence intervals. The photosphere is
approximated as a power law of Lbol (see Equation 2.10), and the temperature plotted
is the blackbody temperature of the photosphere.
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2.7 Supplemental Data

TDE Rp/Rg Lbol/Ledd ∆M/M∗

iPTF16fnl 10.1+0.8
−1.1 0.25+0.05

−0.04 0.46+0.01
−0.06

PS1-10jh 2.2+0.1
−0.1 0.11+0.03

−0.02 0.45+0.01
−0.03

OGLE16aaa 11+3
−3 0.5+0.3

−0.2 0.07+0.22
−0.04

PTF09djl 9.1+3.6
−2.0 0.6+0.2

−0.3 0.2+0.2
−0.2

ASASSN-14li 4.9+1.0
−0.8 0.56+0.08

−0.14 0.40+0.07
−0.20

ASASSN-14ae 35+3
−2 0.44+0.05

−0.04 0.04+0.01
−0.01

ASASSN-15oi 6+2
−1 0.19+0.05

−0.05 0.46+0.01
−0.07

D3-13 4.0+7.8
−0.6 0.87+0.03

−0.09 0.42+0.01
−0.14

iPTF16axa 25+11
−8 0.4+0.2

−0.1 0.02+0.02
−0.01

PS1-11af 6.1+0.7
−0.6 0.22+0.03

−0.03 0.45+0.02
−0.07

PTF09ge 5.4+2.2
−0.8 0.08+0.02

−0.02 0.48+0.01
−0.29

D1-9 3.8+0.9
−0.7 0.3+0.3

−0.2 0.10+0.08
−0.06

TDE1 12+7
−5 0.4+0.2

−0.2 0.10+0.27
−0.07

TDE2 13+5
−5 0.92+0.05

−0.12 0.38+0.09
−0.17

Table 2.5: Tabulated values from Figure 2.6 and Figure 2.7.
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Chapter 3

An Energy Inventory of Tidal

Disruption Events

3.1 Introduction

The luminosity of supermassive black holes (SMBHs) residing in the nuclei of

most, if not all, galaxies is directly related to the rate at which they are supplied with

matter. While active galactic nuclei are supplied by steady flows of fuel for thousands of

years, tidal disruption events offer the unique possibility of investigating a single SMBH

under feeding conditions that vary over timescales of weeks or months (e.g., Dai et al.

2018).

Nonetheless, the recent breakthroughs in observations of tidal disruption events

have highlighted our incomplete theoretical understanding of these transients (e.g., Hung

et al. 2017). The candidate flares rise and fall in brightness over a period of weeks to
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months, with power-law decline rates that agree (at least for the first several months)

with numerical predictions of the rates at which stellar debris falls onto the SMBH (e.g.,

Guillochon & Ramirez-Ruiz 2013). However, we still do not have a good understanding

of how infalling material circularizes and accretes onto the SMBHs, or how or where

the emission we observe is generated. Because the source of the emission appears to

be obscured by an optically thick reprocessing layer throughout most of the observed

light curve, our understanding of the inner processes generating the radiation remains

incomplete (e.g., Roth et al. 2016).

The compilation of an energy inventory offers an overview of the integrated

effects of the energy transfers involved in tidal disruption events. By estimating the

efficiency of conversion of mass into electromagnetic radiation, it is possible to con-

strain whether the emission originates from accretion onto the black hole, or whether it

originates at larger radii during the circularization of bound stellar debris.

Observational studies have shown that the energy estimated from the observa-

tions of TDEs does not add up to the total energy expected from the accretion of half of

a solar mass of material, which corresponds to ≈ 1053(ϵ/0.1)(M∗/0.5M⊙) ergs assuming

a commonly used efficiency value of 0.1 (all but one of the events discussed in this work

have energy estimates below 1053 ergs). To solve this missing energy problem, it has

been suggested that if the luminosity is generated instead from circularization processes

such as stream collisions, which occur at larger radii from the black hole, the mass-to-

energy efficiency would decrease, lowering the total expected energy and reducing the

apparent tension between theory and observations (Piran et al. 2015). Other papers
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addressing this discrepancy have suggested that a large fraction of the rest mass energy

is carried by outflows (Metzger & Stone 2016), or that additional energy is emitted

either at higher frequencies that are not covered by existing observations (Lu & Kumar

2018), or at later times by an accretion disk with a very long viscous timescale (van

Velzen et al. 2019). To aid this discussion we provide a robust calculation both of the

total energy radiated during these flares and the associated conversion timescales.

Most observational studies of optical and UV TDEs include estimates of the

bolometric luminosity at peak or at discovery. Some also include estimates of the

radiated energy by integrating the bolometric light curve. For the transients discussed

in this paper, the literature estimates of bolometric luminosity curves are calculated

either by fitting a simple model to the observed light curve (Gezari et al. 2008, 2012;

Hung et al. 2017), applying a bolometric correction to the optical/UV light curves

(Chornock et al. 2014), or fitting thermal blackbody spectra to the photometric light

curves (Holoien et al. 2014, 2016a,b; Hung et al. 2017; Blagorodnova et al. 2017).

While these are important steps towards estimating the total energy emitted

by these flares, the data often does not have wide band coverage (many events have

limited UV coverage), and generally does not extend for more than a few peak times,

leading to large uncertainties in the estimates of the total energy. Here we use a different

approach. We require the bolometric luminosity to follow the expected fallback rate of

the stellar debris, allowing us to fit the light curve of each event using the Markov-Chain

Monte Carlo (mcmc) fitting code MOSFiT (Guillochon et al. 2018; Mockler et al. 2019a).

This allows for a robust estimate of the total energy radiated to be made not only
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while observations were taken, but also at early and late times before the transient was

discovered and after the observing campaign ended. The inventory, which is presented in

Table 3.1, is arranged by individual events and components within energy and timescale

categories, and includes energy estimates from the literature. The explanations for each

entry are presented in Section 3.2. A guide on how the conversion efficiency of mass

into electromagnetic radiation is estimated is detailed in Section 3.3. Finally, Section 3.4

discusses the implications of the compilation and how it offers a way to assess how well

we understand the physical processes at play.

3.2 Calorimetry

To constrain the energy released in optical and UV tidal disruption events, we

assume that the bolometric luminosity follows the mass fallback rate and fit an evolving

blackbody to the optical and UV light curves. The assumption that the luminosity

follows the fallback rate works well for the light curves of many optical and UV TDEs

(Mockler et al. 2019a), and is the expected result if circularization is prompt and an

accretion disk is formed on timescales less than the fallback timescale or if the emission

is produced by circularization processes such as stream collisions (Bonnerot et al. 2016b;

Piran et al. 2015; Bonnerot & Lu 2020).

By fitting a dynamic blackbody photosphere to the optical and UV bands we

are approximating the emission as efficiently thermalized. This is the simplest approxi-

mation we can make for the reprocessing of the fallback luminosity, and because optically

large emitting bodies cannot generally outperform a blackbody of the same size when
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radiating into free space, this provides us with a robust estimate on the total radiated

energy. The estimates of the total bolometric energy calculated using our model can

be found in Table 3.1. For this work we have re-run the fits presented in Mockler et al.

(2019a) with an expanded efficiency range, allowing the minimum efficiency to go down

to 5× 10−4, to ensure we are not biasing our results to higher efficiency estimates. This

additional freedom does not significantly change our estimates of the integrated energy,

however it does change the median values for the efficiency and stellar mass parameters.

We discuss this further in Section 3.3.

We compare the total bolometric luminosity calculated with our model (Ebol)

to Lpeak× tpeak. Transient events are commonly characterized in the Lpeak− tpeak plane

(Kasliwal et al. 2012), and Lpeak × tpeak seems like a natural way to approximate the

energy released by a transient. We find that in most cases Lpeak × tpeak is less than 1/3

of the total emitted energy for TDEs. Therefore, we caution against using Lpeak× tpeak

when estimating the total energy released for TDEs. We note that throughout this

paper we define tpeak = tpeak, ff as the ∆t between when mass first begins to return to

the black hole and when the light curve peaks – the ‘time of peak from first fallback’.

This is less than tpeak as calculated from disruption, but can be more easily tied to

observations, as mass needs to return to the vicinity of the black hole before stream

collisions or accretion produce luminosity. On the other hand, tpeak, ff will be larger

than the peak timescale calculated using the first observation of the TDE, as our fits

extrapolate back before the first observation to the approximate first fallback time using

simulated mass fallback rates.
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Table 3.1: Notes for Table 3.1: The transients in the table are organized as follows:
The first 9 events have UV detections during the same time period as the optical detec-
tions. The events in bold have observations at or before the light curve peak. Systematic
errors for parameters are listed at the top of their respective columns, throughout the
text we include the systematic errors in the errors quoted for the parameters. System-
atic errors for tpeak and efficiency (ϵ) are taken from Mockler et al. (2019a), additional
errors were calculated using the method described in the same paper and are based on
the uncertainty in the stellar mass-radius relation. Column descriptions: (1) tran-
sient names; (2) Bolometric energy estimates from the literature. The methods used
to calculate these estimates are described below in this caption; (3) Bolometric energy
estimates from the MOSFiT fits, integrated over the same time period used for the litera-
ture energy estimates in column 2. The literature energy estimate for PTF09ge is from
late-time dust emission and therefore the MOSFiT energy estimate for column 3 for this
event was integrated over the time period of the initial optical observations presented
in Arcavi et al. (2014); (4) Column 2 divided by column 3; (5) The peak bolometric
luminosity multiplied by the timescale from first fallback to peak luminosity, divided by
column 3; (6) The ∆t between when the first stellar debris falls back to pericenter (‘first
fallback’) and the time of peak luminosity. This is necessarily less than the time from
disruption to peak; (7) & (8) t50 and t90 are the respective times when 50% and 90% of
the total energy is radiated. The first 5% and last 5% are excluded from the integral. In
columns 7 & 8 they are scaled by the peak timescale calculated from first fallback; (9)
The average observed efficiency, defined as Ebol/∆Mc2, where ∆M is the total amount
of mass that is bound to the black hole; (10) The peak observed efficiency, defined as
Lpeak/Ṁpeakc2; (11) Eddington ratio at peak luminosity; (12) The minimum amount of
mass required to generate the integrated energy if the conversion from mass to energy
were 100% efficient (Ebol = ∆Mminc2). Notes on literature energy estimates: The
value for PS1-10jh was calculated by integrating the light-curve model using a lower
limit for the temperature and luminosity (Gezari et al. 2012). The values for both D1-9
and D3-13 were calculated by integrating a t−5/3 power law starting at tdiscovery (after
tpeak) using the lower limits to the blackbody temperature and luminosity (Gezari et al.
2008). The value for PTF09ge was calculated from IR dust emission, motivating that
there is additional radiated energy not observed in the initial optical and UV light curve
(van Velzen et al. 2016a). The values for ASASSN-14ae, ASASSN-14li, ASASSN-15oi,
iPTF16fnl, iPTF16axa, and OGLE16aaa were calculated by integrating the blackbody
fits to the observed optical and UV light curves (Holoien et al. 2014, 2016b,a; Blagorod-
nova et al. 2017; Hung et al. 2017; Wyrzykowski et al. 2017). According to Holoien
et al. (2016b), the blackbody fit for ASASSN-14li was ‘dominated by systematic errors’.
For PS1-11af, Chornock et al. (2014) calculated the radiated energy by using a constant
bolometric correction to the light curve from a blackbody fit 10 rest-frame days after
peak.
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Table 3.1: Discovery papers for TDEs in table: PS1-10jh, D3-13 & D1-9: Gezari
et al. (2012, 2008); ASASSN-14ae, ASASSN-14li, ASASSN-15oi: Holoien et al. (2014,
2016a,b); iPTF16fnl: Blagorodnova et al. (2017); iPTF16axa: Hung et al. (2017); PS1-
11af: Chornock et al. (2014); PTF09ge & PTF09djl: Arcavi et al. (2014); TDE1 &
TDE2: van Velzen et al. (2011); OGLE16aaa: Wyrzykowski et al. (2017).

1This event had significant additional X-ray emission contemporaneous with the optical and UV emis-

sion, however we only include an analysis of the energy emitted in optical and UV wavelengths in this

work. The energy and efficiency estimates for this event are lower limits.
2Values in parentheses were calculated from fits without accounting for host extinction. iPTF16fnl

preferred fits with high host extinction, and the literature calculations did not include host extinction

(see Section 3.2 for more information).

In Table 3.1, we also compare our total bolometric energy estimates with those

derived directly from fitting the observational data. First, we integrate our bolometric

luminosity curve to only include the time ranges used in the literature calculations. We

find that most of our calculations are similar to previous estimates (see columns 2 and

3 of Table 3.1 for the energy estimates, and the caption for a list of literature sources).

We discuss the measurements that are inconsistent with the literature below.

For the transient iPTF16fnl, we calculate a significantly higher total energy

when integrating over the same time period as the observations (we find log10Ebol =

50.1+0.1
−0.1, Blagorodnova et al. 2017 find log10Ebol = 49.3+0.1

−0.1). Our original fit preferred

a relatively high value for the host extinction, EB−V, host = 0.14+0.20
−0.09. We include host

extinction as a parameter in the mcmc fit of the light curve, and use the O’Donnell (1994)

extinction law for extinction at optical and UV wavelengths (Morrison & McCammon

(1983) is used below the Lyman limit, but it is not applicable here). The literature

calculation for iPTF16fnl does fit for host extinction, but unlike this work found the

best fit to prefer no host extinction (using both Fitzpatrick (1999) and ?. We fit

iPTF16fnl a second time without correcting for any host extinction, and found a lower
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value for the energy radiated during observations (log10Ebol = 49.5+0.1
−0.1), consistent with

Blagorodnova et al. (2017). However, this fit has a likelihood score that is about 10

points lower than the fit with host extinction (160 vs 173), therefore we use the fit that

includes a host extinction correction in this work. We do include the energy estimates

from the fit without a host extinction correction in Table 3.1, below the values for the

fit that includes host extinction.

We expect most of the literature estimates of the total energy emitted by

transients in our catalog to be less than the values we derive for the total energy (column

4 of Table 3.1). This is because we integrate out to much later times than is possible

with existing observations, and we always include the peak of the transient even when

the event was caught in the decay phase. There are, however, two events that have

literature estimates of the total energy that are significantly higher than those presented

in Table 3.1 (column 4). PTF09ge and OGLE16aaa both have literature estimates of the

total bolometric energy that are higher than what we derive. In the case of PTF09ge,

the literature value is calculated using IR emission measurements taken after the initial

optical/UV light curve (van Velzen et al. 2016b). The fact that this method finds a

higher value for the energy might imply that there is additional emission that was not

captured by the initial optical and UV observations but was effectively reprocessed by

dust. For OGLE16aaa, it is unclear why our calculation of the energy is lower than the

one presented in the literature. According to Wyrzykowski et al. (2017), the literature

estimate is derived using blackbody fits to the optical and UV light curve. While our

original fit was only to the optical light curve, we re-fitted the event to also include the
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sparse UV data and obtained a similar value for the total emitted energy, with a slightly

reduced statistical error (log10Ebol = 51.4+0.3
−0.2 erg).

One of the liveliest debated issues in the TDE field concerns the nature of the

luminosity decay after peak. This is in part because the fallback rates do not converge

to the canonical t−5/3 power law until well after peak, if they converge to it at all

(e.g. Guillochon & Ramirez-Ruiz 2013). The t−5/3 power law decay rate is derived

by assuming that the derivative of the mass-energy distribution (dM/dE) is constant

and the orbit can be approximated as parabolic2. This is a reasonable approximation

for the material near the core of the star (the material least bound to the black hole)

in a full disruption. However, as numerous papers have highlighted, this is never a

good approximation at early times, and for many disruptions it is also not a good

approximation at late times (e.g., Gafton & Rosswog 2019). Other power law decay

rates have been predicted for the late-time emission from partial disruptions (t−9/4,

see Coughlin & Nixon 2019), and for disk emission (t−5/12, see Lodato & Rossi 2011;

Auchettl et al. 2017). These power laws do a better job of approximating the emission

decay rates for the relevant flares at the relevant epochs, however, like the t−5/3 power

law, they have limited applicability. For this reason, we caution against approximating

the entire decay rate of the emission as a single power law when calculating the total

radiated energy. At the very least, the late-time asymptotic behavior must be treated

separately from the early time emission near the peak of the light curve (van Velzen

et al. 2019).

2The assumption of a parabolic orbit is reasonable for most tidal disruptions occurring in galactic
nuclei, see Dai et al. (2013) for a thorough analysis of less eccentric disruptions.
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From the evolution of the cumulative energy, we also derived t90 (t50) values

for all events, which we define here as the time frame during which 90% (50%) of the

bolometric energy is accumulated, not including the first and last 5%. We clarify that

we do not define t50 as the time frame when the middle 50% of the energy is emitted, as

it is often defined for gamma-ray bursts, rather we define it as the time when the first

50% of the energy has been radiated (excluding the first and last 5%). Calculating these

estimates required using the MOSFiT model to extrapolate the bolometric luminosity out

past the observations. In Table 3.1 we list the values for t50/tpeak and t90/tpeak for each

fitted event in Table 3.1. We find that t50 can occur anywhere from a month to more

than a year after peak, while reaching t90 takes significantly more than a year and up to

≈ 10 years in some cases. This means that while observations of TDEs often extend out

to t50, they rarely extend out to t90, contributing to the underestimation of the total

energy radiated that we discussed above.

The compilation of the radiated energy inventory shown in Table 3.1 provides

a robust lower limit on the integrated effects of the energy transfer involved in TDEs.

The total observed isotropic energy (column 3 in Table 3.1) that is radiated at optical

and UV wavelengths is usually larger than that emitted in X-rays during the main flare.

This is predominantly due to the fact that νFν typically peaks closer to the UV than to

the X-rays (at least near the peak of the light curve). However, we note that this is not

always the case and it still possible that previous X-ray observations could have missed

the time when the X-ray luminosity was highest, resulting in a underestimate for some

of the events (Auchettl et al. 2017). It is possible that we are missing X-ray emission due
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to inclination effects if our observational line of sight is edge on through the accretion

disk, as opposed to closer to the poles (where jet emission would be beamed, Dai et al.

2018). There are also recent reports of an excess of late-time emission for some TDEs

(van Velzen et al. 2019) and we discuss the contribution of this emission to the total

energy inventory in Section 3.4.1.

3.3 Efficiency

Estimating the radiative efficiency is appropriate for our purpose of uncovering

the energy transfer mechanisms in tidal disruption flares. The total efficiency (ϵ), as

defined by Ebol = ϵMboundc
2, parameterizes the conversion from rest mass to electro-

magnetic energy and provides a robust limit on the radiative efficiency. Here Mbound is

the total mass bound to the black hole after the disruption, which is ≈M∗/2 for a full

disruption.

As discussed in Section 3.2, we are able to provide a robust estimate of the total

energy radiated during these events. However, more complicated modelling is required

to estimate the efficiency of conversion from rest mass to electromagnetic energy. To

calculate the radiative efficiency we first need a model that accurately estimates the mass

supply into the vicinity of the black hole. As described in the previous section, we use

the results from hydrodynamic simulations in order to provide an estimate of the rate

of mass return to pericenter. The bolometric luminosity can then be simply written as

Lbol = ϵṀc2. However, the magnitude of the mass fallback rate (Ṁ) is also dependent

on the mass (Mh) and spin (a) of the black hole, the mass of the star (M⋆), and the
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impact parameter of the disruption (β). Luckily, the mass of the black hole significantly

changes the peak timescale (Mockler et al. 2019a) while the impact parameter noticeably

alters the shape of the fallback curve (Guillochon & Ramirez-Ruiz 2013; Gafton &

Rosswog 2019). As a result, the effects caused by changing these two parameters can

generally be disentangled from the effects caused by altering the efficiency when fitting

the light curves. It is, however, more difficult to break the degeneracy between the

mass of the star and the efficiency, which leads to large systematic uncertainties in the

determination of these parameters (Mockler et al. 2019a).

As we mentioned briefly in Section 3.2, we have re-run the fits presented in

(Mockler et al. 2019a) with the efficiency prior range expanded by an order of magnitude,

from 5×10−3−4×10−1 to 5×10−4−4×10−1. As the fits are to the same observational

data as in (Mockler et al. 2019a), the light curves we obtain are very similar. With this

added flexibility, many of the events prefer lower efficiencies and higher stellar masses

than those presented in Mockler et al. (2019a).

However, we caution that the degeneracy between the efficiency and the stellar

mass makes it difficult to pinpoint a particular stellar mass, and therefore it is not clear

that these lower efficiency, higher stellar mass fits are more accurate than the previous

fits run with a smaller efficiency prior range. For example, we note that in these new

fits, two of the events with the lowest radiative efficiencies prefer very high stellar masses

that are strongly disfavored by IMF functions (PS1-10jh prefers M∗ = 8.2+29.7
−6.4 M⊙ and

ASASSN-14ae prefers M∗ = 5.4+22.0
−4.3 M⊙). Although there is significant uncertainty in

the determination of the mass of the disrupted star and the associated radiative ef-
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ficiency, we note that the degeneracy between them does not noticeably change the

determination of the bolometric energy measured, as clearly shown in Figure 3.1. Ad-

ditionally, the black hole masses remain consistent with previous estimates, as do the

scaled impact parameters for all fits except iPTF16axa, which now prefers a full dis-

ruption rather than a partial disruption. iPTF16axa does not have measurements near

peak or strong upper limits, and therefore the rise and the peak of the light curve are

not well constrained, which is likely why both a full disruption and partial disruption

can fit the light curve.

3.3.1 The mass distribution of tidally disrupted stars

We probe the degeneracy between stellar mass and radiative efficiency by

taking the best fit walker distributions derived in Mockler et al. (2019a), and vary-

ing the efficiency and stellar mass parameters over the following ranges: 0.0001 < 1;

0.01M⊙ < M⋆ < 100M⊙. This makes it possible to visualize a large region of likelihood

space for these parameters, and the resulting likelihood distributions for a subset of

the transients are shown in Figure 3.1. For the plot we chose transients that covered

a wide range in parameter space, and have limited the number plotted because adding

additional events would overlap. For a given total radiated energy, we find that there

is a clear degeneracy between stellar mass and efficiency. However, the spread in total

radiated energy is, as expected, small.

Most common theories of tidal disruption rates foresee the disrupted stars

coming from within the radius of influence of the SMBH (e.g., Frank & Rees 1976).

Each star within this region is expected to trace out a complicated orbit under the
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combined influence of all other stars and the SMBH itself. In these crowded regions,

two-body interactions alter the distribution of stars on long timescales and, as a result,

we expect the disrupted stars to come from near the peak of the IMF (see top panel in

Figure 3.1). If this is the case, we expect the radiative efficiencies to be ≳ 10−2.

Recently, there have been several theories put forward to explain the surpris-

ing finding that tidal disruption events preferentially occur in an unusual sub-type of

galaxies known as E+A galaxies (Arcavi et al. 2014; French et al. 2016; Law-Smith et al.

2017b; ?). These theories include an overdensity of stars near the SMBH (Stone et al.

2018; Law-Smith et al. 2017b; ?), the presence of a SMBH companion (Arcavi et al.

2014; Li et al. 2015), and star formation in eccentric disks around SMBHs (Madigan

et al. 2018). Common to all of these theories is the idea that stars deep in the potential

well of the SMBH interact with one another coherently, resulting in rapid angular mo-

mentum evolution (Rauch & Tremaine 1996). Within this formalism, higher mass stars

could, in principle, be preferentially disrupted (compared to the IMF), and as such,

systematically lower radiative efficiencies might be possible (Figure 3.1).

3.3.2 The efficiency of super-Eddington accretion

Radiative efficiency can be temporarily reduced near the peak of the flare if

the mass accretion rate exceeds the Eddington limit of the SMBH. In this case much

of the returning debris must either escape in a radiatively driven wind or be accreted

inefficiently (Ramirez-Ruiz & Rosswog 2009; Strubbe & Quataert 2009). In the second

case, a sizable fraction of the mass would be fed to the black hole far more rapidly than

it could be accepted if the radiative efficiency were high. This can add to the difficulty
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of measuring the efficiency of conversion from the rest mass energy to luminosity. For

example, in Dai et al. (2018), the authors ran a state of the art simulation of a super-

Eddington accretion disk around a massive black hole with a spin of 0.8 and a mass

fallback rate of ≈ 15ṀEdd and found a reduced mass to luminosity efficiency of 2.7%.

According to the same model, events with significant optical emission required the

observer to be viewing the event along the direction of the disk to allow for sufficient

reprocessing of emission. As such, their mass to observed luminosity efficiency was even

lower than 2.7% (the majority of emission was beamed along the polar direction). This

is much lower than the expected Novikov-Thorne efficiency of 12.2% for a black hole

with a spin of 0.8 (Novikov & Thorne 1973).

The MOSFiT TDE model approximates the effect of the super-Eddington regime

on the observed luminosity with a soft cut on the luminosity as it approaches LEdd,

reducing the efficiency of conversion between Ṁ and Lbol near LEdd (Mockler et al.

2019a). The average efficiency and the efficiency at peak derived from our model are

listed in Table 3.1, column 9. As expected, the peak efficiency is generally lower than the

average efficiency, most noticeably for flares with peak luminosities near the Eddington

limit. We note that using the peak efficiency to estimate either the total radiative

efficiency or the total energy radiated during these events will lead to an underestimation

in these quantities.

The maximum possible peak efficiency of a tidal disruption event is dependent

on the Eddington limit of the SMBH, however it is also dependent on the mass of the

disrupted star and the impact parameter of the disruption. In Figure 3.2, the dashed
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lines show Lpeak/Ledd for full disruptions of different stellar masses, assuming a peak

efficiency of 10%.

For example, black holes below ≈ 107M⊙ will be super-Eddington at 10% peak

efficiency for (full) disruptions of stars above ≈ 0.3M⊙. This implies that most of the

black holes in our sample can only reach peak efficiencies of 10% if they disrupt low

mass stars, or they break the Eddington limit. On the other hand, as the mass of the

black hole increases past 107M⊙, the Schwarzschild radius begins to encroach on the

tidal radius for main-sequence stars. Once the Schwarzschild radius grows larger than

the tidal radius, most disruptions will occur within the black hole’s event horizon, and

there will be no observable flares.3

In Figure 3.2 these disallowed regions of parameter space are shaded in gray,

providing additional constraints on the stellar masses for the tidal disruption flares

around the largest black holes in this sample. The most massive black hole in this

sample, the black hole in the host galaxy of D1-9 (J022517.0-043258), can only disrupt

stars ≳ 0.6M⊙. The total energy released in the flare around this black hole is also

quite large, and requires the conversion of 0.5M⊙ of mass to energy if the efficiency

is ∼ 10%, and a correspondingly larger amount of mass for lower efficiencies (from

Table 3.1, 1053ergs ≈ 0.1 × 0.5M⊙ × c2). Therefore, both the mass of the host black

hole and the luminosity of the flare suggest that the disrupted star for the TDE D1-9

was above the peak of the IMF, and likely ≳ 1M⊙.

3The exact value of the maximum black hole mass able to produce an observable flare depends on
the spin of the black hole and the stellar structure of the star. It also depends on whether or not partial
disruptions are included in the calculation, as stars can be partially disrupted at larger radii than are
required for full disruptions. This calculation must be done using general relativity, as the tidal forces
at a given radius are noticeably different in GR for high mass black holes (Servin & Kesden 2017)
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While there is scatter in the Eddington fraction for this sample of TDEs,

with values varying between ∼ (0.1 − 0.9) Lpeak/Ledd, the median of the distribu-

tion is 0.3+0.3
−0.2 Lpeak/Ledd (the median value calculated from the fits in Mockler et al.

(2019a) was 0.3+0.4
−0.2). This is similar to the median Eddington fraction derived for AGN

(Kollmeier et al. 2006). However, if observed TDE rates are driven by the brightest

events, we might expect most of the flares to be pushing up against their black holes’

respective Eddington limits (Kochanek 2016).

Very high Eddington ratios would likely produce flattened light curves that

would no longer appear to follow the shape of the mass fallback rates near the peak

of the light curve (or wherever the mass fallback rate is super-Eddington), due to the

significant mass wasted during super-Eddington accretion. Most of the events in this

sample (and all of those with well-sampled observations at peak) appear to follow the

shape of the expected mass fallback rates and do not push up against the Eddington

limit. We note that the fit for TDE2 does prefer a particularly high Eddington fraction

(≈ 0.9) and its light curve is flatter than the rest of the sample, as shown in Figure 1 of

Mockler et al. (2019a). Unfortunately, as there are no observations at peak for TDE2,

that section of the light curve is extrapolated and has large uncertainties, making it is

difficult to determine the accuracy of the flattened portion of the light curve.

77



Kroupa PDF (log10)

10−1 100 101

M∗

10−4

10−3

10−2

10−1

100

effi
ci

en
cy

constant E
bol

50.5

51.0

51.5

52.0

52.5

53.0

lo
g

1
0
E

b
o
l(

er
gs

)
Figure 3.1: The role of stellar mass in TDEs. Bottom Panel: The likelihood contours for
stellar mass and efficiency parameters derived for five TDEs with a spread of bolometric
energy values. The contours have been calculated by taking the parameter values from
the converged walker distributions from the MOSFiT fits, varying the efficiency parameter
between 0.0001 − 1 and the stellar mass between 0.01 − 100, and recalculating the
likelihood of each parameter combination. We kept the values from the converged
walker distributions constant for all parameters except for M∗ and efficiency. The
contours were arbitrarily chosen as log10likelihoodmax − 30 as this contour value clearly
shows the stellar mass - efficiency degeneracy for all plotted fits. Also shown are dashed
lines denoting constant bolometric energy. The lines show constant Ebol for a given
Maccreted/M∗. Impact parameter (and therefore Maccreted/M∗) vary from TDE to TDE,
therefore the value of these lines can vary from event to event. However, the general
trend of increasing Ebol as one moves up and to the right in the plot is clearly shown in
the data. Top Panel: The Kroupa IMF is plotted for comparison (Kroupa 2001).
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Figure 3.2: Using dashed lines, we plot the Eddington ratio for simulated flares using
several stellar masses and assuming an efficiency of 0.1 at peak (a typical AGN efficiency
that would produce super-Eddington flares for most TDEs). The shaded regions show
were Rt < Rs – the approximate point where stars will be disrupted inside the black
hole’s event horizon (the lightest shading corresponds to 0.3M⊙, the medium shading to
1M⊙, and the darkest shading to 3M⊙). Eddington limited accretion has a maximum
efficiency determined by the accretion radius, mass accretion rate, and Eddington limit,
and the median value of the Eddington ratio for this sample is Lpeak/Ledd = 0.3+0.3

−0.2.
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3.4 Discussion

3.4.1 Late-time energy release

As we have shown in Mockler et al. (2019a), the luminosity evolution of tidal

disruption events broadly follows the fallback rate of debris. As shown in column 8 of

Table 3.1, t50 of the radiated energy occurs long after tpeak for the majority of the fitted

events (t50 occurs later than 100 days after peak for 7 of the 14 events, and t50 > 3×tpeak

for 9 of the 14 events). As a result, a significant fraction of the total energy is available

to be emitted at late times. To check our estimates of the total bolometric energy

released in these events, we need observations out to at least t50.

A recent search by van Velzen et al. (2019) for late-time emission from TDEs

at times ≳ 10 × tpeak found that 10 transients were still emitting at FUV wavelengths

(the optical emission had faded below host levels). The same study found that power

law fits to early-time FUV emission under-predicted the late-time FUV emission for

PTF09ge, PTF09djl, ASASSN-14ae, iPTF16fnl, PS1-10jh, and ASASSN-14li, implying

that at these frequencies and at times ≳ 10 × tpeak, the emission was decaying at a

slower rate than predicted by the extrapolations of power law fits to observations near

peak.

To compare the observed late-time emission to predictions from the MOSFiT

model, we let Lbol = ϵṀc2, and used the photosphere evolution determined from our fits

to the early light curve (with a minimum photosphere radius = Rcirc) to get estimates

of the FUV emission at late times (≳ 10× tpeak). This assumption that the photosphere

evolution can be extrapolated from early times is likely inaccurate at very late times
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(≳ 10×tpeak), however we use it to compare with the predictions made by extrapolating

the power law fit to the early light curves. We find that our estimates of the late time

νLν values sometimes under-predict and other times over-predict the observed values,

as shown in Figure 3.3. The early time photosphere evolution no longer provides a good

description for the late-time emission, and we find that like van Velzen et al. (2019), we

also under-predict the FUV luminosity for PTF09ge, PTF09djl, iPTF16fnl, ASASSN-

14ae, ASASSN-14li, and PS1-10jh. In general, the discrepancies between our predictions

and observations are smaller than those calculated in van Velzen et al. (2019), and our

predictions are within an order of magnitude of the observed values for all events except

PTF09djl.

In the bottom panel of Figure 3.3 we also compare the predicted Lbol from

our model to the value derived by van Velzen et al. (2019) by fitting blackbody fits to

the late-time observations. The values from our model come from assuming that the

efficiency of conversion from mass to energy remains constant at late times, and Lbol

continues to follow the mass fallback rate. The predicted values for Lbol are consistent

with the blackbody fits within the quoted uncertainties for most events (the uncertainties

are quite large as Lbol, obs is derived from observations in FUV bands only). There is

enough energy in our MOSFiT predictions to produce the observed FUV luminosity,

and for the transients with measured FUV luminosities that are only a factor of a few

different from the model predictions, it is likely that a different blackbody radius could

reproduce the FUV luminosity. However, for the events with the largest discrepancies

between the observations and the model predictions (e.g. PTF09djl), it is clear that a

81



simple reprocessing model fails to provide a reasonable description of the observed FUV

luminosity.

One way to get better constraints on the energy released at late times is to

obtain X-ray limits. Two of the events with late-time FUV measurements also have

X-ray detections from Jonker et al. (2020). Both PTF09ge and ASASSN-14ae were

detected by Chandra, strengthening the case made by van Velzen et al. (2019) that the

bolometric luminosity of these events remains higher than expected from extrapolations

of early time light curves (assuming the X-ray emission does not result from an under-

lying AGN). As we discuss in Section 3.2, there is further evidence that PTF09ge was

more energetic than its initial UV/optical light curve suggests. The bolometric energy

estimated from IR dust emission is significantly higher than the estimate from black-

body fits to the light curve (see Table 3.1 and van Velzen et al. (2016a)), which suggests

the presence of additional high energy emission missed in the initial observations.

In van Velzen et al. (2019), the authors point out that the late-time FUV ob-

servations from flares around larger mass black holes are closer to their predictions from

early light curve extrapolations than the observations from smaller mass black holes.

The smaller mass black holes required the addition of a second, shallower power law

to match the data. However, the timescale of evolution of the light curve is strongly

dependent on the black hole mass. Therefore, it is necessary to scale the light curve

by the black hole mass in order to effectively compare them. In fact, two of the most

extreme under-predictions to observations are for the transients whose late time observa-

tions were taken after the largest number of peak timescales (PTF09djl and PTF09ge).
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Taken in this context, because the timescales of mass fallback are lengthened for larger

mass black holes, the fact that van Velzen et al. (2019) find more dramatic light curve

evolution around smaller mass black holes is likely due to the fact that their mass fall-

back rate (and therefore their reprocessing layers and accretion rates) evolve on shorter

timescales.

3.4.2 Comparison to AGN

While it is an important first step towards understanding how energy is gener-

ated in TDEs, this work leaves a number of important questions regarding the radiation

physics of TDEs and exactly how and where the TDE emission is generated.

The simplest model for TDE emission is thermal radiation from an accretion

disk at Rt, however it fails to accurately describe the observations. It predicts temper-

atures that are too high by a factor of about 5, and an optical luminosity more than

an order of magnitude too dim (e.g., Gezari et al. 2008). This suggests that X-rays

from accretion are being reprocessed into the optical part of the spectrum by a debris

envelope with a much larger effective photosphere, perhaps 10-100 times Rt. The origin

of the extended gas remains unknown. It has been suggested that a large quasi-static

envelope can be supported by radiation pressure (e.g., Loeb & Ulmer 1997). An al-

ternative explanation is that the extended gas instead results from strong accretion

disk outflows (e.g., Strubbe & Quataert 2009). Other works have suggested that the

luminosity is not powered by accretion at all, but by shocks produced as material falls

back, collides, and circularizes at large radii (e.g., Piran et al. 2015). In the absence

of radiation transfer studies, it is difficult to distinguish between the proposed theories
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of the origin of TDE emission, and several basic questions about the spectrum forma-

tion in these environments remain open. As discussed in Section 3.3, estimating the

efficiency of conversion between Ṁ and Lbol helps us understand the nature of the pro-

cesses producing the emission. The theoretically expected efficiencies for accretion disks

around non-spinning and maximally spinning super-massive black holes are 0.057 and

0.42 respectively (Novikov & Thorne 1973). Observational studies of AGN have found

the mean accretion efficiency for AGN to be ≈ 0.08 − 0.1 with large variation between

individual AGN (Marconi et al. 2004; Davis et al. 2011). It is likely that the efficiency

at peak for TDEs is lower than the average efficiency for AGN, simply because many

TDEs approach their Eddington limit at peak (as discussed in Section 3.3). However,

we might expect the efficiency averaged over the full TDE evolution to be comparable

to AGN if the majority of the luminosity is coming from accretion.

In Figure 3.4 (left panel) we compare the average efficiencies estimated by our

model with the efficiencies measured for AGN in Davis et al. (2011). There is significant

spread in the measured efficiencies for the TDEs in our sample, and we find that while

many of the efficiencies we estimate are consistent with AGN efficiencies within the large

associated uncertainties, the lowest efficiencies in our sample are much lower than those

expected from AGN. We also note that the radii of the innermost stable orbits (Risco)

for the two most massive events in our sample are larger than the tidal radii for the

disruptions of 1M⊙ stars. For an accretion disk to form effectively, the disruption would

likely need to occur outside of Risco, or a significant fraction of the debris will plunge

directly into the black hole (Gafton & Rosswog 2019). In principal, this constraint can
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help narrow the range of possible stellar masses for TDEs, however in this case, D1-9

and D3-13 prefer masses ≳ 1M⊙ in both the fits with the expanded efficiency range

used in this paper and the original fits in Mockler et al. 2019a. We note that the trend

of increasing efficiency with increasing AGN black hole mass in Davis et al. (2011) has

been argued to be due in part to selection effects, however the plotted estimates are

thought to be relatively accurate (Laor & Davis 2011; Raimundo et al. 2012).

In Figure 3.4 (right panel) we plot the average efficiencies of our TDE sample

versus the circularization radius in units of gravitational radius. We find that most

of the efficiencies derived are also consistent within the errors to the maximum possi-

ble efficiencies from stream collisions, yet many of the events are in tension with the

expected efficiencies from the stream collision model. Assuming gas remains approxi-

mately virialized, the maximum fraction of the rest mass energy available for dissipation

(and therefore the maximum possible radiative efficiency) at a given radius from the

black hole is ≈ 0.5 × v2orb/c
2 = 0.5 × Rg/Rconv, where vorb is the orbital velocity for a

circular orbit at a given radius, Rg is the gravitational radius, and Rconv is the radius

at which the rest mass energy is dissipated. This is a very conservative limit, and in

reality the efficiency from stream collision is likely much lower (as we will discuss in

the following paragraphs). Therefore, if most of the early time emission came from

stream collisions or circularization processes instead of from accretion, these processes

would need to occur close to the black hole for many of the transients in this sample

(≲ 100Rg for half of the events, see Figure 3.4), and they would need to be very efficient

at converting kinetic energy to radiation.
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A natural size scale for the accretion disk is the circularization radius (Rcirc).

The circularization radius is calculated from the tidal radius and the impact param-

eter, Rcirc = 2Rp = 2Rt/β, and defines the radius of a circular orbit with the same

angular momentum as an eccentric orbit with pericenter radius ‘Rp’. The smallest pos-

sible radius at which stream collisions could occur is the pericenter radius, however the

expected stream collision radius for the most bound debris is always larger than the

circularization radius for full disruptions of main sequence stars by Scharwzschild black

holes. The radius at which streams collide is dependent on the orbit of the bound debris,

which can be approximated using the mass and radius of the star, the mass (and spin)

of the black hole, and the impact parameter of disruption (Jiang et al. 2016a; Dai et al.

2015).

For example, given a Schwarzschild 5 × 106M⊙ black hole, Rcoll ≈ 6Rcirc for a

0.3M⊙ or 1M⊙ star, and Rcoll ≈ 17Rcirc for a 10M⊙ star assuming critical disruptions

of both stars (β = 0.9 for the 0.3M⊙ star, β = 1.8 for the 1 and 10 M⊙ stars; Guillochon

& Ramirez-Ruiz 2015a). We see that Rcirc provides an approximate size scale for the

transition between where accretion processes occur and where stream collisions occur.

We conclude that, because stream collisions will generally occur at radii greater

than the circularization radii, it is only energetically feasible for events powered by

stream collisions to reach the maximum efficiency at the circularization radius (denoted

by the dashed line in the right panel of Figure 3.4) if their conversion efficiencies between

kinetic energy and radiated energy are larger than 50%. In Jiang et al. (2016a), the

conversion rate between kinetic energy and radiated luminosity for stream collisions is
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found to be ≈ 2−7% (or ≈ 4−14% of 1/2 of the total kinetic energy – the fraction avail-

able to be radiated if the material is virialized), emphasizing that realistic efficiencies

for stream collisions are likely much less than 50%.

About half of the events in this sample have efficiency estimates that are

comparable to the maximum efficiency at the circularization radius, while the other half

have efficiency estimates that are closer to 2-7% of the KE at the circularization radius

(of course there are still large systematic uncertainties, as discussed in Section 3.3). We

note that the degeneracy in M∗ − ϵ does not significantly change this result, as using a

higher/lower efficiency requires a lower/higher stellar mass and the circularization radius

increases with stellar mass. Using a lower efficiency requires using a larger circularization

radius, and vice versa, moving events diagonally in the ϵ−Rcirc plane. More precisely,

Rcirc ∝ M
1/3
∗ R∗ ∝ M

1/3+ξ
∗ – the stellar radius, R∗, can be approximated as R∗ ∝ M ξ

∗

with 2/3 ≳ ξ ≳ 1 for most zero age main sequence (ZAMS) stars (Tout et al. 1996).

Therefore, as you increase/decrease efficiency and decrease/increase M∗, you move along

lines in ϵ − Rcirc space that are approximately parallel to ϵ ∝ 1/Rcirc ∝ v2circ/c
2. Of

course, if the ‘scaled’ impact parameter is constant (the approximate fraction of mass

bound to the black hole remains the same), then the physical impact parameter (β)

will change as one changes stellar structure. However, for main sequence stars it will

generally not change the circularization radius by more than a factor of ≈ 2, except in

the case of super-critical disruptions (Rcirc ∝ 1/β, and a full disruption of a lower mass

ZAMS star occurs at β ≈ 0.9, while a full disruption of a solar mass ZAMS star occurs

at approximately β ≈ 1.8).
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It remains possible that some fraction of TDEs are powered by stream collisions

early on in their light curves, while others are powered by accretion. While it is likely

that the flares with the highest measured efficiencies originate at small radii close to

the black hole, and the flares with the lowest measured efficiencies originate further

from the gravitational radius, it is clearly necessary to reduce the uncertainty in these

efficiency estimates before we can derive more stringent conclusions.

3.4.3 Summary and Future Prospects

• In TDEs, a significant fraction of the total energy is radiated at late times. This

is because the luminosity is observed to follow the mass fallback rate of stellar

debris onto the SMBH. Estimates of the energy radiated during initial observations

constitute ≲ 50% of the total estimated radiated energy for the majority of the

events in our sample (see Table 3.1).

• The late time luminosity (≳ 10 peak timescales) extrapolated by assuming the

luminosity continues to follow the fallback rate is consistent with the blackbody

bolometric luminosities estimated from observations in van Velzen et al. (2019)

for 8 out of the 9 events in both samples, but the associated uncertainties are ex-

tremely large (see Figure 3.3). In their work, van Velzen et al. (2019) argue that in

order to explain the FUV luminosity, the total energy released at late times is sig-

nificantly larger than the blackbody estimate suggests. If this is proven true with

X-ray observations, our conclusion that the energy estimated during UV/optical

observations is ≲ 50% of the total radiated energy is highly conservative. This
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would mean that the corresponding radiative efficiencies need to be larger than

those estimated here.

• The efficiency (ϵ) of conversion from mass to radiated energy is somewhat de-

generate with the mass of the disrupted star (see Figure 3.1). Calculating this

efficiency requires untangling the amount of mass feeding the black hole from the

luminosity of the event. The mass fallback rates used in the MOSFiT model are

self-similar over large ranges of stellar masses (Mockler et al. 2019a), hindering

our attempts to isolate the effects of the stellar mass from those of the efficiency

on the observed light curve.

• The efficiency (ϵ) of conversion from mass to radiated energy for tidal disruption

flares are consistent with AGN efficiencies and, in most cases, with stream collision

efficiencies (see Figure 3.4).

• We find that near the peak of the transient light curve, the mass fallback rate is

often close to, or greater than, the Eddington mass fallback rate, resulting in peak

luminosities that are a significant fraction of the Eddington limits of the black

holes (see Figure 3.2). This often requires that the efficiency is reduced near the

peak of the light curve (see Dai et al. (2018) for simulation work addressing this

efficiency ‘suppression’). Therefore estimates of the efficiency comparing the peak

bolometric luminosity to theoretical mass fallback rates will likely under-predict

the average value of the efficiency.

We have shown that for a TDE with a well-resolved light curve, the num-
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ber of potential combinations of star and SMBH properties is significantly reduced.

However, when attempting to estimate the conversion efficiency from mass to electro-

magnetic radiation from a well-resolved light curve, the largest model uncertainty in

our measurement comes from the degeneracy between the efficiency and the mass of the

disrupted star. Our current mass fallback rates rely on polytropic solutions to stellar

density profiles. An important step towards improving our stellar mass estimate is to

use mass fallback curves that are based on more accurate stellar structures. There have

been several promising developments in this area, as multiple groups have recently pro-

duced simulations of disruptions using realistic (MESA) stellar profiles. These studies

highlight measurable differences in the shape of the fallback rate curve, particularly for

higher mass (≥ 3M⊙) stars (Golightly et al. 2019; Ryu et al. 2020; Law-Smith et al.

2020). It is our hope that incorporating this information into our models in future work

will make it easier to constrain the mass of the disrupted star, and thus the associated

radiative efficiency. Interestingly, Law-Smith et al. (2019) have shown that the compo-

sition of the debris that falls back to the black hole changes with time and is dependent

on the mass and age of the star. It is thus of paramount importance to improve our

understanding of how these composition anomalies might imprint themselves on the

observed TDE spectra, so that we can better constrain the stellar mass of the disrupted

star. This will enable a better characterization of both the mass to energy efficiency

and the properties of the nuclear star clusters that surround the disrupting SMBHs.
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Figure 3.3: We compare the predicted values for νLν and Lbol from MOSFiT to the
observed FUV luminosities and corresponding Lbol estimates from van Velzen et al.
(2019). The ‘predicted’ values are calculated by extrapolating the MOSFiT fits out to
the relevant observation times. The x-axis is in units of time from first mass fallback
normalized by the peak timescale (this removes the influence Mh has on the light curve
timescale). The uncertainties in the model luminosities come from the fits to early-time
data (as shown in the inset light curves). The model uncertainties are then added in
quadrature with the uncertainties from the observations. Top Panel: νLν is calculated
at γ = 1500Å. νLν, observed is derived from HST observations with the F125LP and
F150LP filters (for 10jh, D3-13, D1-9, 09djl, and 09ge) and from Swift observations
in the UVOT filters (for 14li, 14ae, and 16fnl). The MOSFiT extrapolation set the
minimum photosphere radius to Risco. Bottom Panel: To calculate Lbol, predicted, the
model efficiency was assumed to be constant at late times. Lbol, observed was estimated
from blackbody fits to observations in the filters listed above. There is significant
uncertainty in the estimate of Lbol, observed due to the lack of SED coverage. 16fnl has a
late-time observation in just one filter, therefore Lbol, observed was calculated using the
temperature estimated from blackbody fits at early times and we are thus unable to
accurately estimate the associated uncertainties for this measurement. Inset Plots: We
plot νLν and Lbol light curves for 14li to give the reader an idea of how the discrepancies
between the model and the observations shown in this plot map to a typical light curve.
The green shaded curves are the model fits to the early time data, the black points are
the late time observations. The x-axes units are the same as for the larger plots.
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Figure 3.4: Left Panel: We compare the average efficiencies (integrated over the full
light curve) of our sample of TDEs with AGN efficiencies from Davis et al. (2011) as a
function of black hole mass. Our data is plotted as colored circles, while the AGN data
from Davis et al. (2011) is plotted as gray squares. The trend of increasing efficiency
with increasing black hole mass in the AGN data has been argued to be due at least in
part to selection effects (Raimundo et al. 2012; Laor & Davis 2011). We plot two vertical
lines denoting where Rt < Risco for a 1M⊙ ZAMS star disrupted by black holes with
spins of a = 0 and a = 1 respectively (Risco = 3Rs if a = 0, Risco = 0.5Rs if a = 1). Right
Panel: We plot the average efficiencies of our sample versus the circularization radius
in units of gravitational radii, with a dashed line denoting the maximum efficiency of
conversion between kinetic energy (KE) and radiated energy at a given radius (assuming
the gas is virialized post-collision). While the dashed line is the maximum theoretical
efficiency of stream collisions at a given radius, simulations by Jiang et al. (2016a) found
the stream collision efficiency to be much lower – the radiated energy was ≈ 2 − 7% of
the total KE. If these collisions occur at the circularization radius, we might expect the
efficiencies to fall within the gray shaded region in the plot. However, the collision radius
of the most bound debris will be much larger than the circularization radius unless the
disruption is very deep and the black hole is very large, therefore the efficiency of the
stream collisions will likely be much lower (Rcoll ≈ 6 × Rcirc for the most bound debris
in a full disruption of a solar mass star by a 5×106M⊙ Schwarzschild black hole) (Jiang
et al. 2016a; Dai et al. 2015; Guillochon & Ramirez-Ruiz 2015a).
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3.5 Supplemental Data

Here we include the MOSFiT light curves (Figure 3.5) and the MOSFiT blackbody

fits (Figure 3.6) analyzed in this work. We note that while these fits are quite similar

to the fits in Mockler et al. (2019a), there are a few differences as described above in

Section 3.3.
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Figure 3.5: Bolometric luminosity, blackbody radius and temperature curves from
MOSFiT fits to the events in this sample. Time is in rest-frame days from the first
observation.
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Figure 3.6: Light curves for MOSFiT fits used in this paper.
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Chapter 4

The Preferential Disruption of

Moderately Massive Stars

4.1 Introduction

The gravitational influence of a super-massive black hole dominates the kine-

matics of stars within a nuclear cluster. Each star within this dense region traces out

an intricate trajectory under the combined influence of the SMBH and the other stars.

Stellar dynamics is capable of describing the resulting stellar motions as point masses

moving under the influence of gravity until these encounters move a star onto a nearly

radial orbit. If a star wanders close to the tidal radius it is ripped apart by the SMBH’s

gravity (Rees 1988). When that happens, the internal structure of the star has to be

taken into consideration and we must switch to a hydrodynamic description to follow

the evolution of the disrupted stellar debris. A fraction of the debris eventually falls
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back, circularizes, and accretes onto the SMBH. This accretion powers a flare which is

a clear sign of the presence of an otherwise quiescent SMBH. As we show here, it can

also provide a compelling fingerprint of the properties of the disrupted star.

It has only been in the last decade – with the advent of numerous wide field

transient surveys – that we have started to collect photometric and spectroscopic data

on a myriad of tidal disruption events (TDEs; e.g., van Velzen et al. 2020, and references

therein). The discovery of TDE flares has generated widespread excitement, as we can

use them to study the masses of SMBHs in quiescent galaxies (Mockler et al. 2019b;

Wen et al. 2020; Ryu et al. 2020), the populations and stellar dynamics in galactic

nuclei (Kochanek 2015, 2016; Yang et al. 2017), and the physics of black hole accretion

(Dai et al. 2018; Bonnerot & Lu 2020; Andalman et al. 2020). The observed rates

of TDEs hold important discriminatory power over both the dynamical mechanisms

operating in galactic nuclei and the nature of their underlying stellar populations. Both

the underlying stellar populations and the dynamical mechanisms that feed stars into

disruptive orbits remain uncertain, particularly after the surprising observation that

TDEs preferentially occur in an unusual sub-type of galaxies known as E+A galaxies

(Arcavi et al. 2014; French et al. 2016; Law-Smith et al. 2017b).

Models of tidal disruption light curves can be used to estimate the parameters

of disruption, such as the mass of the black hole and star, and the efficiency of the

conversion from accreted mass to observed luminosity (Mockler et al. 2019b; van Velzen

et al. 2019; Ryu et al. 2020; Zhou et al. 2021). However, when modeling the light curve,

there is a large degeneracy between the efficiency of conversion from mass to energy and
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the mass of the disrupted star (Mockler & Ramirez-Ruiz 2021).

Helping constrain the nature of disrupted stars can break the degeneracy be-

tween the mass and efficiency as well as provide invaluable insights into the stellar

populations and the dynamical processes in galactic nuclei. Recent measurements of

metal lines in the UV spectra of a subset of TDEs has provided us with a unique op-

portunity to uncover the metal content of the reprocessing material. Assuming that the

emitting gas originates from the stellar debris, the mass and evolutionary state of the

disrupted star can be constrained independently. Measurements of nitrogen-to-carbon

UV line ratios are particularly useful for estimating the corresponding abundances in the

emitting gas. As the CNO cycle creates a surplus of nitrogen-rich and carbon-deficient

material (Kochanek 2015; Gallegos-Garcia et al. 2018; Law-Smith et al. 2019), TDEs

from evolved stars could naturally explain enhanced N/C abundance ratios as derived

from N2+/C2+ line ratios. This argument is particularly robust when considering the

UV N III and C III lines, as these elemental transitions have similar critical densities

and excitation energies, and involve ions with similar ionization energies (Yang et al.

2017).

In this paper we focus on ASASSN-14li (Holoien et al. 2016b; Cenko et al.

2016; Brown et al. 2017), iPTF15af (Blagorodnova et al. 2019; Onori et al. 2019), and

iPTF16fnl (Blagorodnova et al. 2017; Brown et al. 2018), three TDEs whose spec-

tra all have relatively high nitrogen-to-carbon abundance ratios as derived from UV

N III/C III line ratios (Yang et al. 2017). For completeness we also include an analysis

of ASASSN-18pg (AT2018dyb), which has particularly prominent nitrogen lines in its
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optical spectra, but no UV spectra, and therefore the corresponding N/C abundance

ratios are more difficult to constrain.

This paper is structured as follows. In Section 4.2 we estimate the location

of the nitrogen enriched gas as derived by the equivalent line widths and compare it

to the expected location of debris from the disrupted star in order to show whether

or not the emitting gas could have originated from the undigested stellar matter as

opposed to material present before the flare. In Section 4.3 we show that the super-

solar nitrogen abundances single out the disruption of moderately massive (≳ 1−2M⊙)

stars. To understand this over-representation of moderately massive (or super-solar)

stars, in Section 4.4, we study the host galaxies of these TDEs. The host galaxies of all

three TDEs are E+A or quiescent Balmer-strong galaxies, suggesting a recent episode

of star formation. Finally, in Section 4.5 we present our conclusions and discuss several

theories that might explain the over-abundance of high mass disruptions.
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Figure 4.1: The various size scales of gas around the black hole originating from the
disrupted star. The blackbody photosphere is plotted in purple, the semi-major axis
of debris returning at a given time is plotted in green, and the wind radius (assuming
a constant, 0.1c velocity wind launched at first fallback) is plotted in blue. We note
that the semi-major axis plotted is a minimum – at any given time, debris that is still
orbiting will have larger semi-major axes than debris that has just returned to the black
hole. The nitrogen lines appear to emanate from between the photosphere and the wind
radius, consistent with originating from the disrupted star. The lines for ASASSN-14li
are furthest from the SMBH, but consistent with a wind scenario (see text).
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4.2 Lessons learned from light curves and spectra of TDEs

The broad line region (BLR) in many AGN is thought to be produced by gas

at distances from light hours to light years away from the SMBH (Blandford & McKee

1982; Vestergaard 2002; McLure & Jarvis 2002). This wide range of scales is in contrast

to the debris disk assembly following a TDE. Rather than gas spiraling in from sub-

parsec scales, the debris disk forms from the inside out and has an initial characteristic

scale of tens of AU (Guillochon et al. 2014). Despite these differences, similar physical

mechanisms to those operating in steady-state AGN may also be at work in TDEs.

While it is still debated whether the material responsible for the BLR is in the form

of a disk wind or clouds, the irradiated gas is thought to be bound to the SMBH with

information on the structure and kinematics of this region commonly derived from the

broad emission line profiles (e.g., Pancoast et al. 2014a,b, 2018).

Through comparison with the processes responsible for producing the BLR

of steadily-accreting AGN together with the commonly held belief that the line width

FWHM is related to the rotational motion of the gas, in this Section we infer the location

of the nitrogen emitting gas and investigate whether the TDE debris has sufficient time

to reach this distance by the time the first spectrum was observed in these events.

Light curve fitting provides rough constraints on the evolution of stellar debris

surrounding the SMBH. By estimating the blackbody photosphere, the orbits of in-

falling debris and the possible launch times for winds with the MOSFiT transient fitting

code4, we are able to estimate the size scales of gas structures expected to exist around

4the publicly available Modular Open Source Fitter for Transients (MOSFiT) uses Markov-Chain
Monte Carlo processes to fit analytical and semi-analytical models to multi-band transient light curves,
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the SMBH after the TDE occurs (Mockler et al. 2019b). We can then compare these

size scales to the virial radii estimated using the FWHM of the nitrogen lines in the

TDE spectra. We measured the FWHM for the N III λ4100 and N III λ4640 lines for all

events included in this work (see Appendix 4.6.2), and also included the values measured

previously in the literature in Figure 4.1. As there is often significant uncertainty in

measuring the line widths, including multiple measurements gives a better picture of

the systematic uncertainty.

Hydrodynamic simulations of stellar disruptions show the bound debris spread-

ing out in elliptical orbits with size scales dependent on the relative binding energy of

the debris to the black hole (Guillochon et al. 2014). If the nitrogen-enriched gas does

originate from the disrupted star, we expect it to lie somewhere between the blackbody

photosphere radius and the outer edge of an accretion-driven or collisionally-induced

wind launched by the return of the most bound material. Most TDEs have peak lu-

minosities within a factor of a few of their Eddington limit (Mockler & Ramirez-Ruiz

2021), and these high luminosities are expected to power strong winds, which efficiently

carry mass far from the SMBH (Dai et al. 2018). Additionally, simulations of accre-

tion disk formation show that the super-Eddington mass inflow rates suggest significant

mass ejection (Ramirez-Ruiz & Rosswog 2009), and the circularization process can also

produce strong, shock-driven winds reaching velocities between ≈ 0.01 − 0.1c (Lu &

Bonnerot 2020).

In Figure 4.1 we plot the virial radii of the nitrogen gas alongside the blackbody

photosphere evolution, the semi-major axis of the orbiting bound debris (which increases

extracting the most likely parameter distributions (Guillochon et al. 2018).
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with time), and the outer edge of a wind launched at a velocity of 0.1c at the time of

first fallback (when debris first returns to the black hole after the star is disrupted).

We find that the locations of the nitrogen lines are consistent with debris originating

from the disrupted star and its inferred location lies between the photosphere radius

and the edge of a fast wind. The nitrogen lines for ASASSN-14li are the farthest from

the SMBH, yet consistent with the a wind scenario. This is consistent with other data

and modeling of ASASSN-14li. Alexander et al. (2016) and Kara et al. (2018) measured

a wind moving at ≳0.1c, and van Velzen et al. (2016b) suggest the decay rate of the

radio luminosity matches that of a decelerating, mildly relativistic wind.

We note that it is possible the line broadening is due to transport effects instead

of kinematics. For example, Roth & Kasen (2018) found that line transport through

gas with high optical depths to electron scattering could also broaden lines in TDEs

and reproduce observed FWHM velocities. If the measured FWHM values are due to

electron scattering or other transport effects and not kinematics, the lines would have

to originate at smaller radii (near the edge of the photosphere). This would reduce the

similarity with AGN broad line regions, however, the gas could still originate from the

stellar debris.

4.3 Lessons learned from composition

The events included in this paper are part of a sub-class of “nitrogen-rich”

TDEs that has been assembled in the last few years (Brown et al. 2018; Cenko et al.

2016; Blagorodnova et al. 2019; Holoien et al. 2020; Hung et al. 2017; Hung et al. 2019,
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2020, 2021; van Velzen et al. 2021). These events have broad optical N III lines in

addition to the more commonly observed He and H emission lines. For at least some

events in this sub-class, the N III lines have been theorized to be due to the super-solar

nitrogen abundances present in the material of disrupted stars, which is then dispersed

and subsequently irradiated by the central SMBH. The reader is referred to Section 4.5

for a discussion on the demographics of TDEs and the fraction of events with clear

nitrogen signatures.

The connection between the line strengths and the relative abundances is de-

pendent on the gas conditions where the lines are produced, which are difficult to

measure and likely vary within the line-emitting regions as the density and temperature

changes with distance to the SMBH. This is the case, for example, when trying to in-

terpret the helium-to-hydrogen line ratios as an indication of the disruption of helium

enhanced stars (Roth et al. 2016).

Measurements of nitrogen-to-carbon UV line ratios are, on the other hand,

particularly robust for estimating the corresponding abundances in the emitting gas.

This is because the N III (λ1750) and C III (λ1908) line transitions have similar critical

densities and excitation energies, and involve ions with similar ionization energies (Yang

et al. 2017). This means that the line ratio of N III/C III does not depend strongly on

the gas conditions of individual TDEs, unlike optical line N strengths. As such, the

UV line ratio N III/C III can be used to estimate the abundance ratio of N/C. While

a number of TDEs have broad nitrogen lines measured in their optical spectra, the

three events discussed in this paper (ASASSN-14li, iPTF15af, and iPTF16fnl) are the
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Figure 4.2: Mass versus N/C composition for the tidal debris of main sequence stars.
Lines of constant age are plotted in rainbow colors. The shaded gray region denotes
stars with N/C ≥ 10. The smallest stars that reach this N/C abundance are 1.3 M⊙. We
focus on stars below 3M⊙ as they are much more prevalent, however we include higher
mass stars in our calculations. We use the fallback models calculated by Gallegos-Garcia
et al. (2018), and plot the value of the composition at tfallback = 0.1 × tfallback, peak.

only TDEs that have nitrogen lines measured in their UV spectra that can be used

to robustly estimate the N/C abundance ratios. All three events occurred relatively

close by (z ≤ 0.08), making them good candidates for HST spectroscopy. They have

105



luminosities and black hole masses consistent with the general population of observed

TDEs. We note that there are 10 TDEs with broad nitrogen lines measured in their

optical spectra that do not have HST UV spectra. For comparison, we analyze one of

these events (ASASSN-18pg) in Appendix 4.6.1.

In Yang et al. (2017), the authors used the UV N III and C III line ratios

measured for ASASSN-14li, iPTF15af, and iPTF16fnl to estimate N/C abundances.

They explored the dependence of the abundance ratio calculation on parameters such

as the input spectral energy distributions (SEDs), the gas density, and the ionization

parameter (U).

Yang et al. (2017) found a strict lower limit of N/C≥10 for ASASSN-14li. This

event has the lowest N/C line ratio of any of the three transients, and because of the

insensitivity of the line ratio to both U and the shape of the SED, it is argued by Yang

et al. (2017) to provide a reasonable lower limit for iPTF15af and iPTF16fnl as well.5

The constraints derived on the N/C composition of the stellar debris associated

with ASASSN-14li, iPTF15af, and iPTF16fnl can help constrain the masses of the

disrupted stars. In Figure 4.2, we plot the stellar mass as a function of the fallback

debris composition for main sequence stars at a range of stellar masses and ages. We

use the composition dependent mass fallback rates calculated in Gallegos-Garcia et al.

(2018) to estimate the maximum N/C abundance ratios that could reasonably be present

at the time the UV spectra were taken. The N/C abundance ratio in the debris increases

with time, as material that originated closer to the core of the star with higher N/C

5ASASSN-14li was brighter than iPTF16fnl, and comparable in luminosity to iPTF15af (Holoien
et al. 2016b; Jiang et al. 2016; Blagorodnova et al. 2017; Blagorodnova et al. 2019).
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abundance ratios is less bound to the black hole and takes longer to return.

In our calculations, we use the composition of the debris at the time the fallback

rate drops to 0.1 of its peak value, which occurs at approximately 10 peak timescales

for most full disruptions. This is after the UV spectra were taken; however, we want to

be mindful of possible mixing across stellar layers. Hydrodynamical simulations show

that mixing can decrease the time for nitrogen-enhanced debris to return to the black

hole by a factor of ≈ 2 − 4 (Law-Smith et al. 2019). All of the UV HST measurements

used in this paper were taken within ≈ 2 peak timescales after disruption for their

respective transients, and so it is reasonable to use the N/C abundance derived by

Gallegos-Garcia et al. (2018) after 10 peak timescales as a strict upper limit to the

abundance and, correspondingly, a strict lower limit to the mass of the disrupted star.

Using these models of the composition of fallback debris we find, as expected,

that low mass stars at all ages never reach high enough N/C abundance ratios to be

compatible with the observed line ratios. We find that the minimum stellar mass with

a high enough N/C ratio is ≈ 1.3M⊙ (see the gray shaded region in Figure 4.2), which

provides us with a strict lower limit. Yet, stars with masses close to 1.3M⊙ would need

to be near the end of their main sequence lifetimes to have N/C≥10. Stars with masses

equal to or above 1.3M⊙ are relatively rare – we have plotted the Kroupa IMF and

the Lu et al. (2013) galactic center IMF in the top panel of Figure 4.2. In addition

to being less common at birth, these stars also have shorter lifetimes than their lighter

siblings. Therefore, as the nuclear stellar population ages, high mass stars become

subsequently less common if they are not effectively replenished. In Section 4.4 we
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analyze the age distributions of the stars residing in the corresponding host galaxies

and estimate the disruption probability of stars with N/C≥10 under the assumption

that such populations might be representative of the stellar populations present in the

nuclei of the galaxies. The validity of this assumption is revisited in Section 4.5.

4.4 Lessons learned from host galaxies

4.4.1 Host galaxy types

Arcavi et al. (2014) and French et al. (2016) reported on the surprising ob-

servation that TDEs preferentially occur in an unusual sub-type of galaxies known as

E+A galaxies. E+A (or K+A) galaxies are so called due to Balmer absorption fea-

tures in their spectra (characteristic of an A star) which appear superimposed on an

(E)arly-type galaxy population (or old K star; Dressler & Gunn 1983). These galaxies

are rare: they comprise only 0.2% percent of the local population, yet host 20% of the

optically and UV-detected TDE candidates with measured host galaxy properties to

date (Law-Smith et al. 2017b; French et al. 2020). The Balmer absorption in E+A

galaxies points to a significant starburst population with ages 108−109 years, while low

Hα indicates a lack of ongoing star formation (Figure 4.3). For this reason, they are also

called post-starburst (PSB) galaxies. Galaxies with slightly weaker Balmer absorption,

likely due to a smaller recent star formation episode, are generally classified as quiescent

Balmer-strong (QBS) galaxies. Following French et al. (2020), we define galaxies with

HδA − σ(HδA) > 4Å as E+A/post-starburst and galaxies with HδA > 1.31Å as quies-

cent Balmer-strong. In both cases we require Hα EW < 3Å. Interestingly, the hosts
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of the three TDEs with super-solar nitrogen abundances studied here are all quiescent

Balmer-strong galaxies, with two of them being E+A or post-starburst. For simplicity

we will refer to all of these galaxies with recent starbursts as ‘post-starburst’, except

when the distinction is important to the meaning of the text. TDE host galaxies also

have relatively high central concentrations of stellar light, as measured by the steep-

ness of their brightness profiles (Law-Smith et al. 2017b), which is commonly argued to

roughly indicate centrally enhanced stellar densities.

As such, nitrogen-rich (N/C ≥ 10) TDEs require the disruption of moderately

massive (≥ 1.3M⊙) stars, and they appear to occur in the centers of galaxies where

two conditions are met: the presence of a relatively recent starburst episode and a

large concentration of stellar mass in the central regions. The mechanism by which

these moderately massive stars in galactic nuclei are ferried to the very close vicinity

of the SMBH remains an open question. There have been several theories put forward

to explain the enhanced TDE rate in post-starburst galaxies, from an over-density of

stars close to the SMBH (Law-Smith et al. 2017b; Stone et al. 2018), to the presence

of SMBH binaries (Chen et al. 2011; Arcavi et al. 2014; Li et al. 2015), to star for-

mation in eccentric disks around SMBHs (Madigan et al. 2018). What these theories

share in common, is that the disrupted stars come from within the radius of influence of

the SMBH. Deep in the potential of the black hole, stars gravitationally interact with

one another coherently, in contrast to two-body relaxation, resulting in rapid angular

momentum evolution (Rauch & Tremaine 1996). This rapid evolution allows for moder-

ately massive stars to be disrupted before they can significantly evolve. In what follows
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we assume that the stellar populations of galaxy nuclei resembles that of the host in

order to make inferences about the rate enhancement required to explain the inferred

N/C abundance ratios.

4.4.2 Stellar population content in TDE hosts

To estimate the number of stars that can produce nitrogen-rich tidal disrup-

tions (defined here as tidal debris with N/C≥ 10), we first calculate the relative number

of moderately massive main sequence stars present in the corresponding hosts. As

shown in Figure 4.2, if we can calculate the masses and ages of the stellar population,

we can determine what percentage of the stellar population could have a significant

nitrogen enhancement if disrupted. As all three of the events in our sample reside in

post-starburst galaxies, we investigate whether the recent starbursts can help explain

the disruption of moderately massive stars.

We make use of the star formation histories derived in French et al. (2017) for

the host galaxies of ASASSN-14li and iPTF15af, together with a Kroupa initial mass

function (Kroupa 2001) to get the masses and ages of the overall stellar populations in

these galaxies (we also vary the IMF to better represent galactic nuclei, as described

below). We do a separate analysis of the stellar population in iPTF16fnl, as this galaxy

does not have as detailed of constraints on its star formation history. Following French
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et al. (2017), we use

Ψ ∝ te−t/τo ; t < 1010 − ty

∝ te−t/τo + βe−(t+ty−1010)/τy ; t ≥ 1010 − ty,

to jointly model the old stellar population’s star formation history combined with the

young stellar population’s recent starburst. We assume a linear-exponential star for-

mation rate for the old stellar population, beginning 10 Gyr ago (t = 0) with a char-

acteristic timescale τo = 1Gyr. The young starburst is modelled as an exponential

decline in star formation rate that started ty years ago with a characteristic timescale

τy as determined by fits to spectroscopic observations. The normalization factor be-

tween the old and young starburst, β, ensures the total fraction of stars from the young

starburst is consistent with the corresponding burst mass fraction determined from ob-

servations. The host of ASASSN-14li (iPTF15af) has ty = 473+373
−67 Myr (ty = 595+108

−191

Myr), τy = 25 − 200Myr (τy = 25 − 100Myr) and a burst mass fraction = 0.055+0.016
−0.016

(burst mass fraction = 0.005+0.002
−0.002), as derived by French et al. (2017).

We then use the relative likelihood of disruption based on each star’s mass

and radius. Higher mass stars and more evolved stars are slightly easier to disrupt, as

they are less dense, which translates to a more extended tidal radii, Rt. We use the

rate estimate described in MacLeod et al. (2012) to determine the corresponding mass

weighting:

dr

dM∗
∝ R

1/4
t

dn

dM∗
∝ R

1/4
∗

M
1/12
∗

dn

dM∗
(4.1)
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As described above, the stellar population, dn/dM∗, is calculated using the

star formation rates estimated in French et al. (2017). We use MIST (Dotter 2016; Choi

et al. 2016; Paxton et al. 2011, 2013, 2015) to calculate the mass-radius relation as a

function of stellar mass and age (with the zero age main sequence metallicity set to

solar metallicity using the Asplund et al. (2009) value of Z = 0.0142). For simplicity

we first proceed under the assumption that the diffusion coefficients for a given SMBH

environment are mass independent and that any changes in the tidal disruption rate

arises solely based on differences in the mass-dependent cross section (see Section 4.5

for further discussion).

4.4.3 On the preferential disruption of ≥ 1.3M⊙ stars

After weighting the stellar populations by the relative likelihood of disruption

as a function of stellar mass, we are able to integrate over the range of stellar masses

and ages that can produce the observed N/C line ratios. As such, we can calculate the

fraction of stars that satisfied these constraints under the assumption that the overall

stellar population of the host is representative of that of the nuclei.

In Figure 4.4 we plot the relative number of stars as a function of mass and

age, and include contours defining the region where the N/C abundances are ≥ 10.

Most of the stars were formed ≈ 10 Gyrs ago while the recent starbursts in the hosts

can be seen around 300 - 500 Myrs ago, where there is a significant increase in the

number density of stars. In the host of ASASSN-14li, the percentage of stars in the

entire stellar population that can produce tidal debris with N/C≥ 10 is 0.028+0.008
−0.008%

(the gray shaded region), although it rises to 8.2+1.4
−2.9% if we only consider stars in the
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young starburst (the hatched region). In the host of iPTF15af, the percentage of stars

is 0.0045+0.0009
−0.0009% in the entire stellar population, and 7.1+1.8

−0.7% when only considering

stars within the recent starburst.

In brief, the percentage of stars in the entire galactic population with suffi-

ciently high N/C abundances to explain the observations is, as expected, very small.

However, it increases significantly if the population of disrupted stars resembles those

produced solely by the recent starburst. This would help to explain the observations

without requiring a model that preferentially disrupts moderately massive stars (as we

discuss further in Section 4.5).

It is also possible that the Kroupa IMF does not provide an accurate description

for the distribution of stars in galactic nuclei. Lu et al. (2013) measured the properties

of the stellar population in the galactic center and found it to be best described by a

top-heavy IMF. They find a best fit power law ‘α’ index of 1.7+0.2
−0.2, compared to the

Kroupa value of α = 2.3 (Kroupa 2001). Substituting α = 2.3 for α = 1.7 for stars

≥ 0.5M⊙, we find that the percentage of stars with N/C ≥ 10 increases by a factor of

≈ 2. This brings the percentage to 0.06+0.02
−0.02% for the host galaxy of ASASSN-14li, and

to 0.009+0.002
−0.002% for the host galaxy of iPTF15af. Again, if we only look at the stars

belonging to the recent starburst in each galaxy, the percentages are 15.2+2.9
−5.4% for the

host of ASASSN-14li and 13.2+3.3
−1.3% for the host of iPTF15af.

Although there are no measurements of the star formation history for the host

galaxy of iPTF16fnl, we can use the average age measured for the stellar population of

the host to estimate the fraction of stars that fit our criteria. Two papers have measured
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the age of the host. Blagorodnova et al. (2017) estimates an age of 650+300
−300 Myr while

Brown et al. (2018) estimates an age of 1.29+33
−0.3 Gyr. We estimate the percentage of

stars with N/C ≥ 10 for both ages, and find a range of 2.7-8.6% using the Kroupa IMF,

and 4.6-15.3% using the Lu et al. (2013) galactic center IMF. This of course assumes

all stars in the galaxy formed at this age and as such it provides a strict upper limit.
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Figure 4.4: The relative number of main sequence stars in the host galaxies of ASASSN-
14li and iPTF15af are plotted. We use the star formation rates for these galaxies as
calculated by French et al. (2017) to determine the relative population of young and
old stars. We also weight the stellar population using the expected mass-dependent
disruption cross section. We then calculate the N/C ratio in the tidal debris of each of
these stars, using the formalism developed by Gallegos-Garcia et al. (2018). In the host
of ASASSN-14li, the percentage of stars with N/C≥ 10 is 0.028+0.008

−0.008% in the entire

stellar population of the host, and 8.2+1.4
−2.9% in the recent starburst. In the host of

iPTF15af, the percentage of stars with N/C≥ 10 is 0.0045+0.0009
−0.0009% in the entire stellar

population, and 7.1+1.8
−0.7% in the recent starburst.
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4.5 Discussion

4.5.1 Assessing the ubiquity of N-rich TDEs

To determine the rarity of these moderately massive stellar disruptions, defined

here as disruptions with M∗ ≥ 1.3M⊙, we must look at the entire TDE population. We

have observations of ≈50 confirmed TDEs (Auchettl et al. 2018; van Velzen et al. 2021).

Only six TDEs have HST UV spectra, and of those, the three TDEs discussed in this

paper (≈6% of the population) have high N/C abundance ratios as inferred from their

UV spectra. There are ∼ 10 other TDEs that have nitrogen lines present in their optical

spectra but lack UV spectra (such as ASASSN-18pg). It is certainly possible that these

events are also nitrogen-rich, which makes the derived fraction of 6% a strict lower

limit. Nevertheless, 6% is well in excess of the fraction of stars that could produce

these nitrogen abundances (≈ 0.0005%− 0.06%) if the populations of disrupted stars is

selected randomly from the total stellar population of the host. The fraction of stars

able to produce these nitrogen abundances drastically increases if the disrupted stars are

drawn from the recent starburst population. Motivated by this, we look more closely at

the percentage of moderately massive disruptions among TDEs in galaxies with recent

starbursts, instead of simply looking at the percentage of of these disruptions among all

TDEs.

In a recent review paper, French et al. (2020) found that of the 41 TDE candi-

dates with derived host galaxy properties, 5 of them were discovered in post-starburst

galaxies and 13 were discovered in either quiescent Balmer-strong or post-starburst

galaxies. This implies that 2/5 (40%) of TDEs observed in post-starburst galaxies and
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3/13 (23%) of TDEs observed in quiescent Balmer-strong galaxies have enhanced nitro-

gen abundances, as inferred by their UV spectra. This is still higher than the fraction

of stars that could produce the measured nitrogen abundances in these galaxies, even if

all of the disrupted stars came from the recently formed population of stars (≈ 7− 15%

for iPTF15af and ASASSN-14li). What is more, this is a lower limit, given that there

is not UV spectra for the other events in QBS galaxies. As such, this implies an en-

hanced disruption rate of moderately massive stars (key to determining the mechanism

responsible for transporting stars near the SMBH).

4.5.2 Theories for TDE enhancement

Several theories have been put forward to explain the enhanced TDE rate in

post-starburst galaxies, and it is possible that these might also help explain the over-

abundance of moderately massive stellar disruptions in post-starburst galaxies. The

TDE enhancement can be ascribed to a dynamical mechanism that preferentially trans-

ports and disrupts moderately massive stars and/or to an overabundance of moderately

massive stars in galactic nuclei.

Star formation in galactic nuclei

One possible explanation is that the general stellar population of stars in a

starburst galaxy is not representative of that in its nucleus. For example, Norton et al.

(2001); Yang et al. (2008) found that in E+A galaxies the Balmer absorption features

become more prominent as one moves radially inward. Building on this work, Pracy

et al. (2012, 2013) found that the young stellar populations in nearby E+A galaxies have
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centrally concentrated gradients. This matches what simulations predict for a starburst

caused by a gas-rich merger, as cold gas is funnelled into the center of the galaxy,

triggering a nuclear starburst (Mihos & Hernquist 1994; Bekki et al. 2005; Hopkins

& Hernquist 2009). Interestingly, we also observe elliptical galaxies with blue cores

(Menanteau et al. 2001; Pipino et al. 2009), and dwarf galaxies that possibly experienced

nuclear starbursts Sánchez-Janssen et al. (2019), which indicates that the disruption of

moderately massive stars can still take place in galaxies with no apparent star formation.

The reader is referred to the discussion of the TDE ASASSN-18pg in Appendix 4.6.2.

As previously discussed in Section 4.4, an increased fraction of young stars in

the cores of these galaxies can help explain the overabundance of TDEs arising from the

disruption of moderately massive stars. However, in some cases, there are not enough

super-solar stars to explain observations even when assuming that all of the stars in the

core are from the galaxy’s most recent starburst. In Section 4.4 we also showed that a

further enhancement can be produced if the IMF of stars in galactic nuclei is top-heavy

(compared to a Kroupa IMF), as inferred for the Milky Way’s galactic center (Lu et al.

2013) and predicted in extreme star forming environments (Larson 2005; Hennebelle &

Chabrier 2008; Bate 2009). Unfortunately, it is difficult to study this observationally

– the lowest mass stars we are currently able to observe in our own galactic center are

≳ 2M⊙ (Hosek et al. 2019). If we assume, for example, a low-mass cutoff of ≳ 0.5M⊙

in addition to using a top-heavy IMF slope and assuming that stars in galactic nuclei

are drawn from the young stellar galactic population, then the percentage of stars with

N/C abundances ≳ 10 that are available to be disrupted in the hosts of iPTF15af and
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ASASSN-14li would increase to around ≈ 20%. This would be in close agreement with

observational constraints. JWST will be key for testing these theories as it should be

able to resolve ≈ 0.3M⊙ stars in the Arches cluster near the galactic center (Hosek et al.

2019).

It is also possible that stars in galactic nuclei are younger than those associ-

ated with the overall starburst episode. The Arches cluster in the galactic center, for

example, underwent recent star formation (around 2-5 Myr ago, Paumard et al. 2006;

Negueruela et al. 2010; Gennaro et al. 2011; Lu et al. 2013), and measurements of the

star formation history in the galactic center are consistent with quasi-continuous star

formation (Schödel et al. 2020). The conditions in the galactic nuclei are thought to

be similar to the conditions in highly star forming starburst episodes (Ginsburg et al.

2016). This would obviously increase the number of moderately massive stars avail-

able for disruption, although it would not necessarily increase the percentage of stars

with high N/C abundances, as stars below ≈ 2M⊙ take ≈ 100 Myr to develop such

enhancements (see Figure 4.4).

Dynamical mechanisms leading to TDEs

Another potential explanation for the observed TDE enhancement is that the

leading dynamical mechanisms at work in these galactic nuclei are preferentially in-

creasing the rate of high mass disruptions. Mass segregation has been observed in star

clusters for stars above ≈ 5M⊙ (Hillenbrand & Hartmann 1998; Gennaro et al. 2011),

although it is unclear whether this can be solely explained by two-body relaxation or

if the actual star formation process needs to be altered (Parker et al. 2011; Dib et al.
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2018; Plunkett et al. 2018). Two-body relaxation is commonly assumed to be respon-

sible for moving stars onto loss-cone orbits (Wang & Merritt 2004; Stone & Metzger

2016), and for galaxies where it is the dominant mechanism for producing TDEs, some

mass segregation is to be expected (Allison et al. 2009). Calculating the dynamics of

a non-homogeneous population of stars requires N-body simulations, and there is not

a simple analytical adjustment to the rates as a function of stellar mass. Simulations

have found that the highest mass stars generally follow a Bahcall-Wolfe density profile

(r−α; α ≈ 1.75, Bahcall & Wolf 1977), while the total stellar mass follows a shallower

profile (α ≈ 1.5, Baumgardt et al. 2004; Vasiliev 2017). Direct N-body simulations of

multi-mass star clusters containing intermediate-mass black holes by Baumgardt et al.

(2004) found that α increased from 0.7 for ≈ 0.1M⊙ stars to 1.7 for ≈ 1M⊙ stars, so

that the average mass of stars in the core was ≈ 0.6M⊙ and their simulations show a

clear preference for the disruption of ≳ 0.6M⊙ stars. Yet, it remains unclear if mass seg-

regation in galactic nuclei could explain the observed preference for moderately massive

stellar disruptions.

Another dynamical alternative is that these galactic nuclei host eccentric nu-

clear disks (such as the one in Andromeda, Tremaine 1995). Madigan et al. (2018) and

Wernke & Madigan (2019) found that eccentric nuclear disks, which could originate in

galaxy mergers (Hopkins & Quataert 2010), can dramatically increase the rate of tidal

disruption events. Galaxies that experienced recent starbursts are good candidates for

recent galaxy mergers, as mergers funnel gas to the centers of galaxies and drive up

star formation (Barnes & Hernquist 1991). Additionally, Foote et al. (2020) found that
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radial mass segregation takes place within eccentric nuclear disks, implying that they

would naturally produce a higher fraction of high mass stellar disruptions than would

be predicted from the underlying stellar population. Therefore, eccentric nuclear disks

would not only increase the total rate of disruptions in post-merger galaxies, but could

also help explain the relative rate of disruptions of moderately massive stars.

Two other dynamical mechanisms that could help increase the rate of tidal dis-

ruptions in post-merger galaxies are the Kozai-Lidov (KL) mechanism and the eccentric

Kozai-Lidov (EKL) mechanism (Chen et al. 2011; Li et al. 2015). These mechanisms

are a natural consequence of the presence of a SMBH binary assembled after a galaxy

merger. A star orbiting one of the SMBHs will be perturbed by the second SMBH,

and this perturbation can cause the stellar eccentricity and inclination to undergo peri-

odic oscillations, potentially ending in the star being disrupted. Both the KL and EKL

mechanisms have been explored as ways to increase the total number of disruptions

in post-starburst galaxies (Stone et al. 2018; Mockler et al. 2021). Both mechanisms

can help increase the rate of TDEs after a merger, but their efficacy depends on stars

within the sphere of influence of the SMBH binary being effectively replenished through,

e.g., regulated star formation. Neither of these mechanisms preferentially disrupt higher

mass stars on their own, however if they are combined with top-heavy star formation

or the formation of nuclear disks, it is possible they could explain both the enhanced

rate of TDEs in post-starburst galaxies and the overabundance of moderately massive

disruptions in these galaxies.

Regardless of the true mechanism (or mechanisms) for increasing the rate of
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moderately massive tidal disruptions, we expect our understanding of nuclear stellar

clusters will continue to be challenged and enhanced by TDE discoveries.

4.6 Supplemental Data

4.6.1 TDE ASASSN-18pg

The TDE ASASSN-18pg has optical nitrogen lines observable through much

of its evolution (Leloudas et al. 2019). We find that these nitrogen lines are consistent

with originating from the tidally disrupted star (Figure 4.5, top panel), although without

UV spectra it is difficult to determine how the line strength is connected to the star’s

composition. Unlike the other TDEs analyzed in this paper, ASASSN-18pg was not

discovered in a post starburst galaxy but in an elliptical one (Figure 4.5, bottom panels).

We note that there are ≈ 10 TDE candidates (including ASASSN-18pg) that have

nitrogen measured in their optical spectra but lack UV spectra. Four of these have

host galaxy classifications, and of these, one occurred in a post starburst galaxy and

three were found in quiescent galaxies. If the associated nitrogen lines are due to

the disruption of a moderately massive star, then this implies that the cores of these

quiescent galaxies contain younger stars. This is consistent with the seminal results

from Menanteau et al. (2001) showing that some quiescent galaxies have blue cores.

4.6.2 Nitrogen emission line analysis

To constrain the size scales of the nitrogen rich material, we take advantage

of the publicly available optical spectra for ASASSN-14li (Holoien et al. 2016b; Cenko
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et al. 2016; Brown et al. 2018), iPTF15af (Blagorodnova et al. 2019; Onori et al. 2019),

iPTF16fnl (Blagorodnova et al. 2017; Brown et al. 2018) and ASASSN-18pg (Leloudas

et al. 2019; Holoien et al. 2020). Here we constrain the radii and evolution of this gas

using the full-width half max (FWHM) of the nitrogen emission lines detected in these

events. As discussed in e.g., Holoien et al. (2020); Charalampopoulos et al. (2021),

line profile fitting can be complicated due to the broadness of the lines, blending of

nearby emission lines, the signal to noise of the spectra, and the different methods

of analysis presented in the literature. As such, rather than taking solely taking the

FWHM of these lines from the literature, we re-analyse the spectra of each source using

a consistent method as presented below.

As we are most interested in the emission lines of these events, we first model

the continuum emission of each spectrum using the Astropy package, specutils6. The

spectra is smoothed using a median filter to minimise any extreme variations in the

spectra. The continuum is then fitted using a low-order Chebyshev polynomial of the

1st kind. To obtain the normalised spectra which we use for our analysis, we divided

our smoothed spectra by our best fit continuum model. This method allows us to

better determine the evolution of these lines in terms of their equivalent width and

strengths relative to continuum. As we do not correct our spectra for host contribution,

we note that this method may not fully remove host emission and this is one of the

main sources of our systematic errors. Note that Holoien et al. (e.g., 2020) suggest that

the uncertainty in identifying and removing continuum emission can correspond to over

25% of the error estimate.

6https://specutils.readthedocs.io/en/stable/
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To constrain the FWHM of the nitrogen lines (and other lines present in the

spectrum between 3900Å and 5200Å), we fit each emission line profile using a simple

Gaussian, similar to what is done in the literature (e.g., Hung et al. 2017; Blagorodnova

et al. 2019; Leloudas et al. 2019). For N III (4640 Å), which is blended with He II

(4686 Å), we fit both lines simultaneously. While additional components or the use

of a Lorentizian model may be more physically motivated or better describe the data

(see Charalampopoulos et al. 2021, for more discussion), a simple Gaussian model is

sufficient for our purposes.

To perform this fit, we use Markov Chain Monte Carlo (MCMC) methods.

Here we let the amplitude of the emission profile, standard deviation, and the wavelength

of the center of the peak vary, but set uniform priors for each parameter to ensure

convergence. Using the best fit values, we derive the velocity width or FWHM (and the

velocity shift from the rest wavelength) for each line and derive 90% confidence error

intervals for these parameters. In Figure ?? we show examples of the best fit models

derived from our analysis of each event, while in Table 4.1 we list the best fit FWHM

for each nitrogen line and their uncertainties. We find that our method produces similar

results to those found in the literature (see Figure 4.1 and 4.5).
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Table 4.1: The derived emission line widths of N III 4100Å and N III 4640Å for each
tidal disruption event in our sample.

N IIII 4100 N IIII 4100 N III 4640 N III 4640
TDE Spectrum Data of observation Days since TDE discovery FWHM (km/s) FWHM uncertainty FWHM (km/s) FWHM uncertainty

ASASSN-14li APO 3.5m 2014-12-02 10 3300 81 6317 4069
ASASSN-14li MDM 2.4m 2014-12-09 17 − − 6019 406
ASASSN-14li MDM 2.4m 2014-12-10 18 − − 5740 1805
ASASSN-14li APO 3.5m 2014-12-12 20 3691 66 6085 237
ASASSN-14li FLWO 1.5m 2014-12-14 22 3939 19 6074 1054
ASASSN-14li FLWO 1.5m 2014-12-15 23 3444 2192 6047 835
ASASSN-14li FLWO 1.5m 2014-12-19 27 4776 16 6070 491
ASASSN-14li MDM MODS 2.4m 2014-12-23 31 1984 23 2812 42
ASASSN-14li Magellan Baade 2015-01-03 42 1652 19 1865 46
ASASSN-14li LBT MODS 2015-01-20 59 2113 277 1508 26
ASASSN-14li MDM 2.4m 2015-02-11 81 − − 7572 463
ASASSN-14li LBT MODS 2015-02-16 86 2099 251 3367 881
ASASSN-14li MDM 2.4m 2015-03-11 109 − − − −
ASASSN-14li LBT MODS 2015-04-17 146 − − 2209 27

iPTF15af Keck LRIS 2015-01-22 7 − − 13009 267
iPTF15af FLOYDS North 2015-02-01 17 − − 22728 2024
iPTF15af Keck LRIS 2015-02-23 67 − − 12240 176
iPTF15af Keck LRIS 2015-05-16 121 − − 12448 73
iPTF15af Keck LRIS 2015-06-13 149 − − 12422 862
iPTF15af Keck LRIS 2017-11-15 1035 − − 12447 392

iPTF16fnl Nordic Optical Telescope 2016-08-31 5 10238 2750 9960 1133
iPTF16fnl Nordic Optical Telescope 2016-09-03 8 5377 3617 13802 473
iPTF16fnl Nordic Optical Telescope 2016-09-09 14 10332 103 10603 373
iPTF16fnl Nordic Optical Telescope 2016-09-13 18 10404 43 10618 296
iPTF16fnl Nordic Optical Telescope 2016-09-21 26 10359 366 10815 1455
iPTF16fnl Nordic Optical Telescope 2016-10-03 38 10338 76 10819 255
iPTF16fnl Nordic Optical Telescope 2016-10-11 46 10440 6686 10453 4485
iPTF16fnl Nordic Optical Telescope 2016-10-31 66 10406 7058 10621 5226

AT2018dyb SOAR Goodman 2018-07-17 6 10994 294 6066 2632
AT2018dyb Nordic Optical Telescope 2018-08-03 23 11076 1062 10295 5057
AT2018dyb Nordic Optical Telescope 2018-08-13 33 9519 404 9413 820
AT2018dyb Nordic Optical Telescope 2018-08-18 38 8949 373 9518 1384
AT2018dyb Nordic Optical Telescope 2018-09-01 52 7520 433 12008 4046
AT2018dyb Nordic Optical Telescope 2018-09-15 66 6875 273 16784 7261
AT2018dyb Nordic Optical Telescope 2018-10-02 83 6439 2192 19905 10359
AT2018dyb Nordic Optical Telescope 2018-10-18 99 10981 6954 7597 4030
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Figure 4.5: Analogous to Figures 4.1 and 4.3, see relevant figure captions for further
description. Top panel: The blackbody photosphere is plotted in purple, the semi-
major axis of debris returning at a given time is plotted in green, and the wind radius
is plotted in blue. Middle panel: Hα equivalent width as a function of Lick HδA
absorption. Galaxies inside the solid line box are E+A/PSB, galaxies inside the dashed
line box are QBS. Because there are not measurements of Hα EW or Lick HδA for
the host of 18pg, we estimated their likely range by taking the distribution of these
parameters for galaxies with similar values of M∗ and SFRs. We used galaxies within
1σ in stellar mass that had star formation rates consistent with the upper limit for the
host of 18pg. Bottom panel: The star formation rate as a function of the total stellar
mass.
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Figure 4.6: Example best fit models obtained by simultaneously fitting multiple
Gaussians in the spectrums of ASASSN-14li (taken using APO 3.5m on 2014-12-02),
AT2018dyb (taken using SOAR on 2018-07-17), iPTF16fnl (taken using the Nordic Op-
tical Telescope on 2016-09-03) and iPTF15af (taken using Keck LRIS on 2015-05-23),
respectively. The central wavelengths of each emission lines (assuming zero velocity)
are marked by vertical dotted lines.
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Chapter 5

The enhancement of TDEs from

SMBH binaries

5.1 Introduction

After two galaxies merge, the central supermassive black holes (SMBHs) will

eventually sink to the bottom of the merged galaxy’s potential, where they will form

a binary system in the nucleus of the galaxy. While the two SMBHs coexist, they will

induce orbital perturbations in each others’ nuclear star clusters which can send stars

on high eccentricity, nearly radial orbits towards one of the black holes and lead to

increased rates of tidal disruptions events (e.g. Ivanov et al. 2005; Chen et al. 2011;

Wegg & Nate Bode 2011; Li et al. 2015; Sari & Fragione 2019) Tidal disruption events

(TDEs) occur when a star passes close enough to a black hole that the tidal force

from the black hole overwhelms the self-gravity of the star (e.g. Rees 1988; Evans &
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Kochanek 1989). The star is ripped apart and the stellar debris is accreted by the black

hole, producing a flare similar in brightness to supernovae that encodes properties of the

star and black hole in its light curve and spectra (e.g. Evans & Kochanek 1989; Lodato

et al. 2009; Mockler et al. 2019a; Yang et al. 2017; Law-Smith et al. 2017a; Mockler et al.

2022). Theoretical tidal disruption event rates have most often been calculated using

the dynamics of two-body relaxation. In this picture, a star will experience random

kicks to its angular momentum through interactions with other stars, and if it is very

unlucky, one of these kicks will send it radially towards the black hole, where it will

be tidally disrupted (e.g. Stone & Metzger 2016). However, in a SMBH binary, 3-body

interactions can produce TDEs much faster than two-body relaxation processes (e.g.

Ivanov et al. 2005; Chen et al. 2011; Wegg & Nate Bode 2011; Li et al. 2015).

In this paper we study how hierarchical 3-body interactions between the SMBH

binary and stars orbiting the smaller black hole can excite the eccentricities of the stars

and increase the rates of tidal disruption events. In particular, we focus on the effect of

the secular orbital perturbations known as the eccentric Kozai-Lidov (EKL) mechanism

(Kozai 1962; Lidov 1962; Naoz 2016). The eccentric Kozai-Lidov mechanism differs

from the Kozai-Lidov mechanism in that it includes the octupole order terms in the

expansion of the secular, hierarchical three-body equations (see Naoz 2016, for a review).

Physically, this allows the z-component of the angular momentum to change with time

(the quadrupole Kozai-Lidov solution requires it to remain a conserved quantity), which

can lead to higher eccentricities, orbit-flipping, and chaotic behavior. It is known that

SMBH binaries and the EKL mechanism can lead to increased rates of TDEs. However,
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most previous work on this subject has either focused on the stars surrounding the

larger SMBH (e.g. Ivanov et al. 2005; Chen et al. 2011; Wegg & Nate Bode 2011), or an

extreme mass ratio inspiral (EMRI) transients instead of TDEs (e.g. Naoz et al. 2022;

Mazzolari et al. 2022). Past work has also shown that other dynamical mechanisms

suppress EKL oscillations for stars around the larger black hole, and the majority of

TDEs that are produced around the larger black hole come from chaotic orbital crossings

(Chen et al. 2011). This is generally not the case for the stars around the smaller black

hole, largely because the EKL perturbations due to the more massive black hole produce

stronger excitations in the stars’ orbital eccentricities. Here we expand on work by Li

et al. (2015) and explore the effect of the EKL mechanism on the rates of TDEs around

the smaller black holes in SMBH binaries.

5.2 Method

5.2.1 Physical processes

We consider a SMBH binary m1 < m2, separated by a semi-major axis abin,

and with an eccentricity ebin. Throughout the paper, the subscripts ‘1’, ‘2’, and ‘*’,

denote the inner black hole, the outer black hole, and the star respectively. The subscript

‘bin’ refers to the black hole binary. Surrounding each SMBH is a nuclear star cluster,

and for the purposes of this paper we will focus on the stars surrounding m1. Because

m1 < m2, we can think of the nuclear star cluster of m1 as embedded in the larger

cluster around m2. The smaller SMBH m1 will retain stars within its Roche lobe. Each

star in the cluster around m1 can be modeled as part of a hierarchical three-body system
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made up of an inner binary pair – m∗ and m1 – and an outer binary pair – m1 and

m2. The stars surrounding m1 follow approximately Keplerian orbits, but over time

their orbits can be secularly perturbed by m2 through the eccentric Kozai-Lidov (EKL)

mechanism (e.g. Naoz 2016).

The EKL mechanism describes the coherent perturbations from m2 on the

stars orbiting m1. These perturbations exchange angular momentum between the outer

SMBH binary (m1 and m2) and the inner binaries made up of stars orbiting m1. This

produces excitations in the eccentricity and inclination of the stars orbiting m1, and the

eccentricity excitations can lead to the production of a large number of tidal disruption

events (e.g. Li et al. 2015). To model these systems and determine the rate of tidal

disruption events, we solve the solve the secular, hierarchical three-body equations fol-

lowing Naoz et al. (2013), including up to the octupole order terms (O(a∗/abin)3). The

EKL mechanism is limited by the constraint that the system maintain a hierarchical

configuration such that,

ϵ =
a∗
abin

ebin
1 − e2bin

< 0.1 (5.1)

There are other dynamical mechanisms that can alter the orbit of the star,

and these can enhance or suppress EKL excitations. We are interested in regions of

parameter space where the quadrupole Kozai-Lidov timescale is shortest, as these are

the regions where the EKL mechanism dominates. The timescale for Kozai-Lidov per-

turbations, as described by Antonini et al. (2015), is:

tKL =
16

15

a3bin(1 − e2bin)3/2
√

(m1 +m∗)√
Ga

3/2
∗ m2

(5.2)
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The other dynamical processes competing for the largest effect on the stellar orbital

parameters are general relativistic precession due to the potential of the disrupting

black hole,

tGR1 =
2πa

5/2
∗ c2(1 − e2∗)

3G3/2(m1 +m∗)3/2
(5.3)

and Newtonian precession due to the potential of the stellar cusp,

tNT = 2π

(√
Gm1/a3∗
πm1e∗

∫ π

0
dψ M∗(r) cosψ

)−1

(5.4)

Here ψ is the true anomaly of the inner orbit, r(ψ) = a∗(1 − e2∗)/(1 + e∗cosψ) from

Kepler’s equation. The function M∗(r) is the integrated stellar mass within r(ψ) – we

will discuss the density profiles used to calculate this in Section 5.2.2. If precession due

to GR or the stellar potential is strong enough, it can prevent EKL perturbations from

building up coherently and exciting the eccentricity and inclination of the star. This

has been previously explored by Li et al. (2015), and also by Chen et al. (2011). The

timescales tGR1 and tNT can be important at small radii, however tKL increases with

radius from m1 as stars move closer to the perturbing black hole (m2). Therefore it is

more difficult for the EKL mechanism to excite the eccentricities of stars at smaller semi-

major axes, but at larger radii, where there are many more stars, the EKL mechanism

often dominates and can produce many TDEs. For this work we chose to isolate the

effects of the EKL mechanism and focused on systems where the EKL timescale tKL is

shorter than tGR1 and tNT for the majority of stars surrounding the smaller black hole.

We do include GR precession in our modeling, and while it is possible that it
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suppresses the number of disruptions at small radii close to m1, we find that the EKL

mechanism acts much faster than GR precession for the majority of the stars around

m1 in the systems we are modeling, as expected. We do not include NT precession in

our models, however Li et al. (2015) include it in their calculations for similar systems,

and we find that our results are consistent with theirs (see Section 5.3). This is not

surprising given that we chose our setups such that the timescale for NT precession is

longer than the timescale for EKL excitations for the majority of the stars.
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Figure 5.1: Analytical exploration of the parameter space showing the number of stars
susceptible to the EKL mechanism. This was calculated by determining the range of
semi-major axes for each parameter combination where the EKL timescale is the shortest
dynamical timescale. All of our systems have ebin = 0.5. While we compared with a
variety of different dynamical timescales7, the two competing timescales were tGR, 1 and
tNT, the timescale for GR precession due to the disrupting black hole and Newtonian
precession due to the stellar potential respectively.
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5.2.2 Model description

To determine the most useful parts of parameter space to model, we first

calculated the relative number of stars we expected to be strongly affected by the EKL

mechanism for a variety of parameter combinations. This exploration of parameter

space is shown in Figure 5.1, where we have plotted contours based on the number of

stars whose shortest dynamical timescale is tKL for each parameter combination.

Figure 5.1 clearly shows why we focus on the smaller black hole in our simula-

tions. As the mass of the disrupting black hole increases with respect to its companion,

the number of stars whose shortest dynamical timescale is tKL decreases dramatically.

This is because the EKL mechanism is much more effective when the perturbing black

hole is larger than the disrupting black hole. When the perturbing black hole is smaller,

tKL grows longer than the timescale for Newtonian orbital precession due to the cusp

of stars surrounding the black hole, and is also often longer than the timescale for GR

orbital precession due to the disrupting black hole. As discussed in the previous section,

orbital precession due to these mechanisms can interfere with the coherent excitation of

the eccentricity induced by the EKL mechanism (e.g. Chen et al. 2011).

Using Figure 5.1 as our guide, we chose a variety of parameter combinations

for our simulations that we expected to produce observable tidal disruption events. The

parameters we varied are: the mass of the disrupting and perturbing black holes (m1

and m2), their mass ratio (q = m2/m1), and the power law constant of the density

profile for the stellar cusp (α). The mass of m1 was set to a range of reasonable values

for tidal disruption events: 105, 106, and 107 solar masses. Black holes above ∼ 108M⊙
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will swallow most stars whole, and disrupt them within their event horizons. Black

holes below 105M⊙ can and do disrupt stars, however almost all confirmed observed

TDEs have occurred around black holes above 105M⊙, and therefore we focus on these

masses for the purposes of this paper. We use mass ratios q = m2/m1 of 10 & 100, and

this determines the mass of m2.

To explore the effect of the shape of the stellar cusp on tidal disruption rates,

we use a spherical density distribution and vary the steepness of the slope. We use the

density distribution described in O’Leary et al. (2009) and used in Li et al. (2015):

ρ∗(r) =
3 − α

2π

m0

r3

(
GM0(m0/M0)

1−2/k

σ20r

)−3+α

(5.5)

The density profile is written as a power law of semi-major axis, with the integrated

stellar mass normalization fixed by the M−σ relation. The constants M0 = 1.3×108M⊙,

σ0 = 200kms−1, and k = 4 are the best-fit values for the M−σ relation in ? (Mh/M⊙ =

M0(σ/σ0)
k). We vary the power law exponent ‘α’ between 1-2 to explore how the

steepness of the stellar cusp affects TDE rates.

We set the eccentricity of the black hole binary to an intermediate eccentricity

of ebin = 0.5 and its semi-major axis to half of the sphere of influence of the disrupting

black hole (abin = 0.5rh, 1). This puts the SMBHs at separations of ∼ 1pc (abin =

0.2 − 1.9pc for m1 = 105 − 107M⊙) – a regime where the EKL mechanism is highly

effective, however the SMBH binary’s hardening timescale is still long enough that we

do not have to worry about the binary’s orbit changing significantly over the course

of our simulations. At these radii, the SMBH binary’s hardening timescale is mainly
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dependent on the effectiveness of loss-cone diffusion, which is likely ≳ 100 million years

(e.g. Kelley et al. 2017), much longer than the EKL timescales for the majority of the

stars in our simulation setups.

For each set of parameter combinations, we ran 1000 numerical simulations of

the 3-body interactions with different initial conditions for the star. The priors for the

star’s initial conditions were determined as follows: The semi-major axis of the star was

drawn randomly from the density distribution, with a maximum radius determined by

the hierarchical condition of the system (see Equation 5.1). The star’s eccentricity was

drawn from an isothermal distribution, and the mutual inclination was drawn from an

isotropic distribution (uniform in cos(i)). The argument of periapsis and the longitude

of the ascending nodes were drawn from a uniform distribution between 0 − 2π.

The simulations were run until either the star was disrupted or the system

was evolved for 109 years (by which point the TDE rate from the EKL mechanism had

long since dropped off, see Figure 5.4). Our disruption criteria was that the star passed

within 2Rt of the black hole (impact parameter = β = 0.5). This ensured that we

captured partial disruptions as well as full disruptions, and we discuss trends with the

impact parameter in Section 5.4.
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Table 5.1: Simulation parameters and results

run # m1 m3 α a1 max N∗ TDE fraction NTDE

(log10M⊙) (log10M⊙) (au)

0 5.0 6.0 1.50 6002 5134 0.20 - 0.44 1011 - 2280

1 6.0 7.0 1.00 18980 14081 0.16 - 0.46 2235 - 6445

2 6.0 7.0 1.50 18980 51307 0.17 - 0.42 8979 - 21446

3 6.0 7.0 1.75 18980 97664 0.17 - 0.38 16701 - 37308

4 6.0 7.0 2.00 18980 182705 0.15 - 0.33 27588 - 60841

5 6.0 8.0 1.50 18980 51366 0.03 - 0.45 1541 - 23166

6 6.0 8.0 1.75 18980 97949 0.03 - 0.42 3232 - 41334

7 7.0 8.0 1.50 60021 512509 0.13 - 0.36 67651 - 186041

5.3 Results

5.3.1 Monte Carlo sampling

Each set of 1000 dynamical simulations provides a random Monte Carlo sam-

pling of the stars around the smaller black hole in the each binary system, given the

priors described at the end of the last section. We plot the final eccentricity distribu-

tions of a subset of our runs in Figure 5.2, where the runs that end in disruption are

clearly visible as a buildup of points at high eccentricities (low values of 1 − e). Our

simulations give us the fraction of stars that result in TDEs for each parameter combi-

nation, as well as the time of disruption for each random sample. We can then scale our

results by the expected total number of stars around m1 within the hierarchical radius

(using Equation 5.5) to compare to real galaxies. The simulation parameters and the

fraction and number of stars that become TDEs are quoted in Table 5.1 for each of our

runs. We can also calculate a TDE rate as a function of time by binning our simulation

results as a function of the time of disruption. We plot our time-dependent rates for a
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subset of the runs in Figure 5.4 (using gaussian processes to smooth the distributions).
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Figure 5.2: The final distributions of the stars’ semi-major axes (a1) and maximum
eccentricities (emax, plotted as 1 − emax) for 3 runs with varying inner black hole mass
(m1 = 105, 106, 107M⊙). The critical radius for disruption used here is Rp ≤ 2Rt

(allowing for both partial and full disruptions), and denoted by dashed lines in the plot.
The Hill radius is denoted by a dash-dotted line. The limiting condition tE = tKL is
plotted as a solid line. Orbits that originate outside the Hill radius and have tE < tKL

might become unstable before the EKL mechanism can increase their eccentricities and
disrupt the stars. These are orbits above the solid line and to the right and below the
dash-dotted line. The maximum semi-major axis included for stars in a given run is
defined by the hierarchical condition (Equation 5.1).

5.3.2 TDE rates

For each run, we calculate an upper and lower limit for the TDE fraction. The

upper limit comes from assuming that all stars on disrupting orbits do, in fact, become

TDEs. The lower limit is determined by estimating the fraction of stars that might

be scattered onto chaotic orbits on shorter timescales than the EKL timescale, and
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excluding these stars when calculating the fraction that become TDEs. We determine

which stars to exclude by calculating the timescale that it will take for a star’s orbital

energy to change by an order of itself (tE), and checking if it is smaller than the star’s

EKL timescale (Zhang et al. 2022):

tE =


1
4

(
m1
m2

)2
(1 + m2

m1
)
(
abin
a∗

)
1−e∗
1+e∗

P∗; P∗(1 − e∗) ∼ Pbin

1
16π2

(
m1
m2

)2(abin
a∗

)4 1
1−e2∗

P∗; P∗(1 − e∗) < Pbin

(5.6)

These excluded stars can still become TDEs (as scattered stars can return and be

disrupted), however our rates calculated without stars with tE < tKL provide robust

lower limits.

We find that for the majority of our simulations, ∼ 13 − 46% of stars within

the maximum radius defined by the hierarchical condition (Equation 5.1) are disrupted.

However, increasing the mass ratio increases the number of stars susceptible to scattering

by the perturber, and so the lower limit on percentage of stars disrupted in the q = 100

runs drops to 3%. As discussed in Section 5.2, the reason we focus on disruptions

around the smaller black hole in the SMBH binary is because the stars surrounding the

smaller black hole are much more susceptible to eccentricity excitations due to the EKL

mechanism. We can compare our results with simulations of the Kozai-Lidov mechanism

around the larger black hole in Chen et al. (2011). They find that without including

disruptions due to chaotic orbital crossings, the fraction of stars disrupted as a function

of radius is always ≲ 0.2, and is approximately 0 at most radii.
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5.3.3 Dependence on stellar density profile
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Figure 5.3: LHS: The number of TDEs as a function of m1, with different density
profiles represented as different marker shapes. The shaded region is plotted by de-
termining the slopes between the fraction of TDEs for α = 1.5 runs at different black
hole masses, and then using these slopes and the values for the fraction of TDEs at
m1 = 106M⊙ for α = 1.0, 1.75, 2.0 to (linearly) extrapolate estimates for the fraction
of TDEs at higher and lower masses for α = 1.0, 1.75, 2.0. The points in orange are
the lower limits, excluding all stars with tE < tKL, while the points in blue are the
upper limits and include these stars. RHS: The number of TDEs as a function of the
number of stars within the hierarchical radius. Each m1 and α combination is plotted
as a different color, and the marker shape is determined by the mass ratio q. The upper
and lower limits are determined in the same way as for the LHS.

The rate of tidal disruption events from the EKL mechanism is heavily depen-

dent on the density profile of the stellar cusp. In our simulations, this is due to the fact

that the number of stars in the radius range that is most strongly affected by the EKL

mechanism changes with the density profile of the cusp. However, changing the density

profile of the cusp also changes the background stellar potential each individual star

experiences, which can also affect the EKL mechanism. As the steepness of the cusp

increases, the timescale for orbital precession due to the stellar potential decreases, and
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therefore the EKL mechanism must be stronger to overcome this effect. This is why the

EKL mechanism is ineffective at producing TDEs around the larger black hole in the

simulations run in Chen et al. (2011) (the majority of TDEs in those simulations come

from chaotic orbital crossings). We are interested in studying the regimes in which the

EKL mechanism is effective at exciting stellar eccentricities, and therefore we choose

values of α, m1 and m2 such that the timescale for eccentricity excitation due to the

EKL mechanism is shorter than the orbital precession timescale due to the stellar cusp

for the majority of the stars in our simulations (see Figure 5.1). We do not model the

effect of precession from the stellar potential on our simulations, however we compare

our results with Li et al. (2015), who do include this effect, and find that for runs with

similar parameters we get a similar fraction of TDEs8. The number of tidal disruptions

in our simulations remains closely correlated to the number of stars within the hier-

archical radius, and increases approximately linearly with the number of stars in this

region (as shown in Figure 5.3).

5.3.4 Dependence on black hole mass ratio

Increasing the mass ratio (and therefore the mass of the perturbing black hole,

m2) increases the strength of the perturbations and therefore the range of radii that are

sensitive to the EKL mechanism. However, as the majority of stars at large radii (close

to our hierarchical radius limit) are disrupted with mass ratios of 10 (see Figure 5.5),

8(Li et al. 2015) only look at stars within the Hill’s radius (even though we expect many stars
outside the Hill’s radius to be disrupted before they are scattered). In their simulation, m1 = 107M⊙,
m2 = 108M⊙, α = 1.75, e2 = 0.5 and a2 = 0.5pc, and they find 5.7% of stars within the Hill’s
radius are disrupted. In our simulation with m1 = 107M⊙, m2 = 108M⊙, α = 1.5, e2 = 0.5 and
a2 = 0.5rh = 1.9pc, we find that 5.2% of stars within the Hill’s radius are disrupted.
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increasing the mass ratio in our simulations to 100 does not significantly change the total

fraction of stars that are susceptible to the EKL mechanism, even though it does increase

this fraction at smaller radii (see Figure 5.5). As there are much fewer stars at small

radii (M∗,contained ∝ r3−α), increasing the mass ratio to 100 only increases the upper

limit on the total fraction of disrupted stars in our simulations by a few percent (see

Table 5.1). However, increasing the mass ratio does significantly increase the percentage

of stars that are susceptible to scattering by the larger black hole, and therefore reduces

the lower limit on the number of disrupted stars by a factor of ∼ 4. Another noticeable

change is to the timescales of the disruptions that do occur. As shown in Figure 5.4,

increasing the mass ratio from 10 to 100 increases the TDE rate by a factor of ∼ 10 for

the first ∼ 10% of the TDE burst (a few ×105 years for m1 = 106M⊙).

In summary, while changing the mass of both black holes and the steepness

of the stellar cusp (the value of the density profile exponent ‘α’) affects the fraction of

stars disrupted, it does not change the maximum TDE fraction by more than ∼ 0.1,

and therefore the strongest determinant of the relative number of TDEs in the system is

simply the number of stars within the maximum radius determined by the hierarchical

condition (Equation 5.1)9.

9We note that if we did not choose simulation parameters such that tKL < tNT and tKL < tGR1 for
the majority of stars, the steepness of the stellar cusp and the mass of the black holes might have a
more noticeable affect on the TDE rate.

143



104 105 106 107 108

10 5

10 4

10 3

10 2

10 1

TD
E 

ra
te

 (d
n/

dt
)

= 1.5, q = 10 m1 = 105

m1 = 106

m1 = 107

104 105 106 107 108

10 5

10 4

10 3

10 2

10 1

TD
E 

ra
te

 (d
n/

dt
)

m1 = 106, q = 10 =  1.00
=  1.50
=  2.00

104 105 106 107 108

t[yr]

10 5

10 4

10 3

10 2

10 1

TD
E 

ra
te

 (d
n/

dt
)

m1 = 106, = 1.5 q = 10.0
q = 100.0

observed rate
observed rate PSB

2-body cuspy
2-body core
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5.4 Discussion

We find that the EKL mechanism in SMBH binaries produces a burst of tidal

disruption events at rates much higher than those expected from two-body relaxation

(see Figure 5.4). This phenomenon has been previously explored for tidal disruption

events, but the majority of past work has focused on the disruptions of stars orbiting the

more massive black hole in the binary system (e.g. Ivanov et al. 2005; Chen et al. 2009,

2011; Wegg & Nate Bode 2011). This meant that the majority of disruptions did not

actually come from Kozai-Lidov oscillations, but rather from chaotic orbital crossings

between the stars and the perturbing black hole (Chen et al. 2011; Wegg & Nate Bode

2011). As we are interested in determining when Kozai-Lidov oscillations in particular

are important, we follow Li et al. (2015)’s lead and explore a parameter space centered

on the smaller black hole.

5.4.1 Comparison with simulated and observed TDE rates

In Figure 5.4 we compare the rate calculated from our simulations with the

rates estimated for two-body relaxation based on properties of observed galaxies (dashed

lines, from Stone & Metzger 2016). We find that the rate from the EKL mechanism is

higher than the rate from two-body relaxation for timescales between millions to tens

of millions of years depending on the parameters of the system. This means that the

EKL rate is also much higher than the overall observed rate (as two-body relaxation

calculations generally over-predict the observed rate). This is not surprising, as the

scenario described in this paper is only applicable to a small subset of galaxies, and
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only over a relatively short time period.

Only a fraction of galaxies will have experienced recent mergers and host

SMBH binaries at any given time. The merger fraction at low redshift (z ≲ 0.7) for

massive galaxies (M∗ ≥ 1011M⊙) is thought to be ≲ 10%, with major mergers making

up ∼ 2 − 5% of the total and minor mergers making up ∼ 5% (Bundy et al. 2009;

López-Sanjuan et al. 2012). The fraction does appear to decrease with galaxy mass,

so that Bundy et al. (2009) find a major merger fraction of ∼ 3% for galaxies between

1010 − 1011M⊙, and ∼ 5% for galaxies ≥ 1011M⊙. Given these results, it seems reason-

able to assume a merger fraction of a few percent for minor mergers at galaxy masses

below 1011M⊙, the relevant mass ratio and galaxy mass range for the simulations in

this paper. Some observational studies have also found that the major merger fraction

increases with redshift (Bluck et al. 2009, 2012) up to ∼ 25−40% at z = 3 (∼ 1010 year

lookback time), and the Illustris simulation finds a similar trend for both the major

and minor merger rates (Rodriguez-Gomez et al. 2015). If this is the case, the current-

day SMBH binary population might reflect a higher merger fraction at earlier times,

depending on the hardening timescale of the binary.

In addition to there only being a small subset of galaxies with SMBH binaries,

there are other reasons the elevated TDE rate from the EKL mechanism could be

difficult to observe. If the stars are not replenished rapidly through star formation or

dynamical mechanisms, the rate will drop off relatively quickly and the elevated rate

will only be observable for at most tens of millions of years (see Figure 5.4). Therefore,

it is possible that even in galaxies that have recently merged, we will miss the ‘burst’ of
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TDEs predicted here. Finally, in this paper we focus on the effect of the eccentric Kozai-

Lidov oscillations, however it is possible that sub-dominant dynamical mechanisms could

change the shape of the rate curves. For example, Melchor et al. (2022) finds that

including the effect of two-body relaxation on the EKL mechanism can stretch the rate

curves, so that disruptions continue to later times, but the maximum rate is lower. While

this does not significantly change the overall number of TDEs from the EKL mechanism,

it can decrease the instantaneous rate. These restrictions mean it is unsurprising that

we do not observe dramatically higher TDE rates due to the EKL mechanism, we still

expect this mechanism to contribute meaningfully to the rates, particularly for larger

mass black holes, as the two-body relaxation rate drops off with black hole mass but

the rate from the EKL mechanism increases with black hole mass.

Interestingly, the rate we calculate during the EKL burst is much more com-

parable to the observed rates calculated for post-starburst galaxies, which are often

considered candidates for recent mergers (Mihos & Hernquist 1994; Bekki et al. 2005;

Hopkins & Hernquist 2009, as mergers can trigger starbursts). The reason why the

TDE rate in post-starburst galaxies is ∼ 20 − 200× higher than the galaxy averaged

rate is not well understood, and it remains an open question in the field (Arcavi et al.

2014; Law-Smith et al. 2017a; French et al. 2020). Previous work has suggested that

SMBH binaries might be able to increase the rates of TDEs in these galaxies if the

starburst is due to a recent merger (e.g. Arcavi et al. 2014). However, as Stone et al.

(2018) point out, if the starburst is triggered by a merger, and the increased rates are

from the resulting SMBH binary, this requires the smaller black hole to sink to the
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center of the galaxy on timescales short enough that the post-starburst features are still

observable. If the starburst is triggered when the merger stars, this may be difficult, as

the timescales for most SMBH binaries to harden to distances of ∼ 1pc are thought to

be of order 109 years (Kelley et al. 2017). That being said, the ‘hardening timescale’

is very dependent on model assumptions, such as the amount of gas surrounding the

binary, and also how quickly stars can refill the region of parameter space with low

enough angular momentum to interact with the black hole binary (often called the ‘loss

cone’, not to be confused with the TDE loss cone) (e.g. Khan et al. 2011; Kelley et al.

2017; Vasiliev & Merritt 2013) This second uncertainty in particular can dramatically

change the result – refilling the parameter space of stars that interact strongly with the

SMBH binary can decrease the average hardening timescale by approximately an order

of magnitude (Kelley et al. 2017). If this parameter space is able to be refilled in at least

some mergers, than it is possible that post-starburst features would still be observable

when the SMBH binary is at separations of ∼ 1pc and the EKL mechanism becomes

important. Alternatively, if a starburst is triggered later in the merger process, a long

hardening timescale might not be an issue.

5.4.2 Finding hidden SMBH binaries

Despite their rarity, bursts of TDEs produced by the EKL mechanism could

help us find hidden SMBH binaries. Tidal features from minor mergers dissipate quickly

(Conselice et al. 2000), and the potential of a galactic nucleus hosting a SMBH binary

with a mass ratio ≲ 10 will be dominated by the mass of the larger black hole, making it

difficult to find SMBH binary candidates. However, as shown here, disruptions produced
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by the EKL mechanism will produce a significant number of TDEs around the smaller

black hole in a SMBH binary, comparable in number to TDEs around the larger black

hole for mass ratios of q = 10. Tidal disruption flares contain information about the

mass of the disrupting black hole, therefore TDEs from the smaller black hole can

expose its presence. For example, the light curve timescale of a TDE is dependent on

the mass of the black hole (e.g. t ∝ M
1/2
h , Mockler et al. 2019a), therefore if a very

short flare occurred around what seemed to be a much larger black hole, that would be

an indication of a potential SMBH binary. If the mass of the larger black hole is above

≳ 108M⊙, it would not be able to produce and observable flare from the disruptions of

most stars, and therefore seeing any TDE at all from very massive galaxies would be a

very strong indication of a hidden companion SMBH (e.g. Coughlin & Armitage 2018).

5.4.3 Repeated TDEs

When a star is disrupted, the most commonly used assumption is that part

of the star will remain bound to the black hole, and eventually accrete onto it, while

the rest of the star will leave the system on an unbound orbit. This is a reasonable

assumption for orbits that are nearly parabolic, with eccentricities approaching e = 1,

as is expected for most TDEs. However, as the eccentricity decreases, the likelihood

that the rest of the star becomes unbound decreases. The less bound portion of the

star will generally experience a kick (Manukian et al. 2013), however if the eccentricity

is low enough this will not be sufficient to unbind it from the SMBH. In the case of a

partial disruption, where the star’s core remains after material is torn off by the black

hole, the star may return to the SMBH and get disrupted multiple times – a ‘repeated’
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TDE. Recently, the first candidate ‘repeated’ TDE was observed, the nuclear transient

ASASSN-14ko (Payne et al. 2022).

The majority of TDEs that come from two-body relaxation originate near the

sphere of influence of the black hole (Stone & Metzger 2016), and require very high

eccentricities to pass within their tidal radii and be disrupted. On the other hand,

TDEs that come from the EKL mechanism originate from near the hierarchical radius,

which can be much smaller than the sphere of influence, as it is dependent on the semi-

major axis of the black hole binary (see Equation 5.1). This means that the disrupted

stars will have lower eccentricities, and they will be more bound to the SMBH and more

likely to produce repeating TDEs.

We find that the EKL mechanism preferentially disrupts stars on the lowest

impact parameter orbit possible, which increases the likelihood of repeated events. This

is because the increase in maximum eccentricity over multiple EKL oscillations is very

small compared to the size of the oscillations. Another way of thinking about this is

that the slope of the envelope of the oscillations is small, even though the individual

oscillations are quite large. For a true point mass, EKL oscillations are capable of

producing eccentricities that approach 1, however as part of this process the point mass

will first orbit the SMBH many times at lower eccentricities that are nonetheless high

enough to disrupt most stars. Because of this, we expect many stars to get partially

disrupted but remain bound to the black hole – producing repeating TDEs that might

eventually fully disrupt the star, if the star isn’t kicked out of orbit around the SMBH

first (see Melchor et al. 2022, for a detailed discussion of repeated TDEs from the EKL

151



mechanism). In Figure 5.6 we show that the relative number of initial disruptions drops

off dramatically as a function of impact parameter. For TDEs from two-body relaxation,

the rate as a function of impact parameter is expected to drop off as β−1 (for the full

loss cone scenario, Stone & Metzger 2016). We find an even quicker drop off in TDE

rate as a function of β for TDEs from the EKL mechanism.

5.5 Supplemental Data
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Figure 5.6: Best-fit power laws to the number of TDEs as a function of impact parameter
(β). TDEs are binned as a function of β and power laws are fitted to the binned
data. The raw binned data is plotted as individual points in the plot. Changing the
binning can change the best-fit power law index by ∼ ±0.1. Additional analysis of the
β dependence will be presented in later work.
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Chapter 6

Summary and Future Directions

6.1 Summary

This thesis explored how tidal disruption events can be used to constrain the

properties and evolution of SMBHs and nuclear star clusters. Chapter 2 described a

light curve model for tidal disruption events, and used it to fit a population of these

transients, determining that properties such as the impact parameter and most notably

the black hole mass can be constrained through light curve fitting. The black hole

masses measured from the light curve were found to be consistent with measurements

from the M − σ relation. Chapter 3 used the same model to constrain the emission

mechanism in TDEs, showing that even with large uncertainties on the mass-to-energy

efficiency, these events are most likely too energetic to be produced by stream-stream

collisions, and are more consistent with being produced by accretion processes close

to the black hole. This work produced a publicly available, widely used TDE light

curve model, and detailed a new method for black hole mass measurement. It also
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uncovered trends in the properties of TDE light curves, improving our understanding of

the observed population of these transients and helping solve longstanding theoretical

debates on the mechanisms powering these transients.

Chapter 4 combined information from the light curve models with data from

spectra and the host galaxy to provide constraints on the mass and age of the disrupted

stars. Surprisingly, it found that higher metallicity stars (with N/C abundances ≥ 10)

are very over-represented in tidal disruption events. These TDEs are consistent with

originating from stars with masses ≥ 1.3M⊙ – a subset of the stellar population that

makes up ∼ 0.05% of stars in the host galaxies but 5% of observed TDEs. This could

be due to differences in how star formation operates in the very centers of galaxies

compared to the rest of the galaxy, or due to the dynamical processes that are moving

stars onto disrupting orbits. Chapter 5 explores how the 3-body dynamics of stars

orbiting SMBH binaries can increase the rates of TDEs and possibly uncover hidden

binary systems. It finds that for mass ratios of 10, the smaller mass black hole in the

system can disrupt a similar amount of stars as the larger black hole, making it a viable

method for detecting close SMBH binaries. These chapters examined how TDEs can

be used to learn about star formation and dynamics in the centers of galaxies, as well

as their connection to the larger picture of galaxy evolution.

6.2 Future directions

The research in this thesis brings to light multiple unresolved questions that

have already inspired plans for future projects. Many of these questions are connected
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to the radiation transport of TDE emission. For example, it is not clear how closely the

observed luminosity traces the mass inflow rate, particularly at early times and near peak

luminosity when the mass accretion rate is very high. Deviations from this assumption

would affect the measurements of black hole masses, as well as estimates of the time-

dependent accretion efficiency. Furthermore, current light curve models are unable to

precisely constrain the properties of the star that is disrupted and the efficiency at which

the SMBH converts mass into radiation. These parameters are either degenerate (see

Chapter 3), or dependent on model assumptions such as the shape and structure of the

reprocessing region (Dai et al. 2018). This has fueled ongoing debate about the mass-to-

energy conversion efficiency in these events, and the formation timescale and evolution

of the accretion disk. Both of these areas of uncertainty are critical for understanding

how quickly SMBH can grow when being fed at super-Eddington mass accretion rates.

Radiative transfer simulations can constrain the amount of mass in the reprocessing

layer, as well as connect the composition of the star to lines in the spectra, providing

independent estimates of the mass of the star and therefore also constraining the black

hole accretion efficiency.

6.2.1 Radiation transfer simulations of TDEs and wind transients

For ‘engine’ powered central source transients such as TDEs, the majority of

the energy is produced (or liberated) deep within the reprocessing layer. Radiative

transfer simulations are thus required to connect theories for energy extraction to ob-

servations. The reprocessing of TDE emission is used to explain the smoothness of

TDE light curves (Holoien et al. 2019) and their large optical luminosities (e.g., van
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Velzen et al. 2020), which set them apart from AGN. However, accurately modeling the

reprocessing of the emission is uniquely challenging in a TDE environment.

The strong radiation drives the ionization state out of equilibrium, requiring

non-local thermodynamic equilibrium (non-LTE) calculations for modeling line trans-

port. The gas is also optically thick to electron scattering, a regime that photoionization

codes like CLOUDY cannot accurately model. The high optical depths – due to the very

high mass accretion rates – are key to producing the observed continuum and spectra

(Roth et al. 2016). Additionally, the order of magnitude changes in mass flow and source

luminosity mean that a time-dependent treatment of diffusion is critical for determining

the shape of the light curve (Khatami & Kasen 2019). The Sedona radiative transfer

code (a Monte Carlo radiation transport code) is one of the few codes that can model

the conditions in a TDE, and is currently the only one capable of reproducing the ap-

pearance of TDE line profiles (see Figure 6.1; Roth et al. 2016; Roth & Kasen 2018). I

recently worked on upgrading Sedona to run with a state of the art moving mesh hy-

drodynamics code (Duffell & MacFadyen 2011), so that it can handle the dramatically

varying mass flows in these transients. I plan to create two suites of simulations (suites

A & B), the first to determine the shape and time evolution of the light curves and the

second to model the detailed spectra.

Conditions in TDEs are similar to those in transients with large mass outflows

that derive most of their power from a central source, such as changing look AGN, and

supernovae powered by fallback accretion, magnetars, or CSM shocks (likely includ-

ing the enigmatic ‘fast blue optical transients’, or FBOTS). Therefore, models of the
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Figure 6.1: LHS: Sedona model (in red) with UV spectrum of ASASSN-14li (adapted
from Cenko et al. 2016). Only line transport of H & He was included. RHS: Repro-
cessing in TDE-like outflow for various velocity profiles (Roth & Kasen 2018).

radiation transport in TDEs can be adapted to study these phenomena as well.

A: What sets the shape of the light curves?

Existing TDE light curve models such as the ones described in Chapter 2 rely on the

approximations that the observed luminosity closely follows the rate of return of stellar

debris from the disrupted star onto the SMBH and that the emission is a blackbody

at a specified radius. Deviations from the first assumption will affect measurements

of SMBH masses with TDE light curves, while deviations from the second will affect

estimates of the energy released and the black hole accretion efficiency during these tran-

sients. Furthermore, current light curve models are unable to independently constrain

the properties of the star that is disrupted and the efficiency at which the black hole

consumes mass during these events, as these parameters are degenerate (as described

in Chapter 3).

To improve these models and their parameter measurement capabilities, I plan

to perform the first time-dependent radiation hydrodynamic simulations that model the
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entire evolution of the TDE light curve. The few radiative transfer models that exist

look at snapshots in time near the peak of the transient’s luminosity (Roth et al. 2016;

Roth & Kasen 2018; Dai et al. 2018). However, the mass flow to the black hole and the

source luminosity change by orders of magnitude throughout the transient’s evolution,

so a time-dependent approach is necessary for determining what sets the shape of the

light curve. This is particularly true for the rise of the light curve, when the luminosity

timescale is likely small compared to the diffusion timescale.

Additionally, previous simulations of the radiative transfer process for TDEs

and other transients have largely relied on homologous velocity profiles. However, Roth

& Kasen (2018) showed that for centrally powered sources, the adiabatic reprocessing

of luminosity in a constant velocity ‘wind’ model produced significantly more optical

and UV emission compared to a homologous velocity profile (see Figure 6.1). Adiabatic

reprocessing is likely to be very important for producing the substantial optical and UV

luminosities from the initial source spectrum in TDEs (e.g. Strubbe & Quataert 2009;

Piro & Lu 2020), and we speculate that this might also be the case for other transients

with fast outflows and centrally concentrated source luminosities. Accurately calculating

this effect requires modeling time-dependent electron scattering at high densities to

determine how long radiation is ‘trapped’ within the expanding outflow.

B: Connecting spectra to composition

I also plan to run a set of multi-dimensional non-LTE radiative transfer simulations

to determine the dependence of the spectral line features on the conditions of the gas

and the composition of the disrupted star. By varying the amount and composition of
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Figure 6.2: Shaded regions show constraints from UV C/N line ratios (C/N≤0.1,
N/C≥10). LHS: log10[C/N] abundance ratio in the fallback debris as a function of
stellar mass, lines of constant age over-plotted (adapted from Chapter 4). RHS: The
effect of density on the CIII/NIII line ratio as a function of the log10[C/N] abundance
ratio (adapted from Yang et al. 2017).

mass in the disk and outflow as well as the source luminosity, we will model different

stages in the evolution of the TDE (the light curve rise, peak, and decay). This will

help constrain the properties of the disrupted star and determine how the spectra are

affected by the geometry and dynamics of the gas around the black hole, building on

work done in Chapter 4 of this thesis. This is currently one of few avenues for estimating

the individual properties of stars in galactic nuclei outside our own.

Previous work used the UV line ratio of N III/C III to estimate a maximum

N/C abundance ratio for several TDEs (Yang et al. 2017). This work assumed that

the lines were formed in similar gas conditions, because the UV N III (λ1750) and

C III (λ1908) line transitions have similar critical densities and excitation energies,

and involve ions with similar ionization energies. Our measurements of UV line ratios

rely on space-based spectroscopy from the Hubble Space Telescope (HST), and will
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benefit enormously from the development of future space-based missions. There are

currently only a handful of TDEs with UV spectra, but if the lower limits on the N/C

abundance ratio are accurate, they already point to something interesting. In Chapter 4

I showed that these estimates imply an overabundance of tidal disruptions of stars above

∼ 1M⊙ compared to what we would expect from the host galaxies’ stellar populations,

or our own galactic center. Using Sedona we will be able to confirm these results by

modeling line transfer through the entire TDE outflow. For example: as the density of

the emission region approaches the critical densities (as is possible in the inner regions

of TDE outflows), the UV N/C line ratio will start to be strongly affected (by up

to ∼ 0.6 dex, see Figure 6.2). Yang et al. (2017) were aware of this, and were very

conservative when estimating lower limits on abundance ratios because of it. I will

model the formation of the lines in the TDE outflow to determine the importance of

this effect, improving constraints on the N/C abundance ratio.

I also plan to model the formation of the more easily observable optical nitro-

gen lines to determine if they can also constrain the composition of the star. This is

important as there are only 6 TDEs that have published HST UV spectra, and there are

currently ∼ 10 TDE candidates with strong N III broad emission lines in their optical

spectra that do not have UV spectra. It is unclear whether the optical nitrogen lines in-

dicate enhanced nitrogen abundances, or if the line strength is due to radiation transfer

effects. For example, Roth et al. (2016) showed that the high helium-to-hydrogen ratio

observed in some TDEs can be explained by optical depth effects, even if the abundance

of hydrogen is larger than the abundance of helium. Therefore, accurately modeling the
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geometry and velocity profiles of the gas is necessary for connecting observed lines to

gas composition.

6.2.2 Improving black hole masses measurements

I plan to incorporate the results of these planned radiative transfer simulations

into my MOSFiT TDE light curve model, and use it to fit the growing population of

TDEs, creating a new dataset of low mass SMBHs (105M⊙ ≲Mh ≲ 108M⊙) with mass

measurements.
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Figure 6.3: Example fit from Chapter 2 plotted in g-band (blue), with estimate of how
light curve changes if Mh decreases (Mh, new = 0.6 × Mh, original) but we include an
approximation of a ∼ 10 day diffusion timescale (orange). Fit score for original model
is higher, however both can approximate light curve shape.

As discussed earlier, theoretical uncertainties in the reprocessing efficiency and

diffusion timescale, as well as model degeneracies between the mass of the star and

the mass-to-energy efficiency of the transient, produce systematic uncertainties in the

parameter extraction from TDE light curve models (see Figure 6.3). Reducing these
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uncertainties is particularly important for modeling TDEs around lower mass SMBHs

(≲ 106M⊙). As the black hole mass decreases, the peak timescales decrease and mass

fallback rates increase at the same time the Eddington limit decreases. Therefore,

transients around smaller mass black holes will likely have more mass in their outflows

at early times, and a shorter source luminosity timescale. Both of these factors will

increase the effect the diffusion timescale has on the observed light curve, and the

uncertainties it induces in the estimation of the black hole mass.

Similar uncertainties in the reprocessing efficiency and diffusion timescale exist

in the models of other transients with wind outflows and/or central sources (Ginzburg &

Balberg 2012; Khatami & Kasen 2019). I plan to use the results of my time-dependent

radiation hydrodynamic simulations (suite A) to determine how differing velocity pro-

files and mass fallback rates affect the diffusion and reprocessing of the luminosity in

my models and therefore the shape of the light curve in TDEs. By creating ‘diffusion’

and ‘photosphere’ MOSFiT modules specific to central-source transients and wind outflow

reprocessing (as opposed to homologous expansion), and which can be substituted into

other existing models, I will also improve the MOSFiT models for related transients (e.g.

CSM interaction, magnetar-powered, and fallback supernovae).

Additionally, I plan to add fitting (and predictions) of N/C UV line ratios into

the MOSFiT TDE model. My radiation transfer simulations modeling the line transport

of nitrogen and carbon (suite B) will hopefully determine how the N/C UV line ratio

measured for a given abundance ratio is affected by the gas density, velocity, and source

luminosity (similar to the right panel of Figure 6.2, but varying more parameters). I plan
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to use the results to make either semi-analytical fitting functions or interpolation func-

tions for the line ratio as a function of these parameters. To make use of this information,

I will update my MOSFiT TDE model to run using the library of composition-tracking

mass fallback rates calculated in Law-Smith et al. (2020, inc. Mockler) for a wide range

of stellar masses and ages. This will make it possible to estimate the nitrogen-to-carbon

abundance in the outflowing debris as a function of time and input it into the model’s

calculation of the observed line ratio. While incorporating full spectral fitting would be

too computationally expensive and physically uncertain given the complicated depen-

dencies of most lines on gas conditions, we expect to be able to constrain the N/C UV

line ratio because of its simpler dependence on gas conditions.

Measurements of the diffusion timescale and the outflow reprocessing will help

break the current model degeneracy between the mass of the star and the mass-to-

energy efficiency, allowing better estimates of these parameters from light curves. For

events with measured N/C UV line ratios, the improved library of mass fallback rates

will provide even better constraints on these parameters, and will also constrain the age

of the star. Estimating the properties of the star will also further reduce uncertainties

in the measurement of the mass of the SMBH, as large deviations in the mass-radius

relation of the star can affect the SMBH mass measurement (see Chapter 2).
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