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Gas hydrate is a type of clathrate consisting of a gas molecule (usually methane)

encased in a water lattice, and is found worldwide in marine and permafrost re-

gions. Hydrate is important because it is a geo-hazard, has potential as an energy

resource, and is a possible contributor to climate change. There are large uncer-

tainties about the global amount of hydrate present, partly because the charac-

terization of hydrate with seismic methods is unreliable. Marine electromagnetic

(EM) methods can be used to image the bulk resistivity structure of the subsurface

and are able to augment seismic data to provide valuable information about gas

hydrate distribution in the marine environment.

Marine controlled source electromagnetic (CSEM) sounding data from a

pilot survey at Hydrate Ridge, located on the Cascadia subduction zone, show

that regions with higher concentrations of hydrate are resistive. The apparent

resistivities computed from the CSEM data are consistent for both apparent resis-

tivity pseudosections and two-dimensional regularized inversion results. The 2D

inversion results provide evidence of a strong resistor near the seismic bottom sim-

ulating reflector (BSR), and geologic structures are imaged to about a kilometer

depth. Comparisons with electrical resistivity logging while drilling (LWD) data

from Ocean Drilling Program Leg 204 show a general agreement except for one of

three sites where the CSEM inversion shows a large resistor at depth as compared

xvii



to the LWD. An overlay of the CSEM inversion with a collocated seismic line 230

from Tréhu et al. (2001) exhibits remarkable similarities with the sedimentary lay-

ering, geologic structures, and the seismic BSR. Magnetotelluric (MT) sounding

data collected simultaneously during the CSEM survey provide an electrical image

of the oceanic crust and mantle (50 km depth) and the folding associated with the

accretionary complex (top 2 km depth). In addition, the MT model provides a

complementary low-resolution image for comparison with the CSEM inversion re-

sults. The CSEM data characterize the gas hydrate stability zone and both CSEM

and MT models map the geologic structures that allow methane to migrate to the

gas hydrate stability zone.
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Introduction

1.1 Motivation

Imaging, quantifying and understanding the distribution of hydrate is

important for geohazard assessment, resource evaluation, and global climate stud-

ies. Remote detection of gas hydrate is unreliable with seismic methods alone and

the use of electromagnetic (EM) methods (controlled source electromagnetic and

magnetotelluric soundings) to augment seismic data collected over hydrates can

provide additional information to constrain the areal extent of hydrate. EM meth-

ods image the bulk resistivity structure of the subsurface and may provide valuable

information about gas hydrate distribution. EM soundings are possibly the only

non-invasive technique capable of quantifying the amount of hydrate present in an

area. The EM techniques can be employed to image gas hydrates if a resistivity

contrast is present, and also map any geologic structures and fluid pathways that

allow methane to migrate to the seafloor and form hydrate.

1.2 Gas Hydrates

Natural gas hydrate, a type of clathrate, is an ice-like solid that com-

monly consists of a methane molecule encaged by a water lattice (Sloan, 1990).

Methane hydrates require cool temperatures, high pressures and methane in excess

1
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Figure 1.1: Global estimate of the offshore gas hydrate resource versus the year
each estimate was made and estimate of the world conventional gas reserves (from
Milkov and Sassen (2002); Milkov (2004)).

of solubility to form (Kvenvolden, 2003). These conditions are met in both marine

and permafrost regions worldwide, and as a result methane hydrates may occur in

vast quantities – an estimate of ∼ 10,000 Gt of methane in carbon is the highly

cited “concensus value” (or 21 x 1015 m3 of methane at standard temperature and

pressure (STP)) (Kvenvolden, 1999; Milkov, 2004). The global hydrate estimate

has changed over the past 35 years (Figure 1.1) as a result of continued efforts to

directly and indirectly observe hydrates world-wide and by the addition of more

complex global models (Archer and Buffett, 2005; Klauda and Sandler, 2005).

Figure 1.2 outlines recent known and inferred gas hydrate locations; ev-

idence is provided by both direct and indirect methods. Four conditions needed

for hydrate formation are outlined by Sloan (1990):

1. Adequate gas molecules to stabilize most of the hydrate cavities.

2. Sufficient water molecules to form the cavity.
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Figure 1.2: Worldwide locations of known and inferred gas hydrates; filled circles
are locations inferred to have gas hydrate, open circles are regions where samples of
gas hydrate have been recovered, and squares are regions for potential gas hydrate
occurrence (from Kvenvolden (2005)).

3. A temperature within the hydrate phase equilibrium.

4. A pressure within the hydrate phase equilibrium.

A phase diagram for a pure water and pure methane system is shown

in Figure 1.2. The presence of ions such as NaCl will depress hydrate formation

temperature and the presence of other gases such as CO2 will increase the hydrate

formation temperature and gas hydrate stability zone (Sloan, 1990; Kvenvolden,

1993a).
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Figure 1.3: Phase diagram for a pure water and methane system showing the
boundaries for free methane gas (white region) and methane hydrate (blue region).
Addition of salt, NaCl, shifts the curve to the left and addition of CO2, H2S, C2H6,
C3H8 to methane shifts the curve to the right. Figure redrawn from Kvenvolden
(1993a).

1.2.1 Distribution of Gas Hydrates

Hydrates have been categorized into two types of accumulations: strati-

graphic and structural (Milkov, 2005). Stratigraphic hydrate formation is typical

of low gas flux regimes in permeable sediment layers and is very dispersed (Milkov,

2005), representing the larger global hydrate reservoir (modeled by Archer and Buf-

fett (2005)). Stratigraphic hydrate is also the most difficult to extract because of

its disperse nature (Moridis and Sloan, 2007). Structural hydrate accumulation is

typical in high gas flux regimes where gas migrates from deep within the subsurface

along faults and permeable layers above petroleum reservoirs; surface features may
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result in the form of mud volcanoes, or gas chimneys (Milkov, 2005). Structural

accumulations of hydrate are very concentrated and are currently thought to be

the economically favorable resource (Milkov and Sassen, 2002).

The natural formation of hydrate can be from one of two processes –

thermogenic or biogenic (Sloan, 1990). The thermogenic process is common to

natural gas reservoirs, requiring much higher temperatures. Gas migrates from a

deep source and may contain such molecules as ethane and higher hydrocarbons

(Sloan, 1990; Kvenvolden, 2003). The biogenic process results from methanogene-

sis whereby microbes living in the sediment break down organic matter and convert

it to methane (Sloan, 1990).

Hydrates occur in a variety of geometries within sediment, such as dis-

seminated, nodular, layered, and massive; these may be distributed uniformly or

heterogeneously across a region (Malone, 1985). The way hydrate is distributed

depends on sediment properties, fluid flow, and the process by which hydrate

formed. The geometry of hydrate distribution is dependent on the sediment type.

For example, layers and laminae of hydrate are found in fine-grained sediments in-

trinsically or in fractures; hydrate nodules are numerous in fine sediments as well

as sediments with more than one grain size; hydrate cements are associated with

coarser sediment types (Spangenberg, 2001). The geometry of hydrate distribu-

tion, hydrate growth on grain surfaces, and hydrate growth in the pore space will

vastly affect the bulk electrical resistivity by several orders of magnitude (Spangen-

berg, 2001; Tzirita, 1992). Stern et al. (2004) were able to reproduce very similar

grain textures and pore geometries in laboratory-produced pure Structure I (SI)

and Structure II (SII) hydrate to those of samples from the Gulf of Mexico, as con-

firmed by scanning electron microscopy (SEM). The effects of these geometries and

textures on the electrical resistivity of hydrate have been largely undocumented

and never examined in laboratory studies.
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1.2.2 Importance of Gas Hydrates

The large stores of concentrated methane found in hydrate (1 volume of

hydrate contains 164 volumes of methane gas at STP) has led many countries to

view hydrate as a potential energy resource, especially countries without conven-

tional hydrocarbon resources and countries which import energy, such as Japan,

China, India, and the USA (Koh and Sloan, 2007; Milkov and Sassen, 2002; Max

et al., 2006; Dawe and Thomas, 2007). Concentrated accumulations of hydrate

may be the target for mineral resource exploitation; however finding and locat-

ing subsurface structures of this type may be difficult or even impossible with

conventional seismic methods (Kleinberg, 2006). Electromagnetic methods maybe

preferable to seismic methods because the resistivity contrast is highly sensitive to

the concentration as well as the geometric distribution of hydrate.

High abundances of hydrate have significant implications for the global

carbon cycle (Dickens, 2003). Perturbations of the stability conditions of hydrate

could cause the catastrophic release of methane (a significant greenhouse gas),

which may have contributed to past climate change (Kennett et al., 2003; Kven-

volden, 1993b). However, it is the chronic release of hydrate, currently taking

place in Arctic regions, that is more likely to be a significant contributor to future

climate change and has been associated with past climate change. For example,

the carbon isotopic excursion at the end of the Paleocene is possibly from hydrate

(Archer, 2007; Archer and Buffett, 2005; Dickens, 2001). Some studies also sug-

gest that climate change will, in turn, affect hydrate deposits worldwide (Fyke and

Weaver, 2006).

Immediate interest in gas hydrate arises from the potential geohazard

posed by drilling into and through hydrate, and slope instability (Mienert et al.,

2005; Nixon and Grozic, 2007), which may threaten seafloor infrastructure (Kven-
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volden, 2000; Hovland and Gudmestad, 2001). As deep sea exploration becomes

more common, the threat of drilling into hydrate sediments will become a more sig-

nificant problem, because more drilling and production operations will be within

the thermodynamic stability conditions for hydrate (Dawe and Thomas, 2007).

Warm drilling fluids can cause pre-existing hydrate to dissociate; this can cause

gas to build up and cause blow-outs of wells. Melted hydrate may also cause sedi-

ments to become loose slurries and provide little or no structural support, leading

to tubing collapse or seafloor instability. Additional hazards while drilling may re-

sult from the formation of gas hydrate in the event of a kick – when hydrocarbon

flows into the well bore from the reservoir – causing serious well safety, operational,

and control problems (Ostergaard et al., 2000).

Slope failure due to hydrate dissociation has been implicated in the Stor-

rega slide offshore Norway (Paull et al., 2007; Sultan et al., 2004) and may have

released enough sediment to generate a tsunami (Smith et al., 2004). Similarly,

hydrates are implicated as one of many possible factors for the Humboldt slide

off the coast of California, where decaying gas hydrate released methane gas in

the bubble phase, increasing the pore water pressure and decreasing the effective

strength of the sediment, and thereby reducing the stability of the slope (Field and

Barber, 1993).

A developing interest in hydrate is to use carbon dioxide (CO2) hydrate

as an aid to carbon sequestration in the deep oceans (Lee et al., 2003). Carbon

dioxide would be injected into the sediments and the formation of CO2 hydrate

would create a natural barrier to the release of carbon dioxide stored beneath the

hydrate (Lee et al., 2003). It will be necessary to develop long-term non-invasive

monitoring techniques of hydrate formation during ocean carbon sequestration.

The economic and environmental uses for hydrate, and the geohazards
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posed by it, all make mapping the extent and distribution of hydrate important.

1.2.3 Detection of Gas Hydrate

Traditionally, seismic methods are used to detect hydrate; a bottom sim-

ulating reflector (BSR) typically marks the phase change of solid hydrate above

and free gas below the BSR (Shipley et al., 1979). The BSR runs parallel to the

seafloor and often cross-cuts sedimentary structures. The depth to the BSR, and

hence the thickness of the gas hydrate stability zone (GHSZ), is controlled by the

intersection of the hydrate stability field with the local geothermal gradient. How-

ever, the BSR may not guarantee hydrate, as was observed on DSDP Leg 84 site

496 and site 596, where no hydrate was recovered and the presence of free gas

created the BSR (Sloan, 1990 p. 424; Sloan and Koh, 2008 p. 575 ). Other types of

seismic signatures have been noted at the Blake Ridge by Hornback et al. (2003)

and Gorman et al. (2002), such as a fossil BSR, seismic blanking, and seismic

bright spots. Unfortunately, the lack of any seismic signature does not rule out

the existence of hydrate. For instance, hydrates have been known to occur in the

Gulf of Mexico without a seismic BSR (Sloan, 1990). There are also cases when

the sedimentary layering is parallel to the seafloor, creating ambiguity between a

seismic BSR and a sedimentary reflection. While seismic methods are often able

to detect the lower stratigraphic bound of hydrate, the diffuse upper bound is not

well imaged and there is often no seismic reflectivity signature from within the

hydrate region.

Other methods for hydrate detection include electrical resistivity mea-

surements made during well logging, which indicate that regions containing hy-

drate are more resistive compared to water saturated zones (e.g. Collett and Ladd,

2000). Although this effect can be modest (e.g. ODP Leg 204 had resistivity well

logs with a resistivity of 2.5 Ωm for sediments containing hydrate and 1 Ωm for

background sediments (Shipboad Scientific Party, 2003d)), it provides a suitable
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electromagnetic (EM) target for the detection of hydrates, since the EM response

increases with an increase in hydrate volume fraction.

Well logging requires the presence of a well to provide only a point mea-

surement of the hydrate distribution at a particular location. Multiple drilling

is required to gain a regional scale distribution for hydrate, and even then there

may be little correlation between wells. Drilling is expensive and also disturbs

hydrate (Paull and Ussler, 2001) and so a technique to provide bulk in situ assess-

ment of gas hydrate content is needed. Marine controlled-source electromagnetic

(CSEM) methods are non-invasive techniques and can evaluate the bulk properties

of hydrate over a much larger volume than well logging.

1.2.4 Resistivity of Gas Hydrate

Laboratory studies of the electrical conductivity of hydrate have been

proposed by a number of academic groups and individuals: GHASTLI - Gas Hy-

drate and Sediment Test Laboratory Instrument (Winters et al., 2003); the Georgia

Tech, IPTC - Instrumented Pressure Testing Chamber (Yun et al., 2006); National

Oceanography Centre, Southampton UK (Ellis et al., 2006). However, no results

from these studies have been yet reported and the resistivity of pure hydrate is not

documented.

Zones containing gas hydrate are more resistive than the surrounding sedi-

ment, creating a contrast that is measurable with electromagnetic methods (Collett

and Ladd, 2000). The resistivity of hydrate increases proportionally with an in-

crease in hydrate concentration, providing a quantitative measure of the amount of

hydrate, rather than the qualitative assessment given by sonic velocities (Pearson

et al., 1983). The success of characterizing and quantifying hydrate concentrations

accurately with electrical methods in the natural environment is dependent on un-

derstanding how the conductivity (or resistivity) of hydrate behaves in controlled
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laboratory studies.

Knowledge of the electrical properties of hydrate comes from well logging

in both permafrost and marine environments and from a handful of laboratory

studies of structure II tetrahydrofuron (THF) hydrate, CH4 hydrate and CO2 hy-

drate, and ice (an analogue for hydrate) (Dvorkin et al., 2003; Pearson et al., 1986;

Tzirita, 1992; Santamarina et al., 2004). Generally, electrical resistivity measure-

ments made during laboratory studies are used to monitor the formation of hydrate

rather than to actually measure its absolute electrical resistivity (Zatsepina and

Buffett, 2002, 2001; Spangenberg et al., 2005).

Well logs provide only apparent resistivity measurements rather than the

true resistivity of the hydrated sediment (Tzirita, 1992). Resistivities measured

in well logs vary from region to region and are based on differences in sediments,

hydrate distribution, and pore fluids. There are a few examples in the literature

of resistivity studies on sediment cores of dissociating hydrate. In these cases the

resistivity of the pore fluid before and after hydrate dissociation is the important

parameter (e.g. Hyndman et al., 1999; Riedel et al., 2003; Francisca et al., 2005).

1.2.5 Relationship between Resistivity and Hydrate Con-
centration

In the absence of laboratory studies, the relationship between resistivity

and hydrate concentration relies empirically on Archie’s Law, commonly used in oil

and gas exploration. Archie’s Law (Archie, 1942), was developed from estimating

water saturations in gas-oil-water-matrix systems (Archie, 1942) and has been used

to obtain quantitative hydrate concentrations (Collett, 1998), as demonstrated in

Collett and Ladd (2000) and ODP Leg 204 Initial Reports (Shipboard Scientific

Party, 2003):

Sw = (aRw/ϕmRt)
1/n. ( 1.1)
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Here Sw is the water saturation (or fraction of water in a given pore space); Rw is

the resistivity of the formation water; Rt is the formation resistivity; and ϕ is the

porosity of the sediments. The constants a, m and n are empirical parameters in

Archie’s equation and are typically 0.5< a <2.5, 1.5< m <3 and, n ≈ 2 (Edwards,

2005; Archie, 1942). A hydrate saturation, Sh, is calculated using:

Sh = 1− Sw ( 1.2)

assuming that hydrate fills the remaining pore space. Archie’s Law requires knowl-

edge of the saturation exponent, n, which is dependent on pore shape, connectivity,

constrictivity of the pore network, and distribution of the conducting phase (Span-

genberg, 2001). Archie’s Law is valid if hydrate is disseminated through the pore

space, as hydrate will act to reduce the porosity (Hyndman et al., 1999). However,

a massive gas hydrate occurrence will not be modeled correctly by simple mixing

rules (Lee and Collett, 2001).

Our current relationships between hydrate concentration and resistivity

are speculative because direct measurements of hydrate content in sediments are

not presently available (Spangenberg, 2001; Hyndman et al., 1999), and field and

laboratory calibration studies are lacking (Collett and Ladd, 2000; Collett, 1998).

Depending on the geometric distribution of hydrate, Archie’s Law may not be a

representative model, especially if hydrate is found in veins and fractures. The

extremal bounds for effective conductivity σ are the Hashin Shtrikman bounds

(HS-bounds) (Schmeling, 1986; Hashin and Shtrikman, 1963):

σHS− = σ0 + ζ

(
1

σf − σ0

+
1− ζ

3σ0

)−1

( 1.3)

σHS+ = σf + (1− ζ)

(
1

σ0 − σf

+
ζ

3σf

)−1

( 1.4)

where ζ is the volumetric fraction of the fluid and σ0 and σf are the specific con-

ductivities of the matrix solid and the fluid. Conductivity must lie somewhere
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between these two bounds (and indeed Archie’s Law does). The HS lower bound,

σHS− , corresponds to resistive spherical inclusions within a conductive matrix and

the HS upper bound, σHS+ , corresponds to conductive spherical inclusions within

a resistive matrix (Hashin and Shtrikman, 1963). In terms of hydrate, the HS

lower bound may represent a low concentration of granular disseminated hydrate

distributed in isolated spheres within the conductive sediment. For a higher con-

centration of hydrate, Archie’s Law may be more appropriate. In clay-rich sedi-

ments hydrate may occur in veins or fractures and be better represented by the

HS upper bound – where resistive material occurs in sheets impeding current flow

through the matrix of fluid.

1.3 Goals of Dissertation

This thesis discusses an electromagnetic survey conducted at Hydrate

Ridge about 80 km offshore from Newport, Oregon. This work is a first step to

using EM for hydrate detection and for understanding the relationships between

hydrate, gas, and fluid flow in the accretionary complex. 1D forward model studies

of hydrates are discussed in Chapters 2 and 3 in order to explain the experimental

design. The collection and processing of the data is discussed in Chapter 3, with

preliminary interpretations shown as pseudosection results in Chapter 4. The

Hydrate Ridge experiment demonstrated the importance of good navigation for

the transmitter. A technique described in Chapter 5 uses near field electric and

magnetic data to invert for transmitter and receiver geometries, allowing a 2D

inversion of the data set as discussed in Chapters 6 and 7.
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Marine Controlled Source
Electromagnetic Method

2.1 History

The marine electromagnetic (EM) methods, controlled source electromag-

netic (CSEM) and magnetotelluric (MT) techniques, are sensitive to the electrical

resistivity of the sediments and the formation porosity, permeability, and resis-

tivity of the pore fluids. The marine CSEM technique was first developed in the

academic world to explore mid-ocean ridges (MacGregor et al., 1998; Evans et al.,

1994) and the oceanic lithosphere (Constable and Cox, 1996; Chave et al., 1991;

Cox et al., 1986) and is becoming commonplace in industry to explore for hydro-

carbons (Eidesmo et al., 2002; Hesthammer and Boulaenko, 2005; Ellingsrud et al.,

2002). Implementation of CSEM to detect gas hydrates has shown great potential

(Weitemeyer et al., 2006c; Schwalenberg et al., 2005; Yuan and Edwards, 2000) and

the CSEM techniques’ ability to detect this sometimes subtle electromagnetically

resistive target is under active development.

The marine MT signal is the natural magnetic field generated in Earth’s

magnetosphere and ionosphere as a result of the interaction of the solar wind with

the main geomagnetic field which produces local plane-wave electromagnetic en-

ergy in the frequency band of 0.0001 Hz - 10 Hz (Telford et al., 1998; Vozoff, 1991;

13
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Key, 2003). In the marine MT method (Figure 2.1) seafloor recorders measure

Earth’s naturally time-varying magnetic field and induced electric fields. From

these an electromagnetic impedance can be computed and in turn large-scale geo-

logic structure involving resistivity contrasts can be imaged.

The CSEM method developed from academic research to replace the high

frequency MT signals lost at the deep seafloor due to attenuation in the thick water

column and to study the upper oceanic lithosphere (Cox et al., 1986; Flosadóttir

and Constable, 1996; Constable, 1990). Prior to the advent of the broadband mag-

netotelluric instrument (Constable et al., 1998) only the CSEM technique could

be used to study the upper oceanic lithosphere, as MT studies were limited to fre-

quencies lower than 0.0001 Hz and imaging only deep mantle structure (Constable,

1990). Today the broadband MT instrument is capable of imaging crustal depths

as shallow as a few hundred meters as well as deep mantle structures, overlapping

with CSEM measurements to some extent. Generally speaking, the CSEM method

images shallower structure and is sensitive to more resistive parts of the seafloor,

while MT is sensitive to more conductive and deeper features.

The CSEM method used in this thesis was developed at Scripps Insti-

tution of Oceanography over the past thirty years and is a frequency-domain

technique whereby a horizontal electric dipole transmitter is towed on or close

to the seafloor and receivers record the transmitted fields at various frequencies

and ranges (Constable and Cox, 1996). The marine CSEM method (Figure 2.1)

uses the same seafloor recorders as the MT method. Electric fields recorded at re-

ceivers are larger over resistive seafloor structures such as basalt, salt, carbonates,

hydrocarbon reservoirs, or gas hydrates (Constable, 2006).
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Air (resistive)

Seawater (very conductive)  CSEM Transmitter

Seafloor (variable conductivity) 

 

  

BSR

GHSZ

Magnetotelluric source fields

Electric and magnetic field recorders

Figure 2.1: For CSEM surveys, an electric dipole transmitter is towed above the
seafloor (about 100 m) and an alternating electromagnetic field is transmitted along
the antenna, which can be 50 m to 200 m long. Seafloor receivers record the electric
fields (and magnetic fields) from the transmitter. For the magnetotelluric (MT)
method the same seafloor receivers can be used to record Earth’s time-varying
magnetic fields along with induced electric fields. From these an electromagnetic
impedance can be computed and in turn large-scale geologic structure imaged.
BSR – bottom simulating reflector, GHSZ – gas hydrate stability zone. The gas
hydrate stability zone thickness is controlled by the intersection of the geothermal
gradient with the gas hydrate stability field (modified from Weitemeyer et al.
(2006b)).

2.1.1 CSEM to Detect Gas Hydrates

The application of CSEM methods to hydrate detection was first consid-

ered by Edwards (1997). He modeled the transient electric dipole-dipole method

as a means of estimating hydrate volume and argued for the usefulness of EM

methods in augmenting drilling and seismic techniques. Field studies conducted

at the Northern Cascadia margin off the west coast of British Columbia, Canada,

demonstrated the merits of CSEM by showing the existence of hydrate when no

BSR is present (Yuan and Edwards, 2000), and the existence of hydrate or free gas
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in seismic blank zones thought to represent hydrate bearing pipes (Schwalenberg

et al., 2005).

The system employed at Northern Cascadia was a towed horizontal elec-

tric dipole-dipole array (Edwards and Chave, 1986), made up of a transmitter

dipole and reciever dipoles attached at fixed offsets behind the transmitter (Yuan

and Edwards, 2000). The time-domain system operates by producing a pulse of

EM energy and then measuring the diffusion time through the seabed (Cheesman

et al., 1986). The traveltime is related linearly to the resisitivity: the higher the

resistivity, the shorter the traveltime (Yuan and Edwards, 2000). The electric

dipole-dipole technique was selected because of its sensitivity to intermediate re-

sisitive crustal zones (top 200 m). Hyndman et al. (1999) claim it is useful if

lateral resistivity changes in sediments are small compared to the lateral changes

in hydrate resistivity.

A similar towed system, based upon the Geological Survey of Canada’s

magnetic dipole system, has been used in the Gulf of Mexico as a mapping tool

to image hydrate mounds (Evans, 2007). It is a frequency-domain towed magnetic

dipole system that generates harmonic magnetic fields over a range of frequencies

(Hz to kHz) which are recorded by three receivers, each tuned to a specific fre-

quency and towed at a fixed distance behind the transmitter. It is designed to

image very shallow sediments – the top 20 m. The survey conducted at Atwater

Valley hydrate mound showed raised porosity (conductivity) as a result of high

pore fluid temperatures and salinity beneath the mound (Evans, 2007).

Since Evans’ (2007) EM system is only capable of imaging the top 20 m

of sediment, the rest of the hydrate stability zone goes unmapped using this instru-

mentation. Edwards’ (1997) EM method images the gas hydrate stability zone but

is depth-limited by the separation distance of the bipole array. Both lack the abil-



17

ity to image the source of fluid and methane flow migrating into the gas hydrate

stability zone. In addition, both methods are mapping tools dragged along the

seafloor, limiting their use to undeveloped sedimentary basins. The receivers are

at fixed geometries and thus are only capable of recording a radial mode (source

and receiver are in-line) component of the 3D vector field. This limits resolution

and the ability to detect and characterize anistropy or 3D structures. Their data

are generally interpreted by only considering 1-D inversions to obtain simple sur-

face resistivity maps.

Two other studies utilizing electromagnetic methods include a towed DC

resistivity survey conducted in the Japan Sea (Goto et al., 2008) and a planned

survey at the hydrate observatory site, Mississippi Canyon 118 (Dunbar, 2008).

In the Japanese study locations of higher resistivity are claimed to be associated

with hydrate, although these also appear to correlate with bathymetric effects.

The range in resistivities (from 0.3 to 0.8 Ωm) is very small and not suggestive of

the significant concentration of hydrate which is expected from the recovery of a

massive hydrate sample during the same experiment. The Mississippi Canyon 118

study is scheduled to take place later in 2008.

The Scripps CSEM transmitter system is deep-towed 50–100 m above the

seafloor, making it possible to operate in regions with seafloor infrastructure. Be-

cause receivers are autonomous almost any geometric arrangement between source

and receiver is possible. In addition, all components of the electromagnetic field

(i.e. Ex,y,z and Bx,y) are recorded, providing a rich data set compared to the collec-

tion a single in-line component. However, navigation of the transmitter becomes

very important, unlike the tandem towed systems of Evans and Edwards (above)

which are at fixed and known positions.
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2.2 Principles of CSEM

2.2.1 Mathematical Governing Equations

The physics of CSEM is represented by Maxwell’s equations (following

Griffiths (1999) and Ward and Hohmann (1987)) which govern the four vector

functions: the electric field, E (V/m), the magnetic induction, B (T), the dielectric

displacement, D (C/m2), and the magnetic field H (A/m) :

∇ ·D = q, ( 2.1)

∇ ·B = 0, ( 2.2)

∇× E = −∂B

∂t
, ( 2.3)

∇×H = J +
∂D

∂t
, ( 2.4)

where q is charge density (C/m3), J is current density (A/m2), t is time (s) and

the operator ∇ is the spatial gradient ( ∂
∂x

, ∂
∂y

, ∂
∂z

). Equation 2.1 is Gauss’s Law: the

flux through any surface enclosing a given charge will be the same. Equation 2.2

states that the divergence of the magnetic field is zero. Equation 2.3 is Faraday’s

Law: a changing magnetic field induces an electric field. The last equation, Equa-

tion 2.4, is Ampere’s Law, which states that the current enclosed by an Amperian

loop will generate a magnetic field, and a moving charge induces a magnetic field.

The Maxwell equations are coupled by the constitutive relations:

D = εE, ( 2.5)

B = µH, ( 2.6)

J = σE, ( 2.7)

where ε, µ, and σ are respectively the dielectric permittivity, the magnetic perme-

ability, and the electrical conductivity (the reciprocal of resistivity, ρ). To simplify

the electromagnetic problem the magnetic permeability is assumed to be that of
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free space µo=4π ×10−7N/A2 (a valid approximation for non-ferromagnetic mate-

rials (Stratton, 1941)), so constitutive relation, Equation 2.6 becomes:

B = µoH. ( 2.8)

In the CSEM problems the transmitter is an additional source term, Js, and so

equation 2.7 is re-written as:

J = σE + Js. ( 2.9)

The displacement term in Maxwell’s Equations 2.1 and 2.4 can be replaced by

constitutive relation, Equation 2.5, to yield:

∇ · E =
q

ε
( 2.10)

∇×H = ε
∂E

∂t
+ J. ( 2.11)

The quasi-stationary approximation for Maxwell’s equations can be used since

the frequencies considered in marine electromagnetics methods are very low (less

than kHz) which eliminates the displacement term: ε∂E
∂t

. This removal of the

displacement term also allows Maxwell’s equations be well approximated by the

diffusion equation rather than the wave equation (Løseth et al., 2006). Assuming

a harmonic time variation of e−iωt for the electric and magnetic fields, where i =
√
−1 and ω is the angular frequency (ω=2πf , f is frequency), by substituting

constitutive relation 2.8 into 2.3, and including the source term, Js, the governing

Equations 2.3 and 2.11 become:

∇× E = iµoωH ( 2.12)

∇×H− σE = Js. ( 2.13)

2.2.2 Physical Behavior

In electromagnetic methods there are two phenomena related to a chang-

ing electric field: a galvanic effect and an inductive effect. A galvanic effect is
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associated with surface charges as in DC resistivity surveying. An inductive effect

is a result of an electromotive force that is generated by a change in current flow

that induces a magnetic field and in turn induces a secondary electric field in the

body (e.g. Equations 2.3 and 2.4). Galvanic techniques rely on geometry for depth

penetration whereas inductive techniques rely on both geometry and frequencies

to determine depth. Inductive, plane wave EM fields will attenuate as they prop-

agate away from the source in a uniform conductive medium. At a distance δ field

strengths are reduced by a factor of 1/e; this is also called the “skin depth” (Ward

and Hohmann, 1987):

δ = (ρ/πfµo) ≈ 500
√

ρ/f. ( 2.14)

The skin depth is dependent on the resistivity of the medium and on the frequency

of the source field. In the case of CSEM methods a transmitter 100 m above

the seafloor is almost one skin depth away from the seafloor for a transmission

frequency of 5 Hz. The skin depths for the various frequencies considered for the

hydrate project are shown in Table 2.1.

Table 2.1: Attenuation of the EM fields in seawater (0.3 Ωm) and sediment
(1 Ωm) for different frequencies

Frequency (Hz) 0.1 1 5 15 25 35 100
δseawater (m) 866.0 273.9 122.5 70.7 54.8 46.3 27.4
δsediment(m) 1581.1 500 223.6 129.1 100.0 84.5 50

2.3 Modes

There are two end-member transmitter and receiver orientations: radial

(in-line), and azimuthal (broadside or cross-line), as shown in Figure 2.2. For

the radial mode (φ = 0◦, 180◦, where φ is the angle between the direction of the

transmitter antenna and the source-receiver vector) the azimuthal component of

the electric field Eφ goes to zero, and for the azimuthal mode (φ = 90◦, 270◦) the

radial component of the electric field Eρ goes to zero. At azimuths in between
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Figure 2.2: A plane view of transmitter and receiver geometries outlining the
two modes: radial and azimuthal. Figure is taken from Behrens (2005). Tx is
transmitter and Rx is receiver.

the two end-member cases the horizontal fields are composed of both an azimuthal

and a radial component.

2.4 Polarization Ellipses

The pure radial and azimuthal modes of the horizontal electric fields are

rarely observed by seafloor instruments; more commonly the combination of these

two end-member cases is recorded. To eliminate some uncertainty in the source-

receiver geometry one can look at CSEM data in terms of polarization ellipse

parameters (Smith and Ward, 1974). The two orthogonal horizontal electric field

measurements, E1 = |E1|eiθ1 and E2 =|E2|eiθ2 , with magnitudes |E1| and |E2| and

phases θ1 and θ2 are combined in terms of the major (Pmax) and minor (Pmin),

axes of the polarization ellipse (Figure 2.3):

Pmax = ||E1|ei4θ sin α + |E2| cos α| ( 2.15)



22

N

E

P

P
αn

max

min

Enorth

Eeast

Channel 2

Channel 1

ê1
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Figure 2.3: The horizontal electric field polarization ellipse parameters consists
of major and minor axes and is oriented an angle αn = 90-α from channel 1 ê1.
Figure modified from Behrens (2005).

Pmin = ||E1|ei4θ cos α + |E2| sin α| ( 2.16)

where 4θ = θ1 − θ2, with Pmax oriented at a tilt angle α counterclockwise from

channel 2 (ê2 in Figure 2.3) and α given by:

tan 2α =
2|E2||E1| cos4θ

|E2|2 − |E1|2
( 2.17)

and geographic orientation αN is 90◦ - α.

The first analysis of the Hydrate Ridge experiment used Pmax. Pmax is the

largest component of the field data and is insensitive to receiver orientation and

less sensitive to transmitter azimuth than the individual cartesian components

(x and y ) (Flosadóttir and Constable, 1996). Furthermore, because Pmax uses

relative phase, the absolute phase of the transmitter does not need to be known

(Behrens, 2005). While this works well for 1D modeling, much information has

been suppressed, and we shall need to take a different approach when we move to

2D modeling in Chapters 6 and 7.
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2.5 1D Forward Modeling

Forward modeling is an important component of marine electromagnetic

methods, especially for experimental design of a field survey where it is used to

determine the sensitivity of a target to frequency and source-receiver geometry.

There are several numerical modeling codes available in 1D and 2D (2D modeling

is discussed in Chapter 7).

The speed and ease of 1D modeling allows for many range and frequency

combinations to be computed in order to find an optimal survey design (Constable

and Weiss, 2006). The 1-D forward modeling code used for the analysis presented

in Chapters 3 and 4 is that of Flosadóttir and Constable (1996), developed from

the work of Chave and Cox (1982). Chave and Cox (1982) decompose the vector

fields in Maxwell’s equations into a combination of three scalar fields in a cylindri-

cal coordinate system and numerically solved the radial, azimuthal, and vertical

components of the horizontal electric fields using a Fast Hankel transform (e.g.

Anderson (1979, 1989)) or by a method of Gaussian quadrature over Bessel func-

tions developed by Chave (1983) (Flosadóttir and Constable, 1996).

A newer 1D forward modeling code developed by Key (submitted) uses

a Lorentz-gauged vector potential formulation of Maxwell’s equations and solves

these in a cartesian coordinate system. This allows for modeling of dipping and

rotated transmitters which are more realistic in practice. This code was available

for the later work in Chapter 5 to model the transmitter geometry using the short

range electromagnetic fields recorded at the receivers.
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Hydrate Ridge Experiment

3.1 Hydrate Ridge Geology

Hydrate Ridge is located on the accretionary complex where the Juan

de Fuca plate subducts obliquely (N69◦E) beneath the North American plate at a

rate of 42 mm/yr (MacKay et al., 1992; DeMets et al., 1990) (Figure 3.1). This

region is also called the Cascadia subduction zone. The subducting plate’s thick

sediment cover – 3 to 4 km of sandy and silty turbidites – is accreted to North

America by offscraping at the deformation front or by underplating beneath the

accretionary complex which occurs tens of kilometers east of the deformation front,

creating an extensive fold and thrust belt on the continental slope (Tréhu et al.,

2006; Tréhu and Flueh, 2001). One of the resulting ridges is a 25 km long by

15 km wide feature called Hydrate Ridge, a north-south trending peanut-shaped

structure, approximately 80 km offshore Newport, Oregon (Tréhu et al., 2004).

It is located where the dominant direction of thrusting at the deformation front

undergoes a transition from landward vergence to the north to seaward vergence

to the south (Tréhu et al., 2006; MacKay et al., 1992).

Evidence for hydrate comes from the bottom simulating reflector (BSR)

present over much of Hydrate Ridge (Tréhu et al., 1999; Tréhu and Flueh, 2001),

recovered samples of massive hydrate (Tréhu and Flueh, 2001; Bohrmann et al.,

24
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Figure 3.1: Hydrate Ridge is located on the accretionary complex where the
Juan de Fuca plate subducts beneath the North American plate, approximately
80 km off shore from Newport, Oregon.

1998), as well as logs and cores from Ocean Drilling Program (ODP) Leg 204

(Tréhu et al., 2006). The ODP Leg 204 drilling and 3D seismic data provide

information about the distribution of hydrate that may be used to develop useful

CSEM forward model studies necessary for the experimental design of the Hydrate

Ridge EM survey.

3.2 1D Hydrate Models

The 1D models presented here are based on Ocean Drilling Program Leg

204 resistivity well logs. Well logs showed a background resistivity at Hydrate
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Ridge of about 1 Ωm, and that sediments containing hydrate vary between 2

and 6 Ωm; 2 Ωm was conservatively used as the resistivity for hydrate contain-

ing sediment in the model studies. According to ODP Leg 204 Initial Reports,

the hydrate distribution north of the southern summit begins at 45 meters below

seafloor (mbsf), which is used as the starting depth for the hydrate layer in the

model studies. The thickness of the hydrate layer comes from the seismic BSR

depth, about 150 mbsf. A water depth of 1200 m was originally used, however

later models were computed with an average water depth of 910 m for Hydrate

Ridge. This should have little effect on the model results.

Using the 1D code of Flosadóttir and Constable (1996) it was found that

the azimuthal mode has very little sensitivity to a hydrate layer and that the ra-

dial mode is most sensitive to such a layer. A suite of frequencies (0.1 to 300 Hz)

and ranges (0 to 4000 m) were explored to determine the largest signal from the

hydrate layer. Figure 3.2 is a shaded anomaly plot of frequency versus range. The

contours are electric field amplitude and the color scale is the ratio of the two

models: hydrate layer to a background sediment of 1 Ωm.

The largest normalized response from hydrate occurs at ranges and fre-

quencies to the right of the thick white line at 10−15 V/Am2, which is the in-

strument system noise floor. Despite this, a large hydrate signal is detectable at

high frequencies (> 10 Hz) and short ranges (< 2000 m), to the left of the noise

floor. However, the electric fields attenuate very quickly at these high frequencies

and navigation of the transmitter becomes very important at these ranges and the

range window of detection is much narrower.

In general, high frequencies and short ranges are best for distinguishing

the top of hydrate, whereas lower frequencies and longer ranges will discriminate

the bottom of hydrate. An increase in hydrate concentration will be reflected by
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Figure 3.2: Electric field as a function of frequency and range for the hydrate
model. Contours are log10 electric field values in V/Am2. Shading shows the
electric fields of the hydrate model normalized by the electric fields of the half
space response (no-hydrate). The system noise floor is the thick white line at
10−15 V/Am2 (from Weitemeyer et al. (2006b)).

a larger electromagnetic signal across all frequencies and ranges. There is a trade

off between the large signal from hydrate observed at high frequencies and short

ranges, and the subtler signal observed at longer ranges and at lower frequencies.

Ideally, we want to use a wide frequency spectrum and collect data over a wide

window of ranges to detect all aspects of the hydrate response. This can be partly

accomplished by transmitting a square wave with a fundamental frequency that

has sensitivity to the base of the hydrate layer. The square wave transmission

allows for the odd harmonics to be processed to obtain the higher frequencies sen-

sitive to shallower structure. For Hydrate Ridge, choosing 5 Hz as a fundamental

transmission frequency means the detection hydrate is possible out to a range of
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about 3000 m, and the odd harmonics of 15, 25 and 35 Hz provide detection of the

larger signal from hydrate at shorter ranges (< 1700 m).
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Figure 3.3: In-line electric field attenuation for three resistivity models: uniform
sediments, a thin hydrate layer, and a thick hydrate layer at a frequency of 5 Hz
(modified from Weitemeyer et al. (2006b)).

A horizontal slice along the 5 Hz frequency-range space in Figure 3.3 al-

lows one to plot the electric field amplitude versus range, a typical way of looking

at CSEM data. This is shown in Figure 3.3 for three models: sediment, a thin

hydrate layer, and a thick hydrate layer. Each model response has a different

electric field attenuation as the source-receiver range increases. The largest signal

comes from the thick hydrate layer, while the weakest signal is from the sediment

half-space. The model study demonstrates that the CSEM method is sensitive the

existence and thickness of the modeled hydrate layer.

Another sensitivity analysis was conducted to test the ability of CSEM
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techniques to distinguish two different layers of hydrate, one below the other, with

different resistivities due to differing concentrations of hydrate (Figure 3.4). The

layers are each swapped between 2 and 3 Ωm generating four possible hydrate layer

models: a) 1-2-2-1, b) 1-2-3-1, c) 1-3-2-1, and d) 1-3-3-1; each number indicating

the resistivity of the overburden sediment, hydrate 1, hydrate 2, and underlying

sediment layers. Surprisingly, the 1-3-2-1 and 1-2-3-1 models are distinguishable

at high frequencies. The uncertainty of this distinction between the 35 Hz 1-3-2-1

and 1-2-3-1 models requires the source-receiver off-set be known to within 50 m or

less at a range of 1500 m. This suggests that CSEM methods can distinguish the

diffuse upper hydrate region from a more concentrated hydrate region at the BSR.

These simple models provide important information for the collection of

CSEM data at Hydrate Ridge. With a 5 Hz in-line transmission at ranges < 3 km,

we should get good sensitivity to the hydrate. The data collection and processing

is discussed in the following sections.
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3.3 Experimental Layout

The Hydrate Ridge Experiment (HyREX’04) conducted in August 2004

resulted from an opportunistic use of shiptime aboard the R.V. New Horizon as it

transited from San Diego, California to Newport, Oregon for another project. A

marine electromagnetic experiment to image shallow gas hydrates was conducted

successfully at Hydrate Ridge with only 3 days available on station for operation.

The experimental layout shown in Figure 3.5 consisted of a single east-west line of

25 ocean bottom electromagnetic receivers spaced 600 m apart and two controlled

source electromagnetic (CSEM) tow lines. One tow was over the top of the reciev-

ers (CSEM Tow 1) to get radial data and another tow was about 2 km to the north

of the recievers (CSEM Tow 2) to get azimuthal data. A test of a new marine EM

technique, controlled source magnetotelluric sounding (CSMT) was conducted and

consisted of towing the transmitter at the surface of the ocean around Northern

Hydrate Ridge (CSMT Tow). The receivers and CSEM Tow 1 are co-located with

the Ocean Drilling Program (ODP) Leg 204 drill sites 1245, 1246, 1244, and 1252

and seismic line 230, intended to provide ground truth for the EM results. In ad-

dition to the CSEM data, about half of the receivers deployed had magnetometer

sensors and so also recorded Earth’s natural time varying magnetotelluric (MT)

signal during the experiment.

During CSEM Tow 1 the transmitter, called Scripps Undersea Electro-

magnetic Source Instrument (SUESI) and shown in Figure 3.6, was flown approxi-

mately 100 m above the seafloor and transmitted a 100 A, 5 Hz square wave along

a 90 m dipole antenna. The current was turned up to 200 A for CSEM Tow 2. For

CSMT Tow the 90 m antenna was swapped for a 200 m antenna and the transmit-

ter was towed a few meters below the sea’s surface with a 100-200 A square wave

of 0.1 Hz to mimic the higher frequency natural MT signal.
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Figure 3.5: Electromagnetic experimental survey conducted at Hydrate Ridge
utilized two different receiver configurations: a vertical electric field (VE) receiver
and a magnetotelluric (MT) receiver. Three different tows occurred in-line with
the 25 deployed receivers – CSEM Tow 1– collocated with ODP Leg 204 drill
sites, a tow 2 km to the north of the receiver line – CSEM Tow 2 – and a surface
towed transmission –CSMT tow – which is a loop tow further to the north. The
bathymetry data is ETOPO2v2c from the National Geophysical Data Center.

An attempt was made to tow a dipole array in tandem behind the trans-

mitter with a recording device. Unfortunately, the receiver flooded as a result of

a missing o-ring and so no data was recovered. Aside from this error the towed

receiver array appeared to work well physically and mechanically with no loss of

equipment, despite the fact that it appeared to have been dragged along the bot-

tom as evidenced by the presence of mud on the tandem receiver.

This thesis only discusses results from CSEM Tow 1 and briefly mentions

the MT results. This is mainly because no more information about hydrate is
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provided by the azimuthal tow (CSEM Tow 2) and the CSMT Tow was a test of

the CSMT technique unrelated to detection of gas hydrates.

3.4 Data Acquisition

3.4.1 Transmitter

The transmitter used is a horizontal electromagnetic source similar to

that described in Constable and Cox (1996), capable of a 200 A transmission –

a moderate current output considering that now SIO has a transmitter capable

of 500 A, and industry commonly transmits 1000 A when collecting CSEM data.

Nevertheless, this is a sufficient current for shallow hydrate imaging (top 100s

Figure 3.6: Deployment of the transmitter at Hydrate Ridge.

of meters) compared to the deeper targets (1000s of meters) for which CSEM

technology has been commonly used. A low current is preferred as the higher

currents may saturate the instrument amplifiers at close ranges where the electric

fields are most sensitive to the hydrate. The electric dipole moment (p) of the

transmitter is dependent on the separation distance, r, of the two copper pipes
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Figure 3.7: Control unit for SUESI (left), LabView GUI for SUESI, Fledermaus
bathymetry visualization and control unit for acoustic ranging (center), and a close
up of the LabView GUI (right)

(electrodes) that alternate between positive and negative current, I. The dipole

moment is given as p = Ir. The Fourier series representation of a square wave is:

F (t) = p
4

π
(sin ωt +

sin 3ωt

3
+

sin 5ωt

5
+ ...) ( 3.1)

where ω = 2πf is the angular frequency (f is frequency).

The dipole moment for CSEM Tow 1 was 1.15 kAm, for CSEM Tow 2

was 2.29 kAm, and for CSMT Tow ranged from 2.55 kAm to 5.09 kAm. A trans-

mission of a 5 Hz square wave was used based on a compromise between the larger

hydrate signal at higher frequencies and the accuracy of the transmitter navigation

required for higher frequencies.

The transmitter was deep-towed approximately 100 m above the seafloor

at the end of coaxial 0.680” cable that is used to power the transmitter and for

telemetry between the transmitter and the shipboard control console. A stand-

alone AC power source, located in the lab, takes shipboard 60 Hz three phase

power and transforms it up to 2000 V, which is then transmitted down the tow

cable (at 400 Hz) with telemetry. Once the power reaches the transmitter it is

transformed down to about 100 V, and internal control circuitry, a set of rectifiers,

and bipolar transistors are used to generate a square wave with a lower frequency
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envelope. A display system of the environmental parameters (internal tempera-

tures, current, navigational sensors) of the transmitter and topside control unit are

shown in Figure 3.7. The left panel of Figure 3.7 shows the current and voltage

control on the power source, a global positioning system (GPS) to monitor and

keep time of the transmitter, and the control computer. The middle panel displays

the environmental parameters of the transmitter, a Fledermaus view of the local

bathymetry, and a computer controlling the acoustic ranging to receivers and the

transmitter. The right panel is a close up of the of the LabView GUI displaying

the transmitter environmental parameters such as transformer temperatures, the

depth and altitude of the transmitter, and output current.
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Figure 3.8: Conductivity, temperature and sound velocity of water column
recorded by the Valeport while SUESI is deployed.

SUESI is equipped with a Paroscientific Inc. depth sensor, a Valeport
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Limited CTD (conductivity, temperature, depth sensor and sound velocity me-

ter), an altimeter, and an acoustic transponder. These sensors and acoustic ranges

from the ship to the transmitter aid in locating the position of the transmitter as

a function of time. The Valeport allows for an accurate conductivity, velocity, and

temperature profile of the seawater as the transmitter is lowered to its tow depth

shown in Figure 3.8. The seawater conductivity profile is used in Chapter 7 for

inversion of the CSEM data.
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Figure 3.9: During CSEM Tow 1 the ship’s speed over ground is kept at about
46 m/minute and the ship’s course is approximately due east at 90◦. The black
line is all of the data and the red line is a moving average for the data. The GPS
had a short blackout around 4:30 UTC time. The gaps in the time series for the
ship’s course are for unknown reasons.

During deep towing of the transmitter it is important to maintain a steep

wire angle (short lay-back), which is done by keeping a slow and steady ship speed
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separate instruments, the Parascientific pressure gauge and the altimeter. The
compass and tiltmeters failed for a duration of the tow for unknown reasons.

of about 1.5 knots (46 meters/minute). The sea state was very good during this

survey, which allowed a steady ship speed (Figure 3.9). The variation in the ship’s

course is a result of variations in surface currents and wind. The New Horizon

does not have dynamic positioning capability.

The transmitter contains an internal compass and tiltmeters to provide

information about its relative orientation (Figure 3.10). The transmitter pitch

suggests the transmitter is dipping by about 10◦. The compass measurement is

very different from the ship’s course given in Figure 3.9 and is also very different

from the computed orientation of the transmitter discussed later in the text.

3.4.2 Receiver

Two types of reciever configurations were used (Figure 3.11): a vertical

electric (VE) receiver (odd numbered sites) and a magnetotelluric (MT) receiver

(even numbered sites), allowing the collection of MT data at every other site. All

receivers consisted of two horizontal perpendicular sets of Ag-AgCl (silver-silver
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Figure 3.11: Two configurations of the ocean bottom electromagnetic reciever:
magnetotelluric (MT) (left) and vertical electric (VE) (right).

chloride) electrodes on a 10 m dipole. The VE receiver had additional Ag-AgCl

electrodes along a vertical 1.5 m dipole. The MT instrument had two horizontal

and orthogonal induction coil magnetometers.

The receivers record both the natural time varying MT field of the earth

and the synthetic man-made source from the transmitter, as well as any ocean-

generated noise. A spectrogram for a magnetotelluric instrument is shown in Fig-

ure 3.12. The ocean acts like a low pass filter on the natural MT signal, only

allowing frequencies below about 0.1 Hz to be detected. There is some electronic

noise observed by the striping pattern when the instrument writes to disk, indi-

cated by the tick marks on the top edge of the plots. There is a quiet period

where the instrument is sitting on the deck of the ship, which is followed by a

very noisy segment as the instrument falls to the seafloor (and noisy again at the

end of deployment time when the instrument floats to the surface). There is a

diurnal pattern observed as a result of ocean tides and/or daily variations in the

MT signal. One can see the location of the 5 Hz and odd harmonic transmitted

frequencies (at 00:00 Aug 18) as well as the CSMT tow of 0.1 Hz (at 15:00 Aug 18).
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One can also examine the time series when the transmitter signal is

recorded by the receiver (Figure 3.13). The 5 Hz square wave is detected and

shows a fairly good signal to noise ratio for the electric field sensors. The am-

plitude of the signal varies for each component depending on the orientation of

the instrument relative to the transmitter. The vertical electric field has a smaller

amplitude than the other two channels because it is collected on a shorter dipole

(1.5 m versus 10 m). The magnetic field channels (channels 1 and 2 for the MT

site s10) are modulated at low frequency by the natural magnetotelluric signal.
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Figure 3.13: Vertical electric field configured receiver CSEM time series (left)
and MT configured receiver CSEM time series (right). Both receivers show the 5
Hz signal from the transmitter, and the magnetic field recordings (top two panels
on right) have evidence of the natural MT signal at a longer period. The vertical
electric field recording (bottom left) has a much smaller signal because the recieving
antenna (1.5 m dipole) is about 6.6 times smaller than the horizontal dipoles
(10 m).
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3.5 Data Processing

The data were processed using Behrens’ (2005) SFT6 Matlab based

CSEM processing routine. The raw time series recorded by the receiver are cut into

120 second stack frames and fit with sinusoids of an angular frequency ωi = 2πfi,

where i is the index of the frequency:

A cos(ωit) + B sin(ωit) = d(t) ( 3.2)

and A and B are constant coefficients. This can also be represented in matrix form

as: 

cos(ωit1) sin(ωit1)

cos(ωit2) sin(ωit2)

. .

. .

. .

cos(ωitn) sin(ωitn)



 Ai

Bi

 =



d1

d2

.

.

.

dn


( 3.3)

which is an overdetermined system, allowing the coefficients A and B to be solved

using a linear least squares factorization algorithm such as QR. The data at a

particular frequency can be represented by an amplitude |E| and a phase θ:

dj,i = |Ei| cos(ωitj − θi) ( 3.4)

where

|Ei| =
√

A2
i + B2

i ( 3.5)

θi = tan−1 Bi

Ai

( 3.6)

and j is an index of stack frames.

The data loggers store several hours of data in RAM and then write

the data to disk. The disk write operation creates electronic noise lasting about a

minute but the SFT6 routine ignores the coefficients at these times. Digital counts



41

101

10
2

10
3

104

105

106

Am
pl

itu
de

 

-150
-100
-50

0
50

100
150
200

Frequency (Hz)

Ph
as

e 
(d

eg
re

es
)

10
-4 10-3 10-2 10-1 100 101 102

Frequency (Hz)

Mk III Theoretical Curve

Mk II HyREX frequencies
Mk III HyREX frequencies
Mk II Calibrations

Mk III Calibrations

Electric Field Amplifier

10
-4 10-3 10-2 10-1 100 101 102
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are converted to volts, using the least count (V/count) of the analogue to digital

converter, and then the data are normalized by the receiver’s antenna length and

the amplifier gain to get electric field in V/m. The data are then normalized by

the transmitter dipole moment and the receiver amplifier transfer function applied.

The two generations of instruments used, Mark II and Mark III, have

different amplifier transfer functions plotted in Figures 3.14 and 3.15. Higher fre-

quency electric field calibrations were difficult to obtain because of high frequency

laboratory noise. A theoretical curve was used to determine the higher frequency

(odd harmonics of 15 Hz, 25 Hz, and 35 Hz from the 5 Hz fundamental transmitter

frequency) calibrations for the Mark III electric field amplifiers, and an interpo-

lation of calibration measurements was used for the magnetic field amplifiers for

both generations of instruments.

Examples of calibrated amplitude and phase values versus a transmis-

sion time are shown for two sites in Figure 3.16 for a vertical electric field and
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magnetotelluric instrument versus transmission time. The closest approach of the

transmitter to the receiver occurs just before 1:12 UTC for site 9 and at 1:12 UTC

time for site 10. Unfortunately the electric field data are saturated at about 10−10

V/Am2 because the electric field amplifier gains were set to 1,000,000. Subse-

quent work shows that the gain can be lowered without compromising long range

data. The noise floor for the horizontal electric fields is about 10−15 V/Am2 and

10−14 V/Am2 for the vertical electric field (proportional to dipole length). The

magnetic field sensors rarely saturate, as the gains are lower than for the electric

field amplifiers. Magnetic field sensors have a noise floor of about 10−17 T/Am.

When there is no signal from the transmitter or the signal is below the noise floor

of the receiver the phase data are scattered.

The SFT6 modules compute the polarization ellipse parameters, used in

the next chapter to compute apparent resistivities. Finally, the data are merged

with the transmitter’s navigational parameters to obtain data (amplitude, phase,
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Figure 3.16: Amplitude and phase versus transmission time.

Pmax) versus range. Issues associated with determining transmitter position accu-

rately are discussed in Chapters 4 and 5.



4

Preliminary Interpretation Using
Pseudosections

4.1 Navigation

The Hydrate Ridge CSEM experiment was designed to target gas hy-

drates in the shallow seafloor (upper 150 m) and therefore required a relatively

high transmitter frequency (of 5 Hz) compared to deep oil exploration. Because

higher frequency electric fields vary more rapidly with source-receiver separation,

the navigational data for the transmitter and receivers had to be more accurate

than for earlier academic crustal-scale CSEM experiments (Cox et al., 1986). Ac-

curate navigational data was meant to be collected using a rented, commercial

short baseline (SBL) acoustic navigation system, but unfortunately this system

failed. Instead, long baseline (LBL) acoustic navigation data were collected using

a backup system, recording ranges between ship, receivers, and the transmitter.

4.1.1 Receiver Navigation

Receiver positions were found using a Marquardt inversion of LBL acous-

tic travel times, using seawater sound speed versus depth from the transmitter

Valeport instrument (Figure 3.8 in Chapter 3).

Orientation of the receivers could not be determined using the internal

44
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compass due to field distortion from nearby magnetometers and batteries. This

issue has since been resolved by making the compass external to the instrument.

Estimates for receiver orientation can be made by correlation with fields from a

land site of known orientation (Key, 2003), but this was not possible here because

there was no land site operating. Instead, receiver orientations were approximated

by using the geometry of polarization ellipses of the electric or magnetic fields

(Behrens, 2005), using forward modeling of the x and y components of electric and

magnetic fields to resolve 180◦ ambiguities.

To find the orientation of the receivers using polarization ellipses it is

assumed that the major axis of the ellipse is aligned with the transmitter axis

(Figure 4.1) when the transmitter is located in-line with the receiver. The angle

from channel 1 to the major axis of the polarization ellipse, αN , and the angle

between the transmitter and north (TxRx) can then be used to compute the ori-

entation of the receiver. However, there will be a 180◦ ambiguity that needs to be

resolved using forward modeling. Finding the orientation of receivers based on 2D

CH 1

CH 2

P

Pα
n max

m
in

Enor h

Eeast

N

E
N

E

TxRx

θ

TxRx

nθ = 180 − TxRx −α

Tx

Rx

Ex

Ey

Ex

Ey

Figure 4.1: Illustration of how to compute the orientation of the receiver based
on polarization ellipse parameters.

modeling is demonstrated for an MT instrument at site 4, as shown in Figure 4.2.

2D modeling is used to take into account any bathymetric effects on the data. A

coordinate system with y along the page and x into the page is assumed. A pure



46

in-line response from a bathymetric half-space model is incrementally rotated and

decomposed into x and y components. To first order the quadrant in which the

receiver is oriented can be found by looking only at the magnetic field phase data,

but inclusion of the electric field phase data helps to constrain this. In this partic-

ular example the magnetic phase data indicate the receiver could be in quadrants

2 or 4, and inclusion of the electric field phase data reveals it is in quadrant 2. The

split between the two amplitude channels (electric and magnetic) determines the

angle exactly as being well represented by both the 95◦ angle and the 178◦ angle.

However, to get electric field CH 2 aligned with y and magnetic field CH 1 aligned

with x requires the 178◦ orientation.
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4.1.2 Transmitter Navigation
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depth
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seafloor
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Calculate

acoustic relay from receiver

acoustic range to receiver
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receiver to SUESI to ship

 

  

Ge  

Figure 4.3: The transmitter position was modeled assuming the transmitter
followed directly behind the ship and is somewhere on a horizontal arc. We were
able to use acoustic relays from the receivers to transmitter to get an idea of which
side of the arc the transmitter path took.

To first order it can be assumed the transmitter follows directly the path

of the ship at a horizontal distance computed from the transmitter depth and the

acoustic slant range (distance from the ship to the transmitter, Figure 4.3). This

distance changes with depth and ship’s speed. Global positioning system (GPS)

provides the latitude and longitude for the ship. Figure 4.4 shows these measure-

ments, as well as a comparison of the actual water depth of the transmitter (from

summing the depth gauge and altimeter) compared with that mapped by the ship’s

echosounder.

The transmitter may be set to one side of other of the ship’s track by wa-

ter currents. This can be estimated by including acoustic relays from the receivers

to the transmitter (Figure 4.3), providing an intercept of the acoustic range from

the receiver and the transmitter arc. The acoustic relay navigation model was used

for the first results paper (Weitemeyer et al., 2006c).
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Figure 4.4: Data used in computing the position of the transmitter located on
an arc behind the ship. The easting and northing for the ship and the calculated
transmitter position, assuming it follows the ship’s path, are shown in the top two
panels. The depth of the transmitter for the duration of the tow and the slant
range are the data input into Pythagoras’ theorem to give the distance of the
transmitter behind the ship (second to last panel). The bottom panel is a compar-
ison of the 12 kHz echosounding seafloor depth from the ship with the transmitters
computed seawater depth (altimeter + transmitter depth). N.B. 8 kHz is the ship
to transmitter to ship acoustic relay.

A comparison of the two models for transmitter location is shown in Fig-

ure 4.5. The northing and easting plots differ in a number of places. The depth

differs considerably in the beginning of the tow because of the large shift in east-

ing for the distance and relay calculations. The transmitter rotation (angle from

geodetic north) was computed from the difference between successive transmitter

positions. The transmitter rotation for the most part is around 90◦, but there are

some frequent oscillations.
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Figure 4.5: The two different models for transmitter position based on, (1) the
arc the transmitter (blue) may be on, and, (2) the relays from the receivers (red).
The top panel is a map view of transmitter position, the next panel is the depth
versus easting, the second to last is the transmitter rotation and finally the altitude
of the transmitter.

We tried to improve transmitter navigation by matching the 10 m reso-

lution bathymetry data collected by Clague et al. (2001) with the depth observed

at the transmitter (altimeter + depth). However, the bathymetry is relatively

uniform and there were not enough constraints to get a meaningful transmitter

position.

The antenna rotation and dip are not well constrained (Figure 4.6), and

cannot be constrained without the use of a short or long base-line acoustic navi-

gation system on the tail end of the antenna. The dip of the antenna may vary

because the transmitter is pulled in or let out to maintain a constant towing al-
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Figure 4.6: The antenna dip and the antenna rotation are unknown in all as-
sumptions about transmitter navigation.

titude over seafloor bathymetry, or because the antenna is not perfectly neutrally

buoyant.

4.1.3 Merge Navigation with Pmax

The transmitter navigational model is approximate, and for this reason

the data are expressed in terms of polarization ellipse parameters. This is because

the major axis of the polarization ellipse, Pmax is insensitive to receiver orientation

and relatively sensitive to transmitter azimuth (Flosadóttir and Constable, 1996).

Range (source-receiver offset) is well constrained in the current navigation model

to within 50 m.

The transmitter navigational parameters (range, azimuth, and altitude as

a function of time) were merged with each receiver’s polarization ellipse parameters,

Pmax, Pmin, and αN versus transmission time in order to get the polarization ellipse

parameters versus range (Figure 4.7). The 5 Hz data reached a noise floor at about

a 2.5 km range and the 15 Hz data at about a 1.5 km range.
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Figure 4.7: The amplitude and phase of the two electic field channels were con-
verted into the polarization ellipse parameters: Pmax, Pmin and αN versus transmis-
sion time. These were merged with the navigation parameters of the transmitter,
x, y, z, azimuth and altitude in order to change the transmission time into a range
(source receiver offset). The transmitter azimuth flips 180 degrees as it crosses
over top of the receiver.

4.2 Electrical Resistivity

A look up-table method was used to convert Pmax amplitudes to appar-

ent resistivities. A table of electric field amplitudes was generated for models of

half-space resistivities and ranges using the 1D layered code of Flosadóttir and

Constable (1996). Interpolation was then used to convert the 5 Hz and 15 Hz

electric field data at each receiver and each range into an equivalent half-space

apparent resistivity. Figure 4.8 gives an example of this for site 10. The values of

apparent resistivity versus range varied between 1 and 3 Ωm.

To obtain a quick image of the subsurface structure and heterogeneity
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Figure 4.8: The look-up table method involves computing a number of half-
space resistivities of 0.5 Ωm to 6.8 Ωm versus range to obtain a Pmax electric field
amplitude for the various half-spaces. From this one can find the best half-space
resistivity represented by the field data. This is an example for site 10 with data
separated into the transmitter to the east and to the west of the receiver. The
apparent resistivity for this site falls around 2 Ωm

across the CSEM profile without the complication of a 2D inversion, a pseudosec-

tion technique (a method used extensively in land DC resistivity and IP surveys)

was used. This provides a way to look at all of the CSEM data collected at every

site in one single image. The midpoint between the source and receiver is plotted

at a depth given by a 45◦ projection from the source and receiver, shown in Figure

4.9. EM induction is not a purely geometric phenomenon and so this image is not

a depth section.

4.3 Pseudosection Results

Contoured apparent resistivity pseudosections are shown in Figure 4.10.

Reciprocity between the transmitter and receivers creates a two-fold redundancy

in the data with separate pseudosections from east-side and west-side transmis-

sions. The two pseudosections have different sensitivities and there are subtle

differences between them. The pseudosection projection technique causes the west
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Figure 4.9: The pseudosection projection technique is created by taking the
midpoint between source and receiver and projecting it down at a 45◦ angle from
the horizontal. This imaging technique was used for both the 5 Hz and 15 Hz data.

pseudosection to have a striping pattern to the west and vice versa for the east

pseudosection. This pattern is most obvious for the shallow conductor under site 6.

However, the east-side and west-side pseudosections (Figure 4.10 top and middle

panel) are sufficiently similar that an average of the two can be taken (Figure 4.10

bottom panel). The combination of the east and west averages the striping pat-

tern except under site 6, where a classic pseudosection “pant-leg” feature is present.

All three pseudosections display a more conductive basin under sites 18

to 25 that increases in resistivity with depth. This is likely a result of a decrease

in porosity due to compaction. The pseudosections also give a resistive anomaly

where an anticline is evident in the seismic data under sites 16 and 17. The ridge

is more resistive under sites 9 to 13. Finally there is a large resistor under sites 1

to 4, particularly evident in the west pseudosection which extends further in this

direction.
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Figure 4.10: Resistivity pseudosection of 5 Hz data for a transmitter positioned
to the west (top), east (middle), and for combined east and west transmitter po-
sitions (bottom).

The pseudosection projection technique was also applied to the 15 Hz

data, shown along with the 5 Hz and 15 Hz data in Figure 4.11a and b and Figure

4.12a and b. The 15 Hz pseudosection is sensitive to shallower sediments because

of the shorter EM penetration depths and shorter offsets, and this is reflected by

a general agreement with the top of the 5 Hz pseudosection. The pseudosection

projection method is better at imaging lateral resistivity variations than those

that vary with depth. To obtain a true depth section a 2-D inversion is required.

However, to gain some insight into the depth extent of the pseudosection a 1D

Occam inversion was performed in two regions of the pseudosection marked by the

boxes in Figure 4.11a and b, where lateral variations in resistivity are smaller than

the vertical variations.
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Figure 4.11: (a) 15 and (b) 5 Hz data in pseudosection form with a combined
apparent resistivity (c) and 1D Occam inversion results. EM receiver sites are
marked by red asterisk. From Weitemeyer et al. (2006c).

4.4 1D Occam Inversions

A 1D Occam inversion was run to produce a smooth model that fits

the data to an acceptable tolerance without introducing unnecessary structure

(Constable et al., 1987). The basin structure (sites 18 to 25) appears to be one-

dimensional, with sedimentary layers observed in seismic data (Figure 4.12c), and

so a smooth 1D inversion (Flosadóttir and Constable, 1996) was applied to all the

data that fall in between sites 22 and 23 (Figure 4.11c). The steepest gradient of

resistivity with depth in both models lies at about 400 m deep, providing some

control on the depth of the resistivity increase in the pseudosection projections.

Similar inversions at the ridge between sites 9 and 10 near ODP Leg 1246 (Figure

4.12c) indicate depth of penetration around 500 m for the 15 Hz data and 1000 m

for the 5 Hz data.
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Figure 4.12: (a) 15 and (b) 5 Hz data in pseudosection form with a combined
apparent resistivity and gas hydrate saturation scale linked through Archie’s Law;
(c) seismic line 230, and (d) logging-while-drilling (LWD) deep resistivity logs. GH
- gas hydrate or free gas inferred from a seismic inversion (Zhang et al., 2003); BSR
- bottom simulating reflector; A, B, B’ - seismic horizons explained in text. ODP
Leg 204 sites are marked on seismic section. EM receiver sites are marked by red
asterisk (from Weitemeyer et al. (2006c,b)).

4.5 Comparison with Resistivity Well Logs and

Seismic Data

Figures 4.12c and d also display seismic line 230 reflectivity data (Tréhu

and Bangs, 2001) and ODP Leg 204 logging while drilling resistivity logs (Tréhu

et al., 2003) for ODP Sites 1245, 1246, and 1244, allowing comparisons to be made

between these data sets and the pseudosections. In regions where little or no hy-

drate is thought to exist (as in the basin sites s18-s25) we observe more conductive

(red) features, and in regions where more hydrate is expected we observe more

resistive features (blue) (as on the summit near sites s4-s17). This is consistent
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with estimates of higher concentrations of hydrate at the ridge compared to the

basin (Tréhu et al., 2004). As previously mentioned, the anticline (under s16 and

s17) seen in the pseudosections corresponds to an anticline in the seismic section

and is probably associated with a change in lithologic composition. This feature

is barely seen in the 15 Hz data, suggesting a resistive core to the anticline that

is deeper than 400 m. The high resistivity seen in the 5 Hz data below s8-s15

could be associated with horizons B and B’, which consist of highly faulted coarse

grained and/or volcanic ash-rich horizons which show high resistivities in logging

while drilling data at ODP 1246 (Shipboard Scientific Party, 2003). Two anoma-

lous regions exist: a highly resistive feature to the west (s1-s5), and a conductive

feature under sites 6 and 7. The resistive feature is consistent with a seismic in-

version by Zhang and McMechan (2003), who inferred that this region contains

higher concentrations of hydrate and free gas. The conductive feature projecting

from s6 is probably a result of the receiver sitting directly over a conductor, such

as a brine. This is not unreasonable considering the evidence for brines to the

south at ODP 1249 and 1250 (Milkov et al., 2004; Torres et al., 2004).

To convert apparent resistivities into an approximate hydrate concentra-

tion, a simple Archie’s Law calculation (Equation 1.1, Chapter 1) is done following

the method of Collett and Ladd (2000) and ODP Leg 204 Initial Reports (Ship-

board Scientific Party, 2003). The resistivity of the formation water is assumed

to be seawater (Rw= 0.33 Ωm); the formation resistivity is taken from the CSEM

pseudosection; and the porosity of the sediments is taken as an average value of

65% for the gas hydrate stability zone (Tréhu et al., 2003, 2004). The Archie’s

empirical parameters a, m, and n used are from nearby ODP Leg 204 well log data

(a=1, m=2.8, n=1.9) (Tréhu et al., 2003). The resulting hydrate concentration

varies from 0-30%. The basin has 0% hydrate concentration at the surface and

increased concentration at depth consistent with reported higher concentrations of

hydrate just above the BSR (Shipboard Scientific Party, 2003). At the ridge con-
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centrations are 10% to 15%, similar to the 8% previously estimated (Tréhu et al.,

2004). West of the ridge are very high hydrate concentrations of about 30%. The

EM derived concentrations are subject to any inaccuracies in Archie’s equation

and to our assumption of uniform values for the associated formation parameters.

4.6 Conclusions

The initial analysis of this data set was published in Weitemeyer et al.

(2006c) and provided a demonstration of CSEM’s potential to image gas hydrate

and provide rough hydrate concentration estimates based on Archie’s Law. These

concentrations were similar to Tréhu et al. (2004). In this chapter use of the major

axis of the polarization ellipse (Pmax), and a relative coordinate system between

transmitter and receiver similar to that by Constable and Cox (1996), allowed an

analysis of the data using only 1D modeling and pseudosection projections. How-

ever, to place real depth constraints on the pseudosection images requires a 2D

inversion of the data. For this the data must be analysed in an absolute coordi-

nate system (x,y,z) which requires tighter navigational data for the transmitter,

the subject of the next chapter.

.
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Total Field Navigation

5.1 Problems with Current Navigation

The quality of marine CSEM data is dependent on accurate navigational

information for the transmitter and the receiver positions and orientations. Con-

ventional methods, such as short baseline (SBL) acoustic navigation systems, may

not be accurate in all circumstances and may even fail, as happened in the Hydrate

Ridge CSEM experiment. The long baseline (LBL) acoustic navigation discussed

in Chapter 4 provided limited accuracy for the cross-tow set and no indication of

transmitter dip. However, by utilizing the near field electromagnetic (EM) radia-

tion pattern of the horizontal electric dipole source, the cross-tow position and dip

of the transmitter can be modeled. Near field (in this case < 1.5 km in source-

receiver offset) electric and magnetic data collected by seafloor receivers are less

sensitive to seafloor resistivity than far field (> 1.5 km) data, and can be used

to refine the geometry of the transmitter and receivers. A Marquardt inversion

was developed to solve for navigational parameters including transmitter position,

rotation, and dip and receiver position and orientation. The inversion program

uses a one dimensional dipole forward modeling code, Dipole1D (Key, submitted),

and requires an initial model of half-space seafloor resistivity and the geometry of

the transmitter and receivers. The program updates the model parameters until

convergence is reached between the synthetic EM responses and the observed EM

60
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data. We call this technique “total field navigation” and applied it to the Hydrate

Ridge data.

The total field navigation method requires the use of an absolute coordi-

nate system (x,y,z) which meant all receiver channels had to be oriented, as was

discussed in Chapter 4. Since the phase data is no longer treated in a relative sense

an absolute phase is required. At the time of the Hydrate Ridge experiment the

transmitter was relatively new and the absolute phase of the transmitter output

was not measured directly. Transmitter phase was estimated by a comparison of

the magnetic field phase data at closest approach of the transmitter to synthetic

phases from a model of a seafloor half-space (Figure 5.1). An absolute phase

correction of 40◦ was estimated and found to be valid during the entire tow and

for all receivers.
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Figure 5.1: The phase recorded at site 6 for the two magnetic field channels is
shown along with an absolute phase correction of 40◦ to account for the timing of
the transmitter. Bathymetric half-space resistivity models of 0.5, 1 and 1 Ωm’s
are included as a reference.

Another issue with the use of near-field data is the saturation of the
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electric field amplifiers. For the 5 Hz transmission, saturation occurs at about a

750 m range on the 24 bit instruments. Fortunately, the phase data are recoverable

from saturated amplitudes. Most of the magnetic field data did not saturate.

5.2 General Features of a Dipole

5.2.1 Whole Space Dipole Field

To gain some intuition about the behavior of the electric dipole and un-

derstand the phase polarities for the field components we consider a sketch of a

whole-space electric dipole field in Figure 5.2, for a dipole aligned along the y-axis.

Figure 5.2: Sketch of the electric dipole field with equipotential field lines in red
and a few examples of the magnetic field (in blue) curling around the electric field
lines (in black). The green lines indicate where the y component of the electric field
changes direction. The four quadrants are marked Q1, Q2, Q3, and Q4. Modified
from http://hyperphysics.phy-astr.gsu.edu/Hbase/electric/dipole.html.

The direction of the dipole field lines indicate the sign of the phase with
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respect to the x and y directions for the cross-line Ex and in-line Ey components.

In quadrants 1 and 3 the electric field lines are pointing in the negative x direction,

so the x-phase is negative. In quadrants 2 and 4 the electric field lines are pointing

in the positive x-direction, so the x-phase is positive. For the Ey component the

phase is symmetric about the x-axis, and there is a phase change within each

quadrant across the lines where Ey goes to zero (marked green in Figure 5.2).

The Ez component (z positive into the page) has a 180◦ phase jump across the x

axis. For an observation point at z>0 (i.e. below the plane of the transmitter) the

phase is negative on the negative side of the dipole and the phase is positive on

the positive side of the dipole. For an observation point at z<0 (above the plane

of the transmitter) this is reversed. The magnetic field phases can be determined

in a similar manner using the right hand rule; magnetic fields curl around electric

fields. Clockwise magnetic fields have negative phase and vice versa.

5.2.2 Navigational Effects on Dipole Fields in a Half-space

To model real data we need to replace the whole-space with a half-space

and use 1D forward modeling of an arbitrarily oriented transmitter. The math-

ematical description of the horizontal electromagnetic dipole (HED) source can

be found in Chave and Cox (1982) and in Ward and Hohmann (1987). The 1D

CSEM forward modeling fortran code, Dipole1D, used in this study was devel-

oped by Key (submitted) and uses a Lorentz gauged vector potential formulation

of Maxwell’s equations and Kong’s (2007) digital filter coefficients for the Han-

kel transforms. Unlike the code of Flosadóttir and Constable (1996) it is capable

of computing the EM fields from an arbitrarily oriented electric dipole transmitter.

Dipole1D uses a right-handed cartesian coordinate system, rather than a

cylindrical coordinate system, allowing direct comparison of model response with

field data without the need of a coordinate transformation. Figure 5.3 outlines

the geometry considered: transmitter rotation is the angle from the x-axis to the
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rotation

dip

x

y

z

Figure 5.3: The coordinate system is a right handed coordinate system where
x is into the page, y is along the page and z is positive down. The transmitter
may be rotated clockwise at an angle from the x axis or may have a dip positive
down from that angle. For the purposes of analyzing the Hydrate Ridge data set
positive x will also be considered geodetic north and positive y will be geodetic
east.

antenna in the horizontal plane, and transmitter dip is the antenna angle from the

horizontal plane into the vertical position.

We first consider a model consisting of a 1 Ωm seafloor with seawater

resistivity of 0.3 Ωm and a grid (800 m in x by 3000 m in y) of transmitters spaced

25 m apart, 100 m above a single receiver placed on the seafloor at the center of

the grid. The grid of 1037 transmitters have the same 90◦ transmitter rotation

and 0◦ dip throughout the model (Figure 5.4).

Common to all electric and magnetic field components are phase jumps

and decreases in amplitude when the transmitter crosses the axis of the receiver.

The sign of the 180◦ phase jump in Ex and By is dependent on whether the

transmitter is on the north (+x) or south (-x) side of the receiver, an important

indicator for transmitter location unresolved with in-line data (Ey, Ez and Bx)

alone. The Ez component has a single 180◦ phase jump resulting from the change
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Figure 5.4: Electric and magnetic field amplitude and unwrapped phase for a
grid of horizontal electric dipole transmitters in plan view, all at a rotation of 90◦

and a dip of 0◦, for a 5 Hz transmission frequency into a 1 Ωm seafloor half-space.

in sign of the dipole field lines. The in-line Ey has two 90◦ phase jumps that are

symmetric about the x axis and whose distance depends on the separation of the

transmitter and receiver along x. The Ey phase is 180◦ where the transmitter is

100 m directly above the receiver because Ey is associated with a return current

there. In our field data some of the By and Bx do not saturate at close range and

so the cusps in amplitude can be used to constrain the orientation and position of

the transmitter and receivers. Saturation of the electric field amplifiers eliminates

the close-range features in electric field amplitude for constraining the dip and

rotation of the transmitter.

Having examined the general features for purely y-oriented transmitters

we can examine the influence of changing the rotation and dip of the antenna.
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Figure 5.5: Electric and magnetic field amplitude and unwrapped phase for a
grid of horizontal electric dipole transmitters that are transmitting a frequency of
5 Hz into a 1 Ωm seafloor half-space consisting of transmitters with a rotation of
100◦ and no transmitter dip.

Changing the rotation simply rotates the features observed in Figure 5.4. For

example, Figure 5.5 shows a model for a transmitter rotation of 100◦. Notice that

the zero crossing point in the Ex and By phases are more complex, with jumps in

phase that cannot be unwrapped. The zero crossing points are also skewed. This

is important if one were to select a profile, say, along x = 200 m.

Finally, a transmitter dip of -20◦ and rotation of 100◦ is modeled (shown

in Figure 5.6). The amplitudes are no longer symmetric and fall off more rapidly

on the west side (x < -5500 m) for Ex and Ey, but fall off more slowly for the

Bx, By, and Ez components here. This asymmetry in amplitude could easily be

mistaken for geologic structure on the east or west side of the instrument if “ideal”
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Figure 5.6: Electric and magnetic field amplitude and phase for a grid of hori-
zontal electric dipole transmitters that are transmitting a frequency of 5 Hz into
a 1 Ωm seafloor half-space with a transmitter rotation of 100◦ and a dip of -20◦.

antenna orientation was assumed (90◦ transmitter rotation and 0◦ transmitter dip).

Figure 5.7 and Figure 5.8 are examples of Ex,y, Bx,y and Ex,y,z CSEM

data, respectively, for profiles along y for different transmitter models, chosen

to match features observed in the real data (open circles). In Figure 5.7 the

transmitter is about 100 m north of the MT instrument with an antenna rotation of

90◦ and dip of 0◦ (dashed lines) and an antenna rotation of 105◦ with -20◦ dip (solid

lines). The latter model matches the observed data better: notice the Ex phase

jump at the closest approach of the transmitter to the receiver (at y=5400 m), the

width of the Ey phase jumps and their general shape, the cusps in the By amplitude,

and the cusp in the Bx phase. The Ex and Ey amplitude data saturate, and do

not match the synthetic model at close ranges. However, the phases in this region
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are usable because they are not affected by amplifier saturation.
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Figure 5.7: Example comparison of field data to a 1D forward model of electric
and magnetic fields for a transmitter rotation of 105◦ and a dip of -20◦ at receiver
site 22 (solid line). The dashed line is for a horizontal transmitter with a rotation
of 90◦. Electric field amplitudes saturate at about 10−10 V/Am2 (left panel).
Unwrapped phases are plotted in the right panel. Open circles are the field data.
The arrows show where transmitter orientation and dip are affecting the EM data.

In Figure 5.8 the transmitter is 150 m north of an Ex,y,z receiver. An

antenna rotation of 80◦ and a dip of -20◦ best fits these field data. The inflections

in the Ex phase are well represented by this model.
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Figure 5.8: Example of a 1D forward model for a vertical electric field instru-
ment at site 23. The amplitudes saturate at about 10−10 V/Am2. A model for a
transmitter rotation of 90◦ and a dip of 0◦ is given as a reference (dashed lines).
Amplitude and unwrapped phase are plotted. Open circles are the field data.

These two representative forward models show that the short range data

are sensitive to antenna geometry and that the geometry changes from instrument

to instrument due to external forces such as ocean currents, changes in deep-tow

wire length, etc. Discrepancies between the forward model and the data in Figures

5.8 and 5.7 are largely due to the assumptions of constant antenna rotation and dip,

and the fact that we have not varied the antenna x coordinate, seafloor resistivity

or receiver position. However, adding this additional complexity to the transmitter

geometry and trying to fit all the receiver data simultaneously is well beyond trial

and error forward models.
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5.3 Marquardt Inversion

A Marquardt inversion, also called ridge regression or maximum neigh-

borhood method, is an algorithm for the nonlinear least-squares estimation of

parameters based on an optimum interpolation between the Taylor series expan-

sion and gradient methods (Marquardt, 1963). The predicted response, d̂, to be

fitted to the M data, d, is given by

d̂ = (d̂1 , d̂2 , d̂3 , ..., d̂M ) = f (x,m) ( 5.1)

where x is the measurement system or independent data variables associated with

the predicted response (e.g. frequency, depth, transmitter altitude, positions, etc.),

and m are the model parameters (e.g. transmitter rotation, dip, half-space appar-

ent resistivity, etc.). The field data collected have errors associated with them:

ς=(ς1 , ς2 , ς3 , ..., ςM ). ( 5.2)

The measure of how well a model m fits the data is usually given by the

sum-squared misfit:

χ2 =
M∑

k=1

(
dk − d̂k

ςk

)2

( 5.3)

=
M∑

k=1

1

ς2
k

[dk − f(xk,m)]2. ( 5.4)

In the least squares method χ2 is minimized with respect to all the model pa-

rameters simultaneously by differentiating and setting to zero. When the forward

model response f is nonlinear it can be approximated by a Taylor series expansion

of f around an initial model guess m0:

d̂k = f(xk,m0 +4m) ≈ f(xk,mo) +
N∑

j=1

∂f(xk,m0)

∂mj

δmj ( 5.5)

where

4m = (δm1, δm2, ...., δmN) ( 5.6)

is a model parameter perturbation. This approximation for f is substituted into

Equation 5.4, which is then minimized with respect to all the model parameters
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to give:

β = 4mα ( 5.7)

where

βi =
∑(

1

ς2
k

[dk − f(xk,m0)]

)
∂f(xk,m0)

∂mi

( 5.8)

and

αji =
∑ 1

ς2
k

∂f(xk,m0)

∂mj

∂f(xk,m0)

∂mi

, ( 5.9)

often called the curvature matrix.

The partial derivative matrix Jk,j = ∂f(xk,m0)/∂mj is the Jacobian ma-

trix relating model perturbations to variations in the data around a model guess

m0. The Jacobian matrix in this application is evaluated by a central difference

method because we are unable to solve for it analytically.

The linearization described so far is efficient in a region close to a min-

imum in χ2 but often diverges far from the solution (Bevington and Robinson,

2003). To compensate for this behavior, Marquardt suggested that one increase

the diagonal terms of the curvature matrix by a factor of λ (Bevington and Robin-

son, 2003; Marquardt, 1963):

αji = αji(1 + λ) for j = i

αji = αji for j 6= i;

which for small λ reduces to the solution derived from the Taylor series expansion.

For large λ the diagonal terms dominate and the method reduces to a gradient

algorithm that chooses a path in the direction of maximum reduction in χ2 (the

method of steepest descent). The gradient algorithm is robust to nonlinearity but

is very inefficient in the parabolic region near the solution. The recipe adapted

from Bevington and Robinson (2003) is:
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1. compute χ2(m0)

2. start with λ small, say 0.00001

3. compute 4m and χ2(m0 +4m) for this λ

4. If χ2(m0 +4m) > χ2(m0) increase λ by 10, discard m0 +4m and go to 3

5. Else if χ2(m0 +4m) < χ2(m0), decrease λ by 10, keep m0 +4m as the

new model and go to 3.

The limitation on the Marquardt inversion is that it requires a reasonable starting

guess for m0. However, we found that if starting parameters based on our simpler

modeling are used the algorithm will generally provide a viable solution to the

navigation problem. The error associated with each of the model parameters can

be computed from the error matrix, ε, the inverse of the final value of the curvature

matrix, α:

ε = α−1 ( 5.10)

which is then scaled by the residual variance (final RMS misfit value, see Equation

5.14).

5.3.1 Marquardt Inversion for Navigational Parameters

A Marquardt inversion algorithm was written to invert for transmitter

and receiver navigational parameters (antenna dip, rotation, Tx, Ty; receiver Rx,

Ry, Rrot) based on short-range electric and magnetic field data recorded at seafloor

receivers. The program is written in Matlab and calls the external Fortran pro-

gram Dipole1D for the forward model and Jacobian calculation. The main calling

program TotalfieldNav.m requires a number of inputs:

1. Data input: data vector, dk, of real and imaginary components of Ex, Ey,

Ez, Bx, By for ranges < 1500 m, an error vector, ςk, associated with each of

these, and an index matrix, dpk, that indentifies the data type, site number,

transmitter index, and if it is a real or an imaginary component.
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2. Transmitter model input: the number of nodes (see below) and the pa-

rameters solved at each node: transmitter x, y, and antenna dip and rotation

(all optional) and the step size for the central differencing.

3. Receiver model input: the number of receivers and associated parameters

to be solved for: receiver x, y, rotation (all optional) with corresponding step

size for central differencing.

4. Half-space resistivity model input: An initial half-space resistivity esti-

mate.

5. x input: frequency, depth, altimeter height, and model parameters that are

held fixed rather than allowed to vary.

Items 2 to 4 above (but not the central difference step) are put into the initial model

vector m0. TotalfieldNav.m computes the first forward model with the current

input parameters using the Dipole1D Fortran code. To do this the 1D model is

initialized for the resistivity of the air, sea, and sediment; the transmitter positions,

rotation, and dip are linearly interpolated between nodes to makes the runfile

needed for the Fortran Dipole1D code, which is then called. After computation the

output from Dipole1D is read, the modeled electromagnetic responses d̂k relevant

for comparison with the field data are selected, and the residuals

residuals =

(
dk − d̂k

σk

)
( 5.11)

are computed. After the first forward model is computed, the Marquardt function

is called. The Jacobian matrix is constructed in a similar way by perturbing the

model parameters and the Marquardt algorithm is then used to update m0. This

is repeated until convergence, or until the specified maximum number of iterations

or maximum number of increases to λ are reached.

Transmitter model parameters are linearly interpolated between nodes.

The length of the model m in equation 5.1 can vary depending upon which model
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parameters are inverted and how many nodes are used to represent the transmitter

geometry. Several receiver positions must be fixed to prevent the coupled motion of

transmitter and receiver positions (i.e. drift of the entire coordinate system). The

model parameters can consist of transmitter x, y, rotation, and dip (Txn, Tyn,

Trotn, Tdipn, where n is the node number); receiver position x and y; receiver

rotation (Rxs, Rys, Rrots, where s is the site number); and a single half-space

seafloor resistivity (ρ). Thus m can be represented as:

m = (Tx1 ,Ty1 ,Trot1 ,Tdip1 , ...,Txn ,Tyn ,Trotn ,Tdipn ,Rxs ,Rys ,Rrots , ..., ρ)

( 5.12)

or:

m = (m1 ,m2 , ...,mN ) ( 5.13)

where N is the total number of model parameters.

The program run-time depends on how many model parameters are in-

verted and the number of nodes used. In general, convergence can be obtained

within 10 hours or less on an 3 GHz Intel Macintosh using 10-15 iterations.

5.4 Application to Hydrate Ridge

The application of the Marquardt Navigation inversion program to the

Hydrate Ridge data required the assumption of a constant seawater depth of

1000 m. The Hydrate Ridge tow 1 comprises 253 transmitter positions (about

a 70 m spacing). However, as previously mentioned, the transmitter positions are

parameterized by discrete nodes, and transmitter geometries linearly interpolated

between nodes to force a smooth transmitter path and reduce computation time.

Two different node cases are considered: an 18 node (every 14th transmitter posi-

tion) and an 8 node (every 35th transmitter position) parameterization.
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The step sizes used in the central difference calculation are 10 m for po-

sitions in x and y; 1◦ for transmitter dip and rotation and receiver rotation; and

0.1 Ωm for resistivity. The x consists of the frequency (5 Hz), depth (1000 m),

transmitter altitude (from altimeter recordings collected during the experiment),

and fixed model parameters not included in m.

The data, d, used are the real and imaginary components of the electric

and magnetic fields at ranges <1500 m, giving a total of 4876 data points. Real and

imaginary components of the data are used to remove the difficulty in unwrapping

phases, which can result in residuals offset by factors of 360◦. However, the use of

real and imaginary components of the fields required the construction of a way to

deal with saturated amplitudes. When amplitudes are saturated a fake amplitude

of 1 is used to compute the real and imaginary components from phase data.

Typically, the noise floor (detection threshold) is 10−15V/Am2 for electric

fields and 10−17T/Am for magnetic fields and is representative of the background

magnetotelluric signal and the noise in the receiving equipment. Above the de-

tection threshold noise can be considered more or less proportional to the signal

strength and associated with random errors in transmitter and/or receiver geom-

etry (Flosadóttir and Constable, 1996). Systematic errors may also occur, for

example, in the absolute phase of the transmitter. Other sources of error above

the detection threshold that cause data scatter may be near-surface geologic and

topographic features that the conductivity model may be unable to describe in

detail (‘geologic noise’) (Cox et al., 1986; Evans et al., 1994). Data used in our

Marquardt inversion are from short ranges where the data are above the instru-

ment noise floor, and so a 10% error in amplitude is assigned to account for the

random and geologic noise and is applied to the real and imaginary components

equally. The errors for the real and imaginary components of the saturated data

are also taken to be 10% of the amplitude.
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Figure 5.9: RMS misfit for Marquardt inversions solving only for half-space
resistivity using three different types of data available for each site: only magnetic
or only vertical electric field data shown in blue (odd numbered sites are vertical
electric fields, even numbered sites are magnetic field sites), only the horizontal
electric field data (yellow); and all of the data available at each site (dark red).

The TotalfieldNav.m program was initially tested by using different

combinations of single site data to solve for just seafloor resistivity at each site.

All available data, only the horizontal electric fields, and either only the verti-

cal electric fields or only horizontal magnetic fields (depending how the site was

configured) were inverted. The RMS misfit is given by:

RMS =

√
χ2

M
( 5.14)

where M is the total number of data. Figure 5.9 shows the RMS misfit for each of

these cases. These values are much larger than 1.0 (the expected value) because

no navigational parameters for the transmitter or receiver have been included in

these inversions.

The different data types generally provide similar estimates for resistivity

except for specific cases of using vertical electric field data (Figure 5.10). In general

the resistivity varies in a pattern similar to the first apparent resistivity results
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(Weitemeyer et al., 2006c), where the west is more resistive than the east and site

6 has an anomalously lower resistivity.
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Figure 5.10: A resistivity inversion by site using different data types. Vertical
electric field data (solid black line) and all data (dashed line) produce larger ap-
parent resistivities than the horizontal only (green line) and magnetic field (blue)
only inversions.

The resistivities produced from the different inversions vary especially

between sites 10 to 16. The Ez component gives larger half-space resistivity values

than using only the horizontal electric field data. The magnetic field data give

lower or similar resistivities compared to horizontal electric field data. The influ-

ence of the vertical electric fields on the resistivity when using all components of

the electric fields is to increase the estimates of seafloor resistivity. This maybe

because the dip of the antenna affects Ez the most.

The average of the inverted resistivities was used to estimate a starting

value of 1.5 Ωm for a single half-space apparent seafloor resistivity. When solving

for transmitter and receiver parameters, model complexity was increased incre-

mentally to see how important each of the parameters were. Figure 5.11 is a bar

graph for various inversion runs for both the 8 node and 18 node cases. Allow-

ing the Marquardt inversion program to solve for transmitter rotation and dip or

transmitter rotation and receiver position instead of just solving for transmitter

rotation lowered the RMS misfit from 7.6 to about 4 (Figure 5.11). Including
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either the transmitter x, y positions or receiver x, y positions dropped the misfit

further to about 3. Adding additional degrees of freedom did not significantly

improve the RMS misfit further. Fixing a number of the receiver sites in x and y

became necessary to decouple transmitter and receiver motion in x-y space. The

addition of a rotation to the receiver parameters offered no significant improve-

ment to the misfit, suggesting that the rotations are reasonable as estimated from

the 2D modeling discussed in Chapter 4. The 18 node case gave only a slightly

better RMS misfit and the models for transmitter position, rotation, and dip have

oscillatory behavior, suggesting the inversion is fitting noise at this point.

Figures 5.12 and 5.13 are plots of the model parameters computed for the

inversions shown in Figure 5.11. A general pattern common to all models emerges
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for the rotation and dip of the transmitter for both nodal cases. Notice that when

solving for the transmitter and all receiver positions simultaneously, the transmit-

ter and receiver positions begin to move jointly. It is also clear that the 18 node

case gives a irregular model for the transmitter parameters as compared to the 8

node case, often giving unreasonable transmitter dips and rotations. Most of the

models diverge from one another at the first and final nodes. The 8 node models

were preferred over the 18 node models as they are smoother.
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5.4.1 The Preferred Model

The preferred model is shown in Figure 5.14 and consists of the 8 node

transmitter rotation, dip, and position, and with 3 out of 25 receiver positions

fixed. The inversion ran to 16 iterations and exited with a converged RMS of 2.79

(given the 10% data noise estimate).
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Figure 5.14: The preferred model solves for transmitter x, y, and receiver x,
y (top), transmitter rotation (second panel), transmitter dip (third panel), with
fixed receiver positions at site 2, 10, 23. This model resulted in an RMS misfit of
2.79. Black is the original starting model, magenta is the final model. Magenta
stars are the node locations.

The normalized residuals (Figure 5.15) for the preferred model are scat-

tered about 0, most between ±5 (M = 4876 real and imaginary data points and

the length of m is N = 77) and the tails (i.e. large residuals) are clustered around

given components on given instruments (e.g. Esatx, Esaty site 6). A normalized

histogram of the residuals are shown in Figure 5.16 along with the best-fitting

Gaussian probability density function.

The standard error associated with each model parameter is the square

root of the diagonal terms of ε (Equation 5.10) scaled by the residual variance

(i.e. multiplied by the final RMS value of 2.79). The errors are given in Table
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Figure 5.15: Normalized residuals for the final, 16th, iteration versus data point.
The error floor is 10%.
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Figure 5.16: A normalized probability density function for the residuals and the
best fitting Gaussian of the final iteration for the preferred model.

5.1 for the transmitter parameters and Table 5.2 lists the error for the receiver

model parameters. The error of the final half-space seafloor resistivity (1.361 Ωm)

is 0.008 Ωm, but since seafloor resistivity may vary along the profile, this must be

interpreted as an error in the average resistivity.

data number
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Table 5.2: Final receiver positions (x,y) and associated standard error.

Site Easting Y ςY Northing X ςX
# UTM (meters) UTM (meters)
s1 325583.8 -7061.0 5.6 4939381.3 277.0 5.9
s3 326621.1 -6023.7 4.1 4939369.4 265.1 6.6
s4 327114.9 -5529.9 1.9 4939261.6 157.3 7.6
s5 327736.4 -4908.4 1.2 4939249.4 145.1 7.9
s6 328403.6 -4241.2 5.0 4939318.4 214.1 6.6
s7 328995.4 -3649.4 9.2 4939179.9 75.6 5.8
s8 329783.4 -2861.4 2.5 4939238.6 134.3 7.0
s9 330305.9 -2338.9 2.9 4939237.7 133.4 6.4
s11 331456.7 -1188.1 7.1 4939179.7 75.4 6.0
s12 332038.7 -606.1 8.6 4939159.9 55.6 6.6
s13 332623.4 -21.4 7.8 4939162.2 57.9 6.7
s14 333120.6 475.8 6.7 4939123.1 18.8 7.0
s15 333789.0 1144.2 7.1 4939169.3 65.0 6.9
s16 334436.9 1792.1 6.5 4939114.2 9.9 7.3
s17 334980.7 2335.9 5.6 4939192.0 87.7 6.8
s18 335580.6 2935.8 4.7 4939180.1 75.8 7.8
s19 336199.2 3554.4 2.7 4939048.5 -55.8 7.9
s20 336809.5 4164.7 3.3 4939034.4 -69.9 7.2
s21 337382.9 4738.1 5.5 4938938.8 -165.5 5.7
s22 338069.1 5424.3 3.6 4938892.1 -212.2 4.9
s24 339287.4 6642.6 4.6 4938882.1 -222.2 7.7
s25 339966.3 7321.5 1.9 4938971.2 -133.1 9.3
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Figures 5.17 to 5.26 show the data and preferred model responses for the

Ex, Esatx, Ey, Esaty, Ez, Esatz, Bx, Bsatx, By, and Bsaty components (sat refers

to saturated amplitudes of electric or magnetic field data). Each plot consists of

five panels: the first two panels are log10 plots of the absolute value of the real

and imaginary components, and the third and fourth panels are plots of amplitude

and phase. The final panel shows the residual for real (filled circle) and imaginary

(unfilled circle) components at each site. The data from each of the sites are color

coded and labeled consistently for all plots.

Looking at the cross-line Ex component in Figure 5.17 and Figure 5.18,

the normalized residuals are below ±10 for data from 750 m range to 1500 m range.

The effect of seafloor resistivity is obvious in site 6, previously modeled as hav-

ing low seafloor resistivity, as this site has the largest residuals. The normalized

residuals for Esatx are within ±20 and the data represented here are from short

ranges <750 m largely influenced by the geometry of the transmitter, especially

the transmitter rotation and dip. The position of the transmitter in x and y de-

termines on which side of the receiver the transmitter is estimated to be, based

on the jumps in phase. Phase jumps of 180◦ are present in most cases. However,

when the transmitter is purely in-line with the receiver, the Ex phase gets very

small (site 20). There are also cases where the transmitter crosses the y-axis of the

receiver several times and multiple 180◦ phase jumps occur (sites 4, 6, 8, 16, 19, 25).

The in-line Ey component (Figure 5.19) has larger normalized residuals

than the Ex (cross-line) components discussed above. Specifically, site 6 and site

3 have larger normalized residuals which are probably due to the a different local

seafloor resistivity at these sites. The Esaty (Figure 5.20) has similar normalized

residuals to the Esatx – within ±20. The phase of the model response in the

saturated cases shows very good agreement with the data, supporting our decision

to include it by means of an artificial amplitude.
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The vertical electric field data Ez are shown in Figure 5.21 and saturated

vertical electric field data Esatz are shown in Figure 5.22. The amplitude data that

are not saturated exhibit antisymetric cusps, indicative of a dipping transmitter.

The 180◦ phase jumps appear to be well modeled and the normalized residuals in

these two data sets are below ±10.

The cross-line Bx, Bsatx, and in-line By, Bsaty magnetic field data are

well modeled with normalized residuals below ±20. Not all magnetic field sites

saturate and this is reflected by the sparsity of data in Figure 5.24 and Figure

5.26. Most of the characteristic cusps in the data are well represented in the Bx

plots (Figure 5.23). The cross-line component By (Figure 5.25) is also well fit and

when the transmitter crosses the y axis of the receiver there are jumps of 180◦ in

phase, which happens at the same sites observed for the cross line Ex component

(sites 4, 6, 20).
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5.5 Conclusions

Our case study using CSEM data collected at Hydrate Ridge demon-

strated that a Marquardt inversion of short range electric and magnetic field CSEM

data can be used to estimate the transmitter and receiver geometry. Because mul-

tiple receivers observe a single transmitter the solution is well constrained. The

model requires at least four free parameters to achieve good fits to the data: trans-

mitter rotation, dip, and x and y positions. In our case a model which found the

transmitter x, y, dip, rotation; and 22 out of 25 receiver (x, y) positions, gave an

RMS misfit of about 2.79, with a 10% error associated with each data point. We

deem this a reasonable misfit and the model of the transmitter is smooth, with

reasonable values for the rotation and dip of the transmitter antenna. While this

method is useful to improve navigation in CSEM surveys it also demonstrates the

sensitivity of each of the EM components to the geometry of the transmitter, es-

pecially at ranges shorter than 750 m.

Improvements to the algorithm can be made to take into account 2D

bathymetry by utilizing a 2.5D forward modeling code. This would also provide the

ability to solve for resistivity across the profile. The data currently must be given

in an absolute orientation for x, y and z components of the electric and magnetic

fields. An inversion program that accepts unrotated data (i.e. in their individual

channels) would eliminate cross contamination of noise from one channel to the

other when the data are rotated into an absolute reference frame. The inclusion of

higher frequencies would further improve the position of transmitters and receivers.

However, geologic noise may have more influence on these data, as the instrument

noise floor is reached at the 1.5 km range. To make better interpretations using

the Ez data, receiver tilts might have to be included. A linearized error analysis

(Tables 5.1 and 5.2) suggests the receiver positions and the transmitter positions

are recovered to within about 5 m, and transmitter orientation to 1–2◦.



6

2.5D Model Construction and
Validation

6.1 Introduction

The next two chapters deal with forward and inverse modeling of the data

using 2.5D finite element (FE) and 2.5D finite difference (FD) codes. Two-and-a-

half-dimensional (2.5D) forward modeling refers to a 2D earth model excited by a

3D source, eliminating the need to discretize the model along one axis and thus

reducing computational costs (Hohmann, 1987; Unsworth et al., 1993). The FD

and the FE methods are the two most commonly applied techniques for forward

modeling of CSEM data (Li and Key, 2007; Unsworth et al., 1993; Kong et al.,

2008; Mitsuhata, 2000; Pridmore et al., 1981; Abubakar et al., 2006; Coggon, 1971;

Newman and Alumbaugh, 1995). We used an in-house adaptive finite element 2.5D

CSEM forward code called MARE2DCSEM – modeling with adaptively refined el-

ements 2D marine CSEM – by Li and Key (2007) to determine the bathymetric

effects on the CSEM data. Inversion of our data was carried out with a 2.5D finite

difference forward and inverse code, called 2.5D Pixel Inversion, (Abubakar et al.,

2007; Gao, 2007; Abubakar et al., 2008) through the cooperation of an industry

partner, David Alumbaugh of EMI Schlumberger. The finite element responses

were used as a benchmark to determine the grid size for the finite difference inver-

sion. In Chapter 7 the finite difference inversion and results are discussed.
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Forward modeling of geophysical data is an important step to under-

stand the influence of certain physical quantities (resistivity, thickness, geometry,

bathymetry) on the data. The profile of CSEM data collected at Hydrate Ridge

lends itself easily to 2D modeling because the line was acquired normal to the

dominant bathymetry. Information from seismic line 230 (Figure 4.10 in Chapter

4) provides evidence of lateral geologic changes, which also shows that 1D model-

ing is not adequate and 2D modeling at least is required to gain insight into the

geologic properties represented in the Hydrate Ridge CSEM data.

The effect of topography on electromagnetic measurements has been ex-

amined in Fox et al. (1980) and Jiracek (1990), with specific attention to the marine

CSEM problem by Li and Constable (2007). Bathymetric effects result from the

conductivity contrast between seawater and the seafloor, the magnitude of the

effect being dependent on transmission frequency, seabed conductivity, seawater

depth, transmitter-receiver geometry, and the roughness of seafloor topography

(Li and Constable, 2007). Bathymetric effects can have a significant impact on

data interpretation when the predicted response from the geologic target is small

(as for hydrates) (Li and Constable, 2007). However, finite difference techniques

are limited to a stair step representation of bathymetry and accurate results re-

quire many small stair steps, which increases the computational time and memory

needed to solve these large grids. Unstructured triangular finite element codes are

more attractive and flexible for simulating bathymetric effects because the method

allows for precise representation of bathymetry using a grid that can conform to

any arbitrary surface (Li and Constable, 2007).

6.2 FD and FE Numerical Modeling

Numerical methods are necessary when no analytic solution exists or is

not practical, which is typically the case for geophysical problems dealing with the
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physical propogation of electromagnetic fields in heterogeneous media. The main

concern in numerical modeling is casting the governing equations, boundary con-

ditions, and initial conditions into a numerical equivalent or approximate format

(Sadiku, 2001). The FD technique is a far more tractable and simpler technique

to implement than the FE technique. However, the intricacy in programming the

FE technique is compensated by its versatility for handling problems involving

complex geometries such as bathymetry and inhomogeneities (Sadiku, 2001) by

refining the number of elements around complex features without significantly af-

fecting the entire model space. In the FD method any local refinement propagates

throughout the mesh.

The FD and FE methods differ considerably in their mathematical con-

structs, but the aim is to solve the same physical problem. In general the FD

technique requires a three step process as outlined in Sadiku (2001):

1. Divide the solution region into a grid of nodes.

2. Approximate the differential equations using finite differences by relating the

value of a dependent variable at a point in the solution region to values at

some neighboring points.

3. Solve the difference equations subject to the prescribed boundary conditions

and/or initial conditions.

Four basic steps are outlined for the FE technique (Sadiku, 2001):

1. Discretize the solution region into a finite number of subregions or elements

of the same type.

2. Derive governing equations for a typical element.

3. Assemble all elements in the solution region.

4. Solve the system of equations obtained.
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In numerical solutions to physical problems there are three sources of

error that are unavoidable: modeling errors, truncation (or discretization) errors,

and roundoff errors (Sadiku, 2001). For example, a derivative expressed in terms

of a discrete set of points (FD approximation) may be approximated by a Taylor

series expansion that is usually truncated, imposing an error present in all FD

solutions (Sadiku, 2001).

The SIO-FE and EMI-FD techniques both assume a 2D marine conduc-

tivity model that does not vary in the cross-line direction. The governing equations

for the electric E and magnetic B fields are from Chapter 2, Equations 2.12 and

2.13. The 3D electromagnetic fields are Fourier transformed in the invariant resis-

tivity direction in both modeling schemes to reduce the modeling problem to 2D

(Hohmann, 1987), putting the governing equations into the wavenumber domain.

The source current, Js, distribution is singular at the location of the source and

is consequently difficult to simulate numerically (Nabighian, 1996). The SIO-FE

code eliminates the source term from the FE approximation by utilizing the princi-

ple of superposition and expressing the electric and magnetic fields as primary and

secondary/scattered fields. The EMI-FD code uses the total electric and magnetic

fields. From this starting point the next two sections discuss the construction of

the SIO-FE and EMI-FD modeling codes.

Figure 6.1A shows the bathymetric profile for CSEM tow 1 with 25 re-

ceivers spanning the 16 km line. Note that the EMI-FD code uses electrical con-

ductivity as an input rather than resistivity (used in the SIO-FE code). The FE

and FD grids discretize the bathymetric profile differently as shown in Figure 6.1B

and C. The finite element mesh is able to provide a more accurate model of the

bathymetry.

The FD grid has a discretization of 12.5 m in the vertical by 50 m in
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the horizontal direction around the bathymetric features and 25 m to 50 m in the

vertical direction by 50 m horizontally outside. There are 331 nodes horizontally

and 80 nodes vertically for the entire model space. If the bathymetry cuts across a

grid cell the program will automatically average the conductivities. The SIO finite

element grid adaptively refines around receivers and transmitters, as is evident in

the figure.
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6.3 SIO Finite Element Code

The SIO finite element 2.5D forward modeling code, Modeling with Adap-

tively Refined Elements (MARE2DCSEM), is written in Fortan90 (Li and Key,

2007). A summary is presented here of the mathematical construction. The code

eliminates the singularity of the source term by dealing with primary fields (Ep and

Bp) and secondary fields (Es and Bs) separately and using the principle of super-

position. The primary fields Ep, Hp are induced by a horizontal electric dipole in a

1D layered structure with primary conductivity σp(z), and the secondary fields Es,

Hs are caused by inhomogeneities with anomalous conductivity σs = σ − σp(z).

Thus, the secondary fields satisfy the following:

∇× Es = iωµoH
s ( 6.1)

∇×Hs − σEs = σsE
p. ( 6.2)

The Equations 6.1 and 6.2 are converted from 3D differential equations

into 2D equations by Fourier transformation with respect to x, the invariant resis-

tivity direction, resulting in six partial differential equations:

∂Ês
z

∂y
−

∂Ês
y

∂z
= iωµoĤ

s
x ( 6.3)

∂Ês
x

∂z
− ikxÊ

s
z = iωµoĤ

s
y ( 6.4)

ikxÊ
s
y −

∂Ês
x

∂y
= iωµoĤ

s
z ( 6.5)

∂Ĥs
z

∂y
−

∂Ĥs
y

∂z
− σÊs

x = σsÊ
p
x ( 6.6)

∂Ĥs
x

∂z
− ikxĤ

s
z − σÊs

y = σsÊ
p
y ( 6.7)

ikxĤ
s
y −

∂Ĥs
x

∂y
− σÊs

Z = σsÊ
p
z ( 6.8)

where kx is the wavenumber along the strike direction. The ˆ denotes the quantity

in the wavenumber domain (kx, y, z). Once the parallel to strike components Ês
x
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and Ĥs
x are found the remaining components Ês

y, Ês
z , Ĥs

y and Ĥs
z are derived from

the spatial derivatives of Ês
x and Ĥs

x and the primary fields. Equations 6.3 to 6.8

can be combined to yield two coupled first order partial differential equations for

Ês
x and Ĥs

x:

∇ · ( σ

γ2
∇Ês

x)− σÊs
x −

∂

∂y
(
ikx

γ2

∂Ĥs
x

∂z
) +

∂

∂z
(
ikx

γ2

∂Ĥs
x

∂y
)

= − ∂

∂y
(
ikxσs

γ2
Êp

y)−
∂

∂z
(
ikxσs

γ2
Êp

z ) + σsÊ
p
x ( 6.9)

∇ · (iωµ0

γ2
∇Ĥs

x)− iωµ0Ĥ
s
x −

∂

∂y
(
ikx

γ2

∂Ês
x

∂z
) +

∂

∂z
(
ikx

γ2

∂Ês
x

∂y
)

= − ∂

∂y
(
iωµ0σs

γ2
Êp

z ) +
∂

∂z
(
iωµ0σs

γ2
Êp

y) ( 6.10)

where γ2 = k2
x − iωµ0σ. These equations are solved simultaneously for Ês

x and

Ĥs
x and are cast into the finite element approximation by the method of weighted

residuals (e.g. Zienkiewicz, 1977). A homogeneous Dirichlet boundary condition

applies to the outer boundary of the model. The tangental components of the

electric and magnetic field are continuous on the inter-element boundaries. A

Galerkin variational method is used to select the weighting functions: Equation 6.9

is multiplied by an arbitrary variation of the transformed electric field and Equation

6.10 is multiplied by an arbitrary variation of the transformed magnetic field.

The equations are integrated over the model area and modified by the divergence

theorem and Greens’s theorem. The model area is subdivided into triangular

elements with nodal vertices and the homogeneous Dirichlet boundary condition

is applied. Within each triangular element the transformed secondary fields are

approximated as linear functions of y and z by interpolation of the three nodal

values. The area integrals over each element are evaluated analytically, by summing

up the integrals over all the elements and assembling the 6 by 6 element matrices

(results from two coupled 3 by 3 systems) into a global system matrix to obtain a
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linear equation system:

Ku = p ( 6.11)

where u is a column vector of the unknown transformed secondary fields whose

size is twice the number of vertices in the model area, and p is the known vec-

tor consisting of the primary fields and arbitrary variation of the transformed

fields. When the parallel to strike components of the secondary fields are found in

wavenumber domain an inverse Fourier transform gives the fields in the spatial do-

main, and these are added to primary fields to give the total electromagnetic fields.

A Delaunay refinement algorithm is used for triangular mesh generation

(Shewchuk, 2002), and an iterative refinement of the FE grid from a coarse starting

grid to progressively more detailed grids is carried out until the desired solution

accuracy is obtained (Li and Key, 2007). There is a bias of refinement toward

elements that affect the solution at the EM receiver and transmitters locations,

and complex geometry, which enables the computation of asymptotically exact

solutions to the 2.5D partial differential equations (Li and Key, 2007). The error

in the FE solution scales with element size (Li and Key, 2007).

6.4 EMI Finite Difference Code

A summary of the EMI finite differences forward modeling code is pre-

sented here and is taken from Abubakar et al. (2007) and Gao (2007). The finite

difference method solves the total electromagnetic field by substituting H from

Equation 2.12 (Chapter 2) into Equation 2.13 (Chapter 2) to obtain:

∇×∇× E− (iωµ0σ) · E = iωµJs. ( 6.12)

The electromagnetic fields vanish at infinity making this an unbounded problem.

However, for computational purposes a bounded domain of interest D = {(x, y, z) :

xmin < x < xmax, ymin < y < ymax, zmin < z < zmax} is assumed. On the outer



108

bounds the tangential component of the electric field is constrained by:

E× n = 0 ( 6.13)

where n is a unit normal vector. The Equations 6.12 and 6.13 are discretized

using the Yee staggered grid formulation (Yee, 1966) with the electric fields lo-

cated along the edges of discretization cells and the magnetic fields at the center

of the discretization cell faces as shown in Figure 6.2. Equation 6.12 is also Fourier

transformed in the invarient conductivity (reciprical resisitivity) direction (here

it is the y direction). The domain is discretized with a uniform cartesian grid

and the boundaries are extended away from the uniform grid in the x and z di-

rections with as few cells as possible using an optimal grid technique. With the

Yee discretatization scheme the finite difference approximation to Equation 6.12

is obtained:

F̂(σ, ω)· Ê = ŝ ( 6.14)

where F̂ is the stiffness matrix, Ê is the vector of discretized electric field values,

and ŝ is the source vector all in the wavenumber domain (designated by the ˆ ).

Note that:

F̂(σ, ω)· Ê = ∇̂ × ∇̂ × Ê− (iωµ0σ) · Ê ( 6.15)

where ∇̂ = (∂x, ky, ∂z), and

ŝ = iωµ0Ĵs. ( 6.16)

The forward code has an LU decomposition solver that requires only

one call to calculate the data misfit and the Jacobian matrix. Forward modeling

computes the solution for all source receiver configurations simultaneously by a

multi-frontal LU decomposition algorithm (Davis and Duff, 1997), which is a cost

equivalent to computing a single source for each frequency. It is a non-iterative

solver made possible by employing an optimal grid technique to limit the number

of unknowns in the forward problem. This affords accurate solutions as round-off

errors and ‘spurious modes’ associated with the use of iterative matrix inversion
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Figure 6.2: Positions of the field components in a unit cell of the Yee’s lattice
applicable to the EMI finite difference forward modeling program. Electric and
magnetic fields in a cell (i,j,k) are staggered whereby magnetic fields are calculated
on faces of the cell and electric fields are computed on the edges. A cell will have
a conductivity σ(i,j,k) assigned to it (modified from Sadiku (2001)).

techniques are avoided. The total run time is dependent on the number of frequen-

cies to be simulated. After solving the stiffness matrix in Equation 6.14 the electric

and magnetic field vectors at the finite difference nodes can be obtained from the

inverse Fourier transformation, and H is found from Equation 2.12 (Chapter 2).

The use of the Yee staggered grid requires that fields be located at a priori

defined locations which may not necessarily correspond to the exact source and

receiver positions. A simple interpolation is performed from the source point to

the staggered grid field locations to provide for the source vector, and a reverse

process is used for the receivers. Some components of the electric and magnetic

fields are discontinous at the seafloor and so an extrapolation process is used to

obtain the fields at receiver positions from nodes above the seafloor.
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6.5 2.5D Bathymetric Model of Hydrate Ridge

At the time of initial forward modeling the transmitter and receiver po-

sitions were still poorly constrained, so a single bathymetric profile was extracted

from the bathymetry data collected by Clague et al. (2001) that roughly followed

the tow path. The geometry was assumed to be purely in-line (radial) and the

transmitter dip was assumed to be zero because the initial version of the SIO-FE

code (released 2007) was not capable of modeling an arbitrarily oriented trans-

mitter. A general comparison of the CSEM tow 1 bathymetry profile was made

between the SIO-FE and EMI-FD forward modeling codes to examine the relative

accuracies. A number of bathymetric half-spaces resistivities (0.5, 1, 2, 3, and 5

Ωm) were used to construct a finite difference grid that will adequately model the

bathymetry and be useable for inversion of the Hydrate Ridge data set.

The SIO finite element forward modeling code requires creation of a

model domain and boundary condition far away from the bathymetric effects.

The bathymetry profile is about 25 km in length, and on either end of the profile

an assumed constant depth is extended out to the boundary. The distance to the

boundary was ±20 km (about 89 skin depths away at 5 Hz, assuming a 1 Ωm

seafloor), making the entire model space 80 km by 80 km (y × z). A total of 282

transmitter positions and 25 receivers were modeled. Forty-three wavenumbers

were used, logarithmically spaced from 0.0000001 to 0.9. A single frequency of

5 Hz was used and the primary fields were computed assuming a seawater resistiv-

ity of 0.3 Ωm. The air layer is included and assigned an extremely large resistivity

of about 108 Ωm. The actual transmitter altitude was used for the height of the

transmitter above the bathymetry profile. With the large number of transmitters

the problem was split up by sending approximately 40 transmitters to each com-

puter on a 30 node cluster of Power Mac G5 Dual 2.7GHz CPUs, allowing the

problem to be solved more quickly. It took approximately 8 hours to solve for the
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forty transmitter positions. For transmitters located near complex bathymetry,

grid refinement increases considerably and computation time increases to about 16

hours. The solutions converged in about 16-24 grid refinements per transmitter.

In some cases the solutions in some parts of the model appeared to be corrupted

with numerical errors. For these places the models were re-run with a forced grid
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refinement condition. The number of nodes and elements in total varied, but for

one typical case came out to about 11594 nodes and 23154 elements.

Since the EMI code utilizes an optimum grid technique one only needs

to consider the single 16 km bathymetry profile; the boundary conditions are au-

tomatically taken care of. The Schlumberger Geotool software program was used

to generate the mesh and model space. Where the bathymetry crossed a grid cell

an average conductivity was assigned to that cell to take into account the sea-

water and the seafloor conductivity. To increase the speed of computation on a

single computer only every second transmitter position was modeled, reducing the

problem to about 137 transmitter positions. A result was obtained within a few

hours. The selection of a grid was determined by computing the skin depth. For

an accurate solution the spatial increment δx and δz must be small compared to

the wavelength. In places where a poor comparison with the SIO-FE grid was

obtained, a modification of the grid, by increasing the grid size or modifying the

conductivities, improved the solutions, especially where the bathymetry changed

more severly.

6.5.1 Comparison of FE and FD Models

A comparison of the FE and FD forward modeling is shown in Figures

6.4 and 6.5 at two different sites (site 4 and site 17) showing agreement (Figure

6.4) and disagreement (Figure 6.5) between the results. Site 4 is on relatively flat

bathymetry whereas site 17 is on a steeper slope, where we observe the limitations

of the finite difference grid compared to the finite element grid. All components of

the in-line (radial) electromagnetic field are plotted as amplitude, phase, and an

amplitude ratio of the EMI-FD to SIO-FE versus distance along profile. At the

bottom of Figures 6.4 and Figures 6.5 is the bathymetric profile, with the trans-

mitter tow and receiver positions in the region surrounding the respective sites

(±3000 m). The first example (Figure 6.4) has very similar model results for the
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two approaches with the largest difference occuring at the closest approach of the

the transmitter to the receiver site 4. This is expected because the finite difference

grid is limited to interpolation of the electromagnetic fields across a grid size of

12.5 m by 50 m, whereas the finite element code will refine the grid to get as ac-

curate a solution as possible. Furthermore, the finite element code has computed

the scattered field rather then the total field and so there are no inaccuracies in

the representation of the transmitter. The finite difference code cannot properly

model the rapid changes near the source without using a much finer grid, whereas

the scattered field solution can model these changes as long as there are not any

scatterers immediately adjacent to the source.

There are also bathymetric effects in the responses captured by both the

finite element and finite difference codes at 7800 m, where the transmitter first

attains the target height of 100 m. Notice the magnetic field has the smallest

difference compared to the in-line electric field, and vertical electric field has the

largest difference compared to the in-line electric and magnetic fields. In the finite

difference modeling three different types of grids where used: (a) 100 m in the

horizontal by 12.5 m in the vertical, (b) 50 m horizontal by 12.5 m vertical and

(c) 50 m horizontal by 25 m vertical. It was quickly determined that the 50 m

by 12.5 m gave the better solution with most improvement in the vertical electric

field computation. The 50 m by 25 m grid tended to underestimate the fields. Any

differences that do occur between the FD and FE codes are amplified by a higher

seafloor resistivity; observe the 5 Ωm and 1 Ωm differences.

The improvements with mesh refinement are most noticeable for site 17

(Figure 6.5) (distance ≈2500 m), located on a slope deepening to the east. The

horizontal electric fields are underestimated on the upward side (≤2500 m) and

are overestimated on the downslope side (≥2500 m) in the 100 m by 12.5 m grids,

but for both the 50 m by 12.5 m and 50 m by 25 m grids the ratio of EMI:SIO
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is ≈1. The vertical electric field component has the largest errors from a poor

representation of bathymetry, and is vastly improved by making the grid finer.

The small effect in the magnetic field is probably due to the fact that the magnetic

field is perpendicular to the bathymetric profile and less susceptible to galvanic

effects associated with conductivity contrasts along the profile.
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6.6 Conclusion

A comparison of a finite element and finite difference code allowed the

construction of an accurate finite difference grid for use in a 2D inversion of the

data set (next chapter). The finite element code was used as a benchmark for the

finite difference grid, since the finite element code is more accurate in modeling

bathymetry, compared to the limitation of stair-step representation of bathymetry

offered by the finite difference grid. The comparison shows that in-line magnetic

fields are less affected by choosing either a finite element or finite difference grid.

However the in-line horizontal electric fields are dependent on an adequate repre-

sentation of bathymetry. The grid which gave a reasonable comparison between

the finite element and finite difference was the 50 m by 12.5 m discretization for

the seafloor bathymetry. The vertical electric fields were affected the most by a

poor representation of sloping bathymetry, and while improvements were made by

using the 50 m by 12.5 m grid, there are still large differences ≈2 (which is approx-

imately the order of signal expected from hydrate). To keep the problem smaller

the vertical electric and magnetic fields were left out of any inversions discussed

in the following chapter because further FD grid refinement would be needed to

include the vertical electric fields and more computation time would be required

for the magnetic fields, which are also unlikely to have a significant hydrate signal.
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Inversion of Hydrate Ridge Data

A proprietary, 2.5D controlled source electromagnetic inversion program

was made available to us by EMI Schlumberger and applied to the fundamental fre-

quency (5 Hz) for tow 1 of the CSEM data collected at Hydrate Ridge. The results

are compared to the initial pseudosection and MT results, Ocean Drilling Program

Leg 204 well logs, and seismic line 230 to gain a more complete understanding both

of CSEM technology and the Hydrate Ridge geology.

7.1 General Theory

A brief introduction to the proprietary 2.5D “DeepEM” inversion code

is presented based on information provided from Abubakar et al. (2007, 2006,

2008). The code uses an iterative linearized approach to solve the non-linear

inverse problem (Farquharson and Oldenburg, 1998). The 2.5D DeepEM inversion

seeks to minimize the difference between the measured field data and the predicted

response generated by the forward simulator, subject to constraints that stabilize

the inversion (Abubakar et al., 2006). The multiplicative cost function, Φn, is

minimized by the inversion at the nth iteration:

Φn(m) = φd(m)× φm
n (m), ( 7.1)

where the first term is the data misfit φd and the second term φm
n is a measure

of the variation of the model parameters and serves to regularize (or stabilize)

118
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the inversion (Abubakar et al., 2007). The m is the vector of model parame-

ters to be solved, in this case electrical conductivity, σ, at each node. Specifically,

m=m(xp, zp) = σ(xp, zp)/σo, where (xp, zp) denotes the center of the 2D discretiza-

tion cell and σo is the spatial average of the initial model conductivity (Abubakar

et al., 2007).

The data misfit, φd is the weighted difference between the measured data,

dobs
i,j , and predicted forward model response, Si,j(m) (i indexes source position, j

indexes receiver position):

φd(m) =
ΣI

i=1Σ
J
j=1|Wd;i,j[d

obs
i,j − Si,j(m)]|2

ΣI
i=1Σ

J
j=1|Wd;i,jdobs

i,j |2
. ( 7.2)

Here Wd;i,j is the data weighting made up of the estimates of the standard devia-

tions of the noise (Abubakar et al., 2007).

The regularization function φm
n is a measure of the variation of the model

from a known reference model, mref :

φm
n (m) =

∫
D

b2
n(x, z){|∇t[m(x, z)−mref (x, z)]|2 + δ2

n} ( 7.3)

where ∇t is the spatial differentiation in x and z, the weight bn(x, z) is the L2

norm regularizer, and the δ2
n is a constant that ensures a non-zero condition for the

regularization function. The weight bn(x, z) may be given as a L2 norm regularizer

or as a weighted L2 norm regularizer, which are quadratic functions with a well-

defined gradient solved with a Gauss-Newton minimization approach (Abubakar

et al., 2007). Equation 7.1 may be approximated as:

Hn · pn = −gn ( 7.4)

where H is the Hessian matrix (a square matrix of second order partial derivatives

of a function), pn is the search vector along which the quadratic cost function is

minimized, and gn is the gradient of the cost function. The Hessian matrix is
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approximated by neglecting the second order derivative of the cost function and

the non-symmetric terms (Abubakar et al., 2006);

Hn ≈ JT
n ·WT

d Wd · JT
n + φd(mn)L(mn) ( 7.5)

and the gradient;

gm = JT
n ·WT

d · [dobs − S(mn)] + φd(mn)L(mn) ·mn ( 7.6)

where L(mn) · mn = ∇t [b2
n(x, z)∇tmn(x, z)] and Jn is the Jacobian matrix. The

Jacobian matrix is calculated using an adjoint method with a set of forward com-

putations in which the roles of the receiver and transmitter are interchanged. All

source excitations are solved simultaneously, providing a fast solution for the in-

verse problem where the solution for many source locations and orientations can be

achieved by inverting the stiffness matrix Hn only once. To improve conditioning

of the inversion two different regularizations are employed: a L2 norm regulariza-

tion which provides a smooth solution, and a weighted L2 norm constraint which

provides a sharp reconstructed image (Habashy and Abubakar, 2004; Abubakar

et al., 2007, 2006).

The Hessian matrix is large and Equation 7.4 is solved with an iterative

technique utilizing a conjugate gradient least squares scheme to solve for pn. The

model parameters are updated via a line search algorithm to check that the cost

function is reduced at each iteration (Habashy and Abubakar, 2004; Abubakar

et al., 2007). A nonlinear transformation procedure may force the model parame-

ters to lie within upper and lower bounds if a priori information is added to the

inversion (Habashy and Abubakar, 2004; Abubakar et al., 2007).

The iterative scheme of calculating the forward solutions and minimizing

the cost function proceeds until one of four conditions are met (Habashy and

Abubakar, 2004; Abubakar et al., 2007):
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1. The data misfit reaches a predetermined tolerance.

2. The differences between the data misfit at two successive iterates are

within a predetermined small number.

3. The difference between the model parameters at two successive iteration

is within a predetermined small number.

4. The total number of iterations exceeds a prescribed maximum.

7.2 Application to Hydrate Ridge Data
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Figure 7.1: Seawater and sediment conductivity model used for the inversion.
The color scale has been saturated to allow the seawater conductivity values of
3 S/m to 3.5 S/m to be seen clearly. The darkest blue colors are representative
of the 1 S/m bathymetric half-space conductivity for the sediments. The axes are
not equal.

The forward modeling presented in Chapter 6 allowed us to construct an

appropriate grid to maintain model accuracy during the inversion of the data. A

vertical profile of seawater conductivity based on the transmitter’s conductivity
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profiler (Figure 7.1) was used for the inversion because seawater resistivity and

seafloor resistivity are coupled (Constable, pers comm; Key, pers comm; Alum-

baugh, pers. comm).
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Figure 7.2: The mask and inversion domain used for the 2.5D inversion. The
red and yellow regions mark the inversion domain used from the entire mesh (blue)
where red represents seawater conductivity and yellow represents the seafloor con-
ductivity. The seawater conductivity is not solved for in the inversion because it is
known from direct measurements and will be “masked” from the inversion domain.
The axes are not equal and the horizontal lines are a change in the vertical grid
size to 50 m.

The inversion domain was initialized with a single seafloor resistivity of

1 Ωm and the seawater conductivity profile. The entire model mesh extends from

0 to 2400 m depth and from -8500 m to 8000 m in x. The inversion domain is

ideally specified to be only where the transmitters and receivers are located. In

this case the inversion domain is from -8250 to 7850 m in y and from 812.5 m to

1950 m in z. This region contains both seawater and sediment (marked red and

yellow in Figure 7.2). A mask was used to remove seawater from the inversion

region so we only invert for sediment conductivity (Figure 7.2).
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7.3 2D Inversion Results

The inversion program was given 59 transmitter positions spaced ≈240 m

apart and 25 seafloor receivers spaced ≈ 700 m apart. The observed in-line imag-

inary and real electric field data were assigned a noise estimate of 5% of the max-

imum datum amplitude. The 2.5D inversion, Figure 7.3, achieved an RMS misfit

of 4.73 in 22 iterations from a starting RMS of 12.03.
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Figure 7.3: A 2.5D DeepEM inversion plotted with a resistivity scale from 0.5 to
3 Ωm (2 to 0.3 S/m). The transmitter positions are marked by the red line above
the seafloor; receivers are marked and labeled. The estimated top of hydrate is
marked by the white line and the seismic bottom simulating reflector is marked by
a black line. The four ocean drilling program leg 204 well logs – 1245, 1244, 1246,
1252 – are marked with purple circles.

The inversions were run by EMI Schlumberger because of restrictions on

proprietary access to the code, and a couple of mistakes were made that we had

no opportunity to correct. First, the transmitter altitude was set too shallow by

about 10 m because we used data from the pressure depth gauge rather then the al-
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timeter height. The forward modeled bathymetry profile used in the original mesh

setup differs from the sum of the depth and altitude by about 10 m. This caused

shallow conductors to appear in some places because the transmitter is modeled a

little closer than it should be to the seafloor. In retrospect the mesh should have

been made using the transmitter’s depth profile, but during the comparison with

the 2.5D finite element models the same bathymetry profile had to be used. The

second mistake is that the inversion domain is a little too big. The transmitter

profile starts at about -7667 m, but the inversion bound extends to -8225 m, and

edge effects appear to be present. Another minor mistake is that the grid spacing

is too large at the western side of the profile, resulting in a lack of accuracy there.

The inversion result in Figure 7.3 includes a shallow conductive basin

below sites 18-25, and a shallow resistor at about the depth of the BSR to the west

below sites 1 to 7. Deeper in the inversion at about 1600 m there is evidence of

folding in the accretionary prism.

7.3.1 Comparison with Pseudosections

The first CSEM pseudosections results (Weitemeyer et al., 2006c) are

plotted along with the new 2.5 DeepEM inversion results in Figure 7.4. The

inversion provides a depth scale unattainable from the pseudosections, giving both

lateral and vertical resistivity distributions. There are many similarities in spite of

the fact that the pseudosections lack the navigational rigor applied to the inversion

and do not include bathymetry. First, the conductive pant leg feature observed

in the pseudosections still appears but has been collapsed to a surface conductor

in the inversion, confirming that it was an artifact of the pseudosection projection

technique. Deeper, the inversion provides an image of the folding associated with

the accretionary complex sediments. The resistive feature associated with the

seismic anticline under site 16 is still present, and the conductive basin to the east

also remains. Under sites 1 to 4 a resistor is clearly present in all images.
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Figure 7.4: The 5 and 15 Hz pseudosections are plotted with the new CSEM
inversion result. The lateral heterogeneity across the pseudosections is remarkably
similar the the CSEM inversion. However, the depth and resolution the inversion
provide us with differences as well between the two models.

The differences between the CSEM inversion and the pseudosections are

obvious by the layering pattern observed in the inversion. The resistive layer near

the seismic BSR was not obvious at all in the pseudosections. The extent of the

resistor to the east of site 4 was not obvious because a conductive pant leg artifact

dominated the pseudosection image.

7.3.2 Comparison with Logging While Drilling (LWD)

There are three Ocean Drilling Program Leg 204 LWD boreholes along

the CSEM profile with well logs that we can compare with the CSEM inversion.

CSEM soundings provide a bulk resistivity measurement in the meter to kilometer

scale, compared with the detailed centimeter scale resolution of the well log and so

we expect some differences between the two very different samplings of the seafloor

resistivity. For example the logging while drilling (LWD) deep focussed resistivity

measurement has penetration depths of 12.7 cm and vertical resolution of 5-8 cm
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(Shipboad Scientific Party, 2003a). The resistivity at the bit (RAB) has a lat-

eral depth of investigation of 30.48 cm (Shipboad Scientific Party, 2003a). The

logging while drilling (LWD) resistivity data is used rather than wireline logging

because LWD takes place during excavation of the hole (or shortly after), ensuring

a measurement of resistivity before conductive drilling fluids invade deeply into the

formation (Schlumberger, 2008) or hydrates destabilize. The deep resistivity log

provides the most useful data for comparison with the CSEM inversion because it

samples the greatest volume. The CSEM resistivity values in the inverted model

closest to each of the ODP Leg 204 well logs (1245, 1244, 1246) are used to make

a comparison between the two data sets, LWD and RAB, in Figure 7.5.

The RAB image maps the electrical resistivity around the borehole wall

and is shown here as unwrapped borehole images with a color scale provided by

ODP Leg 204 Scientific Party. A differential caliper log provides a measure of the

quality of the borehole conditions and it indicates regions that have “washout”

areas, which typically occur in the top 50 m of the well log (Shipboad Scientific

Party, 2003c). For these reasons the shallowest resistivity measurements are not

that reliable: the top 38 m for 1244D, the top 24 m for 1245A and top 50 m for

1246A (Shipboad Scientific Party, 2003c,d,e).
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Figure 7.5: RAB and deep LWD resistivity measurements from Shipboard Sci-
entific Party (2003) are compared with the CSEM inversion result. Sites 1246 and
1244 compare well to the CSEM inversion. Site 1245 compares well at the top and
bottom of the log, but differs significantly in the middle (see text for more detail).
The grayed out region is where RAB and LWD measurements are unreliable (ODP
Leg 204 data from http://brg.ldeo.columbia.edu/logdb/).
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There is broad general agreement between the CSEM and the LWD re-

sistivities at sites 1246 and 1244. The CSEM provides an average resistivity value

compared to the many small changes in resistivity observed in LWD and will never

be able to provide the centimeter detail offered by LWD. Site 1245 has a very

obvious difference between the LWD and CSEM at the central portion of the log.

The upper 100 m and last 75 m in depth appear to agree well with the logged

resistivities, however in the region between 100 m and about 300 m depth there

are differences of nearly a factor of 2. The CSEM inversions give a relatively large

resistivity value, about 2.75 Ωm at the location of seismic horizon A, whereas the

well logged resistivities show an average resistivity of about 1.5 Ωm and the RAB

shows a high electrical resistivity in this region. The differences between the CSEM

and LWD could be that CSEM is observing the cummulative effect of all the thin

resistive layers observed in the RAB, and is thus seeing the bulk effect of all these

thin resistors, or that the CSEM inversion has over-smoothed the resistive layers

at 75 m (CSEM methods measure mostly vertical resistivity but the thin layers

will result in anistropy). However, considering that horizon A is known to be a

fluid conduit carrying quantities of free gas to the summit it is possible that it is

being seen as a resistor by the CSEM data but not by the well logs.

Site 1252 has no logging while drilling measurements due to drilling safety

concerns associated with its location on an anticline with a significant BSR. There

are, however, wireline logging induction measurements and any hydrate that was

present would have largely been disturbed or dissociated. The well log resistiv-

ity measurements are in general agreement with the CSEM inversion results but

slightly more resistive throughout the sequence.
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2.5D CSEM Inversion

Figure 7.6: Magnetotelluric inversion model has a lower resolution than the
CSEM inversion. The folding associated with the accretionary complex becomes
more obvious in the CSEM inversion.

7.3.3 Comparison with MT Results

The instruments with magnetic sensors collected MT data for the en-

tire duration of the experiment (about 46 hours) and periods from 10-1000 s were

measured. The data were processed using Egbert (1997) multi-station MT process-

ing code and were inverted using a 2D MT OCCAM inversion program (deGroot

Hedlin and Constable, 1990). The results were briefly presented in Weitemeyer

et al. (2006a). Figure 7.6 shows a close-up of the MT model with a color scale

saturated to match the CSEM model’s resistivity scale. The conductive basin from

sites 17 to 25 is present in all data sets. There is an increase in resistivity with

depth as a result of compaction and lithologic changes. The MT model highlights

the conductors more than the resistors, but both models show the presence of

folding associated with the accretionary complex which was less apparent in the

pseudosection projection technique. Under site 16 is the anticline obvious in all

images. The MT model includes a dipping conductor at around 8 km that is less

pronounced in the CSEM inversion, possibly because of a lack of depth penetra-



130

tion. The MT model also has a deep resistor to the west, whereas the CSEM

model has a shallow resistor around the BSR in this region. Both the MT model

and CSEM model place a surface conductor just below site 6.

7.3.4 Comparison with Seismic Line 230
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Figure 7.7: The CSEM inversion is overlain by seismic line 230. A number
of seismic features are labeled: BSR – bottom simulating reflector; A – seismic
horizon that carries free gas to the summit (out of the page); B and B’ – highly
faulted conduits; Y and Y’ a regional unconformity.

The co-location of the CSEM tow 1 with seismic line 230 allows us to

make a comparison between the CSEM inversions and the seismic data (Figure

7.7). To the west is a resistor at about the depth of the seismic bottom simulating

reflector (BSR), which typically marks the phase change from solid hydrate above

and free gas below. In this region of Hydrate Ridge the hydrates are biogenic and

hence a concentration of gas at the BSR is expected (Shipboad Scientific Party,

2003b). The chaotic seismic region between sites 2 to 4 was interpreted as having

high free gas or gas hydrate saturations in inversion by Zhang and McMechan

(2003). The CSEM inversion has a large resistor in the same region, also sug-

gesting high hydrate concentrations. The shallow resistor between sites 6 and 7
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may correspond to seismic horizons Y and Y’, a regional geologic unconformity

(Chevallier et al., 2006). Seismic horizon A is a gas-charged fluid conduit taking

methane gas to the southern summit (out of the page), which also shows up as

a resistor in the CSEM inversion. Seismic horizons B and B’ are largely faulted

volcanic ash-lined conduits carrying free gas into the gas hydrate stability zone,

which then freezes into hydrate (Tréhu et al., 2003). A conductive region exists

within the hydrate stability zone at the summit of this profile suggesting lower

hydrate concentrations and/or the presence of brines. The anticline under site 16

is present as a resistor and may be a result of a change in lithology.

7.4 Conclusions

The inversion results so far are only for the fundamental frequency of 5 Hz.

Including the higher frequency harmonics, such as the 15 Hz data, may constrain

the depth of the layered resistor that is around the seismic BSR. There is also

azimuthal tow data, vertical electric field data, and magnetic field data available.

However, the forward modeling showed that the EMI finite difference code would

need a much finer mesh to invert Ez data. We would also need to account for tilt

of the receivers, in addition to that of the transmitter. The magnetic field data

could also be inverted but modeling shows that it is no more sensitive to hydrate

than the horizontal electric fields.
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Discussion and Conclusions

Marine electromagnetic methods to detect gas hydrates have long been

discussed but few field trials have been carried out. Our study at Hydrate Ridge

represented an opportunistic use of ship time with very limited funding from Exxon

Mobil and from GERD, Japan to study gas hydrates. We only had 3 days of data

collection on station. For these reasons it is merely a pilot study, which aimed to

demonstrate that CSEM may provide a valuable tool in discriminating hydrate.

Although this study provides no conclusive evidence, there are strong indications

that it is sensitive to hydrate distribution, and it acts as a starting point from

which new development and improvements to the technology can be made.

Many technical improvements have already been implemented since the

Hydrate Ridge experiment. To avoid saturation of amplifiers all of the gains have

been reduced. The orientation of the instruments is determined with an external

compass located on the top of the instrument frame away from the distortions of

the magnetometers and batteries. The transmitter has a tail end depth gauge and

an acoustic transponder to determine the transmitter dip. A new navigation sys-

tem has been developed in which two paravanes with GPS receivers and acoustic

LBL transponders are towed behind the vessel on the sea surface a few hundred

meters from the ship. Ranging from the transmitter to these transponders allows

a triangulation of the transmitter position.

132
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Problems with navigation of the transmitter for the Hydrate Ridge ex-

periment led to the development of an innovative way to use the near-field elec-

tromagnetic data to constrain the position of the transmitter and receivers. The

improvement in navigation was required for a finite difference 2D inversion of the

data set. The Scripps Institution of Oceanography finite element 2.5D forward

modeling code was used as a benchmark for the Schlumberger finite difference

code and to choose an appropriate grid for inversion of the horizontal electric

fields. Without the use of the SIO FE code, it is likely that the FD code would

have been inadequately meshed and subject to errors.

Our forward model studies demonstrated the advantage of collecting high

frequency data to detect the more sensitive part of the the hydrate anomaly. How-

ever, with higher frequencies comes the requirement of meter scale resolution for

the source-receiver range. This led to the development of a towed receiver which

contains three orthogonal electric field dipoles. The fixed length of line used to

attach the towed receiver to the transmitter antenna means there is very little nav-

igational error. The three component receiver allows for both in-line and vertical

electric fields to be recorded, which is important when looking for other hydrate

geometries such as dipping hydrate dikes.

Shortly after the collection of the Hydrate Ridge data a proposal was

circulated to extend our studies to the Gulf of Mexico. In October 2008 three

sites are to be surveyed in the Gulf of Mexico. One site is currently a designated

hydrate observatory (MC 118) and two other sides are hydrate targeted Joint In-

dustry Program drill sites (GC 955 and AC 818).

One major problem for using electromagnetic techniques to map hydrate

is that there have been few electrical conductivity laboratory measurements made
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on hydrate. We thus lack a mechanism for determining the quantity or concentra-

tion of hydrate expected from an electrical resistivity measurement. Relationships

like Archie’s Law are perhaps valid for a disseminated distribution of hydrate, but

if hydrate forms in veins and fractures other relationships, such as the Hashin-

Strikmen bounds, might be more valid. Unlike Archie’s Law, these relationships

depend on a quantitative estimate of hydrate conductivity. Recent funding will

allow this work to take place.

While the Hydrate Ridge data was meant to target hydrate, the simul-

taneous collection of magnetotelluric data allowed us to obtain a glance at the

electrical conductivity image of the oceanic crust and mantle and an image of the

folding of the accretionary complex associated with the subduction zone. While

the footprint is too small to image the subducting plate, these data present the

potential for a much larger scale survey to successfully image the subducting slab.

Future work on the Hydrate Ridge data will involve an inversion of the

vertical electric field data, but this will require the development of a 2.5D finite

element inversion scheme. So far only the 5 Hz in-line data have been inverted. In-

clusion of higher harmonics might provide more information and perhaps improve

the resolution of the current 5 Hz inversion.

There is the potential for collaboration with Anne Tréhu to look for hori-

zon A at the summit of Southern Hydrate Ridge, thought to be a salty pipe (Liu

and Flemings, 2006). The presence of a 200 m hydrate pinnicle limited our ability

to deep tow in this area, but a deployed transmitter developed for hydrate studies

both eliminates navigational uncertainty and provides flexibility in utilizing CSEM

technology where deep tow operations are hazardous or impossible to conduct.
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