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Abstract

Structural and biochemical studies of $\sigma^{54}$ transcriptional activation in *Aquifex aeolicus*

by

Natasha Keith Vidangos
Doctor of Philosophy in Chemistry
University of California, Berkeley
Professor David E. Wemmer, Chair

This thesis addresses a diversity of questions regarding the structural details of $\sigma^{54}$ transcriptional activation, and the function of $\sigma^{54}$ activation in the hyperthermophile *Aquifex aeolicus*. In order to place each topic in its appropriate context, a general introduction is provided in the first chapter, and supplemented with additional, more detailed introductions in each subsequent chapter. The second chapter reflects the central project of this thesis, the determination of the structure of the DNA-binding domain of an NtrC-like $\sigma^{54}$ transcriptional activator protein in *Aquifex aeolicus*, in complex with its high-affinity DNA binding site. Although this project was attempted by NMR, its structure was ultimately solved by X-ray crystallography. This structure, which shows slight DNA-bending, is compared to the recent structure of the homologous Fis protein in complex with DNA.

In the third chapter, I describe a cross-comparison of DNA-binding domains from *Aquifex aeolicus*, including new structures of the DNA-binding domains of NtrC1 and NtrC2, and comparisons to NtrC4, ZraR and NtrC from *Salmonella enterica serovar typhimurium*, and Fis from *Escherichia coli*. These structures of DNA-binding domains from a single family enable a detailed comparison of structural changes that tune protein function. A trend is noted, in which larger dimerization interfaces in the DNA-binding domains appear to correlate with smaller dimerization interfaces in the other domains of the protein. The additional structure of the full-length NtrC1 protein is presented, but the DNA-binding domains were missing from the density, providing evidence for the flexibility of the linker between the central and DNA-binding domains. Together with structural information about the CD linker regions at the N-termini of the DNA-binding domains, I conclude that the CD linker regions are generally unstructured in the inactive state, functioning as tethers to bring the RC domains of NtrC into appropriate local concentrations for activity.

In the fourth chapter, I depart from $\sigma^{54}$ transcriptional activators, and discuss NMR studies on the $\sigma^{54}$ factor. The Darst lab at Rockefeller University has produced a crystal structure of the full-length intact $\sigma^{54}$ factor in complex with DNA. However, poor data quality prevents regions of the molecule from being traced unambiguously through the density. By applying new methods in NMR including TROSY spectroscopy and specific isotopic labeling, I attempted to resolve small regions of structure in this ambiguous region. However, these studies were complicated by protein aggregation.

The fifth and final chapter takes a step back from structural perspective and compiles and discusses our current understanding of $\sigma^{54}$ regulatory networks in *Aquifex aeolicus*. This analysis of genes with bioinformatics and biochemical techniques led me
to discover that NtrC3, an unstudied $\sigma^{54}$ transcriptional activator, binds upstream of the dhsU gene, which is responsible for sulfur metabolism. NtrC3 also appears to be associated with a heme-binding, soluble histidine kinase, HksP4. In order to explore this two-component regulatory system further, the HksP4 protein was prepared and its gas-binding properties were studied in collaboration with Dr. Brian Smith of the Marletta lab. We find that the heme binds O$_2$, NO, and CO gases in the reduced ferrous iron state, but did not observe any autophosphorylation activity in any state. I conclude that an additional element, such as an additional activator, or more physiological conditions, would be necessary for activity.
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Chapter 1: Introduction to $\sigma^{54}$-dependent transcriptional regulation

1.1 Transcription

The ability to adapt to environmental changes is a necessary skill for the survival of any organism. This is particularly true of single-celled organisms, which are not able to buffer themselves against external changes with additional protective cells or tissues. In prokaryotes, the regulation of gene expression to respond to external stimuli includes transcriptional, translational, and post-translational mechanisms. However, transcription is the most dynamically regulated point of control.

Transcription requires the activity of RNA Polymerase (RNAP), a multisubunit $\sim$400kDa protein. RNAP consists of 5 core subunits, with the architecture $\alpha_2\beta\beta'\omega$. This core enzyme is capable of transcriptional elongation and termination of mRNA constructs, but cannot bind to promoter DNA specifically and therefore cannot initiate transcription (Buck, et al., 2000; Gosh, et al., 2010). To form the active holoenzyme the core RNAP reversibly binds to a sixth subunit called a $\sigma$ factor. The $\sigma$ factor conveys DNA-binding specificity, positioning the RNAP-holoenzyme in the promoter region of the gene being transcribed. A variety of $\sigma$ factors exist in any given organism, and can be regulated by different mechanisms. This enables a cell to tune the transcriptional regulation of different gene classes.

The activity of $\sigma$ factors can be controlled by a number of different processes on their production: transcriptional and translational regulation, post-translational processing, and proteolytic degradation (Paget, 2003). Another method of repression of $\sigma$ factors is the post-translational inhibition by anti-$\sigma$ factors, proteins that bind the $\sigma$ factor and prevent it from associating with the core RNAP (Campbell, 2008).

1.2 The $\sigma^{70}$ class of $\sigma$ factors

There are two structurally and functionally distinct classes of $\sigma$ factors, $\sigma^{70}$ and $\sigma^{54}$. The $\sigma^{70}$ class is the most common, and includes a wide diversity of subclasses. A number of $\sigma^{70}$-class factors are often found in a single genome, with as many as 63 found in the genome of Streptomyces coelicolor (Paget, 2003). The $\sigma^{70}$ class can be divided into four groups. Group 1 factors, also known as primary factors, are responsible for vital processes such as housekeeping genes, metabolism, and development. Group 2 factors are dispensable for cell growth, and regulate processes such as ancillary metabolism. Group 3 factors are usually used to respond to a specific signal to perform stress-response functions such as sporulation or heat-shock response. Group 4 includes the diverse extracytoplasmic function (ECF) subfamily, which regulate signals from the extracytoplasmic environment (Paget, 2003). A number of $\sigma^{70}$ factors have been implicated in bacterial virulence, including $\sigma^B$ from Bacillus anthracis and M. tuberculosis, RpoE from H. influenzae, Salmonella enterica serovar Typhimurium, and Vibrio cholerae, and the factors $\sigma^C/\sigma^D/\sigma^E/\sigma^F$ from M. tuberculosi ([Kazmierczak, 2005].)
The σ^{70} factor binds to two conserved promoter DNA regions approximately –10 and –35 base pairs upstream of the transcription initiation site at a consensus sequence TTGACA-N_{15-19}TATAAT (Lisser and Margalit, 1993). σ^{70} contains four flexibly-linked structural regions, called σ1, σ2, σ3, and σ4 (figure 1.1). Region σ1 is conserved only between closely related σ^{70} factors, and appears to serve to antagonize the DNA-binding activity of the σ factor (Paget, 2003). The σ2 and σ3 regions cooperate in the recognition of the –10 binding region, and a subregion of σ2 (called 2.3) is responsible for promoter melting (Barne, et al., 1997). The C-terminal end of region σ4 contacts the –35 binding region. Structures have been solved of two primary σ^{70} factors and one ECF σ factor: σ^{70} from *E. coli* (Malhotra, et al., 1996), σ^A from *Thermus Aquaticus* (Campbell, et al., 2002), and σ^E from *S. coelicolor* (Wei, et al., 2002). With the exception of the σ1 domain, which is poorly conserved between these organisms, and the absence of region σ3 from the ECF domain, the structures were very similar. A recent crystal structure of the σ^{70} factor in the holoenzyme complex shows that the σ2, σ3, and σ4 regions all provide contacts with core RNAP, creating a buried surface region of over 8000 Å^2.

The current understanding of the σ^{70} mechanism is as follows. The σ^{70} factor first associates with the RNAP core enzyme, then binds to the –10 and –35 regions upstream of the transcription initiation site via regions σ2 and σ4. As a result, the DNA in the
Figure 1.2. Schematic for the mechanism of $\sigma^{54}$ transcriptional activation. a) An inactive transcriptional activator binds 100 base pairs upstream of the $\sigma^{54}$-RNAP-holoenzyme, and is activated, often by phosphorylation by a histidine kinase. b) Activator activation, ATP hydrolysis, and remodeling of $\sigma^{54}$-RNAP-holoenzyme. c) Transcriptional initiation.
region –11 to +4, which includes a portion of the –10 interaction site, is melted. Once melted, the template and non-template strands are separated: the template strand interacts with the RNAP active site, and the non-template strand passes through a number of stabilizing, aromatic residues in the σ2-2.3 region. After a nascent RNA of 8-10 nucleotides is synthesized, the σ factor is released, and RNAP escapes the promoter (also known as promoter clearance) to begin elongation. The disordered loop between regions σ3 and σ4 may play a role in stabilizing the open complex, and/or the mechanism of promoter clearance (Pagen, 2003; Ghosh, et al., 2010).

1.3 The σ^{54} factor

The σ^{54} factor was first discovered as a regulator for nitrogen assimilation in enteric bacteria (Hunt and Magasanik, 1985, Hirschmann et al., 1985). Since then, the σ^{54} factor has been identified in a number of distantly related organisms, ranging from *Bacillus subtilis*, *Chlamydia spp.*, and *Borrelia burgdorferi*, to *Aquifex aeolicus* (Studholme and Buck, 2000). σ^{54} factors have been implicated in a number of diverse functions, including nitrogen assimilation and regulation, carbon source utilization, certain fermentation pathways, flagellar synthesis, and bacterial virulence (Kustu, et al., 1989, Kazmierczak et al., 2005). Compared to the σ^{70} factor, the σ^{54} factor is relatively uncommon: bacteria encode an average of only 1 σ^{54} factor per genome (Buck, et al., 2000). For example, the *E. coli* genome encodes for 7 σ factors, including 6 σ^{70}-class factors, and 1 σ^{54} (Reitzer and Schneider, 2001).

The σ^{54} factor shares no detectable sequence homology with the σ^{70} factor, and it has no subclasses. It binds to a consensus sequence mrNrYTGGCACG-N4-TTGCWNNw (m=A/C, r=A/G, w=A/T, y=T/C, n=A/C/T/G; capitals indicate a high level of conservation, lowercase indicates moderate conservation), with conserved interactions occurring –12 and –24 base pairs upstream of the transcription initiation site (Barrios et al., 1999).

Unlike the σ^{70} factor, which is competent to initiate transcription when the σ^{70}-RNAP-holoenzyme is formed, the σ^{54}-RNAP-holoenzyme alone is unable to activate transcription. This is due to the fact that binding of σ^{54}-RNAP to DNA inhibits the melting of DNA. To enable DNA-melting, σ^{54} must interact with an ATP-dependent activator protein (section 1.5).

1.4 Structural understanding of σ^{54}

Like σ^{70}, the σ^{54} factor, which is also known as σ^{N}, consists of a number of functionally distinct, flexibly-linked domains (Wong, et al., 1994). Based on early studies of σ^{54} function, these domains were called Regions I (1-56), II (57-107), and III (108-477) (Buck, et al., 2000). In light of a decade of new data on σ^{54}, this nomenclature is outdated. Hence, this thesis will use a new nomenclature, analogous to σ^{70} domains, and refer to four regions called σ^{N^1} (*A. aeolicus* residues 1-69), σ^{N^2} (69-198), σ^{N^3} (198-300), and σ^{N^4} (300-398) (Figure 1.3). σ^{N^1} is implicated in interacting with the activator
protein, but little structural information is currently available for this region. $\sigma^N2$, also known as the core-binding domain, provides contacts to RNAP. Its structure was solved in our lab by solution NMR, and consists of a stacked three-helix and four-helix bundle, connected by a hinge point. This hinge region may be implicated in the RNAP-holoenzyme transition from the transcriptionally inhibited to transcriptionally active state (Hong, 2008). The structure of $\sigma^N3$ is not well understood, but is believed to serve functions similar to those of $\sigma 2$ and $\sigma 3$ in $\sigma^70$, including the interaction with the $-12$ region of DNA, and DNA melting (Wong, et al., 1994). $\sigma^N4$, like the $\sigma 4$ region of $\sigma^70$, is a helix-turn-helix DNA-binding domain with specificity for the $-24$ region. Its structure, both unbound and bound to its target DNA-binding site, were solved in our lab by solution NMR (Doucleff et al., 2005; Doucleff et al., 2006). Although $\sigma^{54}$ shares no detectable sequence homology with $\sigma^70$, the $\sigma^N4$ region in complex with DNA occupies a similar position on the DNA as the $\sigma 4$ region of $\sigma^70$.

A number of cryo-EM structures have also been determined, including $\sigma^{54}$ in complex with $\sigma^{54}$-activator PspF (Rappas et al., 2005), the $\sigma^{54}$-RNAP holoenzyme, and the $\sigma^{54}$-RNAP-PspF complex (Bose, et al., 2008). In their reconstructions of the $\sigma^{54}$-holoenzyme both free and in complex with PspF, Bose et al., identify four regions of $\sigma^{54}$ density: D1, D2, D3, and Db (figure 1.4). On the basis of deletion mutants and nanogold labeling techniques, they assign D1 to region $\sigma^N2$, D3 to region $\sigma^N4$, and Db to region $\sigma^N1$. D2 is assigned to a combination of $\sigma^N2$ and $\sigma^N3$ regions. In the reconstruction of the free holoenzyme, region $\sigma^N1$ occupies a space between regions D1, D2, and D3.

Docking DNA into the structure based on its position in $\sigma^70$-holoenzyme reconstructions shows that $\sigma^N1$ might sterically block the access of DNA to the RNAP active site. Upon binding to PspF, the $\sigma^N1$ density undergoes a dramatic shift to contact the activator protein. This is expected to bring DNA in contact with the RNAP active site, and enable transcription to initiate. Atomic-level details, however, including the role of $\sigma^N3$ and the exact nature of the structural rearrangement, are still poorly understood.

1.5 $\sigma^{54}$-dependent transcriptional activators

As described above, $\sigma^{54}$ activation requires the presence of a transcriptional activator. One prototypical $\sigma^{54}$-activator is Nitrogen Regulatory Protein C (NtrC), which was first discovered to activate the transcription of glutamine synthetase genes in *E. coli* in conditions of nitrogen starvation (Hirschman, et al., 1985; Hunt and Magasanik, 1985). NtrC-like activators have three domains: a regulatory domain (R) that participates in two-component signal transduction, a highly conserved central AAA+ ATPase domain (C), and a dimeric helix-turn-helix DNA-binding domain (DBD). Transcriptional activators exist as dimers in the inactive state, and bind, often cooperatively, to two tandem DNA-binding sites located approximately 100 base pairs upstream of the TIS (Wedel et al., 1990). When the activator is activated, usually via phosphorylation of the regulatory domain by a histidine kinase, this stimulates the oligomerization of the full-length activator into a higher-order oligomer, usually a hexamer (Tucker and Sallai, 2007). The oligomer contacts the $\sigma^{54}$ factor by looping out the intervening DNA, sometimes with the assistance of a DNA-bending protein such as Integration Host Factor (IHF) (Santero, et al., 1992). Upon contacting the $\sigma^{54}$-factor, the activator protein hydrolyzes ATP, and
Figure 1.3. a) Domain architecture and nomenclature used in the thesis. Solved structures of the $\sigma^N2$ and $\sigma^N4$ domains are shown below (Hong, et al., 2008; Doucelf, et al., 2007).

<table>
<thead>
<tr>
<th>Contacts activator, necessary for open complex formation</th>
<th>Contacts RNAP core</th>
<th>Contacts RNAP core</th>
<th>Interacts with -12 region</th>
<th>Interacts with -24 region “RPON box”</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>69</td>
<td>198</td>
<td>338</td>
<td>398</td>
</tr>
</tbody>
</table>

$\sigma^N1$  $\sigma^N2$  $\sigma^N3$  $\sigma^N4$

Figure 1.4. Cryo-EM density and modeling of the $\sigma^N4$ factor in complex with activator PspF. From Bose, et al., 2008.
remodels the $\sigma^{54}$ factor (Wedel and Kustu, 1995). This structural change removes the inhibition of DNA melting, and enables transcriptional activation to occur. A schematic of this mechanism is shown in Figure 1.2.

Although the NtrC-like architecture of Receiver-Central-DBD domains is common, the only domain that is required for $\sigma^{54}$ activation is the highly-conserved central AAA+ ATPase domain. Variation at the regulatory and DNA-binding domains enables different $\sigma^{54}$ activators to be activated differently, and bind DNA differently, to serve the regulatory requirements of a particular gene. Distinct regulatory domains have been observed in other $\sigma^{54}$ activators, including GAF, PAS, CBS, V4R, and PRD domains. Also, multiple regulatory domains may be used, or the regulatory domain may be absent altogether (Studholme et al., 2003). The DNA-binding behavior of transcriptional activators also varies. Although the prototypical $\sigma^{54}$-activator protein binds to two tandem cooperative binding sites in the UAS, cases have been reported in which three or more binding sites are used to modulate activity. This includes the case of NtrC, in which additional binding sites in the UAS, called “governor sites”, can be used to inhibit activity at the promoter, most likely by restricting DNA looping at high NtrC concentrations (Atkinson, et al., 2002). In the case of NorF, three activator binding sites are required for full activity (Tucker et al., 2010). Some activators, including FlgR from *Helicobacter pylori*, lack the DNA-binding domain altogether, and activate $\sigma^{54}$ directly from solution (Brahmachary et al, 2004).

The mechanistic requirement for activator proteins signifies that $\sigma^{54}$ provides a more tightly controlled regulatory mechanism than $\sigma^{70}$. Whereas $\sigma^{70}$ activity is regulated by the concentrations of $\sigma^{70}$ factors and anti-sigma factors within a restricted range, $\sigma^{54}$ activity is predominantly modulated via the protein activators. This endows $\sigma^{54}$ activation with a wide dynamic range. As a result, $\sigma^{54}$-dependent gene expression is often involved in immediate responses to environmental changes, such as chemotaxis, virulence factors, and alternative metabolism in starvation conditions (Kazmierczak, et al., 2005). The observation that this mechanism is highly conserved in a number of distantly-related bacteria underscores its evolutionary importance.

### 1.6 Structure and function of $\sigma^{54}$ transcriptional activators

Currently available structures of $\sigma^{54}$-activators are summarized in figure 1.5. Considerable work on the regulatory domains (receiver and GAF) has been performed, resulting in the activated and unactivated solution NMR structures of DctD (Park et al., 2002), NtrC (Kern, et al., 1997; Hastings, et al., 2003), NtrC1 (Lee, et al., 2002; Doucleff et al., 2005), NtrC4 (Batchelor, et al., 2008). Our lab has recently solved the GAF domain structures of NifA and NtrC2. Structures of the central domains of $\sigma^{54}$-activators have also been presented, including the heptameric central domain of NtrC1, (Lee, et al., 2003), and the RC unactivated dimers of NtrC1 and NtrC4. A structure of the oligomerized central and DNA-binding domains of ZraRwas also solved, although the DNA-binding domains form crystallographic dimers with symmetry mates (Sallai and Tucker, 2005). There are also a number of high-resolution crystal structures of the central domain of PspF, including the hexameric oligomer in complex with ATP analogues, produced by soaking the analogues into preformed crystals (Rappas, 2006).
Recent studies further include the cryo-EM and SAXS reconstructions of the central and DNA-binding domains in the activated AlFx-bound state of NtrC (de Carlo, et al., 2006). However, no structure of a DNA-binding domain of a $\sigma^{54}$-activators in complex with DNA has been presented to-date. Structure determination of a DNA-binding domain complex from *A. aeolicus* has been my central thesis project, and is described in Chapter 2. Additional work presenting the structures of the DNA-binding domains of NtrC1 and NtrC2, and the comparison of these domains with others in the NtrC family, is the subject of Chapter 3.

1.7 Overview of two-component signal transduction.

The regulatory domain of NtrC-like transcriptional activators is a member of a two-component signal transduction system (TCS). TCSs are the primary prokaryotic regulatory networks that govern rapid physiological changes. TCSs have been observed in almost all bacteria, with an average of 52 TCSs per organism (Cock and Whitworth, 2007). TCSs can respond to various stimuli including temperature, pH, oxygen, pressure, osmolarity, auto-inducer compounds, the redox state of electron carriers, and contact with host cells (Beier and Gross, 2008). The number of TCSs encoded in a cell was found to roughly correlate with a cell’s ability to adapt to diverse stimuli (Beier and Gross, 2008).
Since cell growth and pathogenicity are often regulated by TCSs, these pathways have received attention as antibiotic targets (Gotoh et al., 2010).

TCSs involve three steps: sensing of a stimulus, signal transmission, and a response, usually connected by a series of phosphoryl transfers. TCSs contain two component proteins, including a sensor kinase (SK), usually a histidine kinase (HK) in prokaryotes (a serine-threonine kinase in eukaryotes), and a response regulator (RR). SK’s are multidomain proteins that usually consist of a sensor domain (most commonly a Per-Arnt-Single Minded domain) or a series of sensor domains, and the two-part “kinase domain” that consists of a Dimerization, Histidine, phosphorylation domain (DHp), and a catalytic ATPase domain (CA) that interact with an interdomain $\beta$-sheet. HKs have the ability to autophosphorylate the conserved histidine residue in the DHp region, and transfer it to the RR. In the majority of cases (~83%), HKs include a region of transmembrane helices and often transduce environmental signals across membranes. The remaining 17% of HKs are fully cytosolic. RR proteins, such as NtrC, usually consist of two or more domains, including a receiver domain, that receives the signal from the SK, and an output domain, that translates this signal into a functional change.

Due to the great diversity in sensor domains utilized, HKs are able to sense a wide variety of environmental signals. These signals modulate a SK’s ability to autophosphorylate, and hence, to activate its associated RR. In the case of $\sigma^{54}$ transcriptional activators, phosphorylation of the two-component receiver domain stimulates transcription.

1.8 Thesis outline

This thesis spans a wide range of topics in $\sigma^{54}$-dependent transcriptional activation. Chapter 2 describes my work determining the structure of the DNA-binding domain of NtrC4 from Aquifex aeolicus in complex with DNA by X-ray crystallography. Chapter 3 describes my work on the structures of the DNA-binding domains of NtrC1, NtrC2, and NtrC4, with commentary on the flexible linker between the central and DNA-binding domains and the nature of DNA-binding cooperativity between tandem binding sites. The work presented in both Chapter 2 and 3 are in preparation for submission to peer-reviewed journals. Chapter 4 describes my efforts to study the $\sigma^{54}$ factor directly by NMR, and to elucidate the structural properties of Region $\sigma^{N3}$ in collaboration with the Darst lab. Chapter 5 describes my work towards a model for activator-gene associations of $\sigma^{54}$ activators in Aquifex aeolicus using sequence analysis, gel-shifts assays, and a rigorous literature review. This chapter also describes the exploration of a new two-component system and includes the characterization of a heme-binding histidine kinase that activates NtrC3.
Chapter 2: DNA-recognition by a $\sigma^{54}$ transcriptional activator from *Aquifex aeolicus*

2.1 Summary

The dimeric DNA-binding domain of NtrC-like activators in *Aquifex aeolicus* have not been studied structurally as much as the R and C domains. This domain exhibits a helix-turn-helix fold and high sequence similarity to the prolific DNA-bending protein, the Factor for Inversion Stimulation (Fis). In this chapter I describe my work to solve the structure of a protein-DNA complex of a DNA-binding domain from *A. aeolicus*. Complexes of the DNA-binding domains of both NtrC1 (1DBD) and NtrC4 (4DBD) with 21-mer DNA were analyzed by NMR spectroscopy and subjected rigorous optimization. However, although good HSQC spectra could be produced, all triple-resonance experiments gave poor data quality. Therefore, I switched techniques and solved the structure of the 4DBD in complex with its high-affinity DNA-binding site by X-ray crystallography. This structure, together with the structure of the free 4DBD solved by Johanna Heideker, demonstrates how 4DBD binds DNA and enables a comparison of 4DBD and Fis binding to DNA.

2.2 Introduction

2.2.1. Structures of $\sigma^{54}$-activator DNA-binding domains

A great deal of structural and biochemical work has been devoted to understanding the mechanisms for regulation and ATPase activity of $\sigma^{54}$ transcriptional activators (Wigneshweraraj, 2008). However, less is known about activators’ DNA binding domains, particularly bound to their target DNA. The structures of activator DBDs reported in detail to date are from NtrC from *Salmonella typhimurium* (Pelton, 1999), although mutations used to stabilize the protein eliminated DNA binding capability; and from ZraR (Sallai, 2001). These have helix-turn-helix folds, buttressed by a third helix, as seen in many other bacterial DNA binding proteins (Aravind, 2005). In NtrC there is also a fourth helix that plays a role in dimerizing the DBD and holding the recognition helices with a spacing close to that of two successive major grooves of DNA. No structures of activator DBDs have been reported in complex with DNA.

2.2.2. NtrC and Fis are homologues

The DBDs of NtrC proteins are close homologues and evolutionary ancestors of the versatile DNA-binding and bending protein, Factor for Inversion Stimulation (Fis) (Morett & Bork, 1998). During exponential growth, Fis is one of the most abundant proteins in enteric bacteria, and is involved in a number of processes ranging from site-specific recombination, integration-excision reactions of phages, position and negative transcriptional regulation, and cell cycle timing in chromosome replication (Stella, 2010).
Fis also shares some similarity with DNA structural proteins like Integration Host Factor (IHF) in that it can nonspecifically bind DNA with high affinity. A number of structures have been solved for Fis alone (Cheng, 2000; Yuan, 1995; Kostrewa, 1993; Yuan 1993), and there is a multitude of biochemical data describing its binding to a variety of nonspecific DNA-binding sequences, and its potency in bending DNA up to 90° (Cheng, 2000; Pan, 1996; Thompson, 1988).

The similarity in sequence and structure of Fis and NtrC family DBDs opens the question of how these two protein families perform very different functions with different requirements for binding specificity. For NtrC, DNA-bending has been observed with electron microscopy (Revet, 1995), but no high resolution structural or biochemical studies have been performed to characterize the degree of bending. Additionally, there is no evidence that NtrC proteins bind DNA nonspecifically with high affinity or perform any of the additional chromatin-like DNA-restructuring functions of Fis. Therefore, the structural details that lead to the difference in behavior of these two close homologues will aid our general understanding of how proteins bind and bend DNA.

Since the time the original NtrC and Fis structures were solved, there has been an interest in understanding the details of their complexes with DNA. However, until recently, there had been one NMR study exploring backbone structure and residues involved in the DNA-binding of the σ54-activator NifA (Ray et al., 2002), but no structure of a complex. The first high-resolution structures of Fis complexes were solved recently by Stella et al., (2010). The structure of Fis bound to a high-affinity site, and bound to a number of binding site variants, provided characterization of protein-DNA interactions and the mode of DNA recognition. A model was presented in which Fis searches the DNA for regions with compressed minor grooves, then binds, exploiting the induced fit. The minimal reliance on specific base contacts and the large number of DNA backbone contacts explains the ability of Fis to bind without significant sequence specificity.

The structures of the free and bound NtrC4 DNA-binding domain (4DBD) allow a detailed comparison with Fis to understand the similarities and differences that modulate binding specificity and DNA distortion. These structures, and comparisons with other structures in the family, provide new insights into how σ54 transcriptional activators bind DNA.

2.3 Materials and Methods

2.3.1 Protein expression

Four DNA-binding domain constructs were cloned, including NtrC1-DBD (1DBD) (373-439 and 393-439) and 4DBD (365-442 and 375-442). All constructs were cloned into a Pet21a vector with ampicillin resistance (Michaeleen Doucleff; Ann Maris). Plasmids were transformed into TFB-chemically competent E. coli cells with a Rosetta.pLys plasmid. To express isotopically-labeled protein (either 15N or 15N/13C), the media-switching technique by Cai, et al., (1998) was used. A single colony from a fresh transformation (frozen cell stocks were not effective) was added to 4 mL of LB supplemented with 100 mg/L ampicillin and 35 mg/L chloramphenicol, and was cultured overnight at 37°C. One mL of starter culture was added to 4x1L of LB media, also supplemented with ampicillin and chloramphenicol. Cells were grown with shaking at
37ºC until an O.D. of 0.7 was reached. Cells were spun down for 20 minutes at 5000 rpm, washed with 1 L of M9 salts media (Cai, et al., 1998), spun down again for 20 minutes at 5000 rpm, then resuspended in M9 buffer containing 0.5 g NaCl, 6.78 g Na₂HPO₄, 3.0 g KH₂PO₄, 1 g ¹⁵NH₄Cl, and 2 g ¹³C or ¹²C-glucose. After resuspension in the final media, cells were shaken for 1 hour at 37ºC, then induced with 1 mM IPTG. Cultures were then grown overnight with shaking at 25ºC for approximately 16 hours, pelleted at 5000 rpm for 20 minutes, and resuspended in a resuspension buffer (50 mM sodium phosphate buffer pH 6.5, 400 mM NaCl, 1 mM EDTA).

2.3.2. Protein Purification

1DBD and 4DBD proteins were purified with identical procedures. Resuspended cell pellets were supplemented with PMSF and sonicated at 4ºC for 6x30 second intervals at high power. Lysate was heated at 80ºC for 30 minutes in a water bath to precipitate E. coli proteins, and ultracentrifuged for 30 minutes at 30,000 rpm. The supernatant was dialyzed overnight into a buffer with 50 mM Sodium phosphate pH 6.5, 200 mM NaCl, and 1 mM EDTA. Samples were then bound to a heparin column, and eluted with a linear salt gradient from 200 mM NaCl to 800 mM NaCl. 1DBD and 4DBD samples eluted between 500 and 600 mM NaCl, and were concentrated with Amicon centicon concentrators with 3,000 kDa MWCO. Typical yields were ~7 mg per 1 L M9 media.

2.3.3. NMR of 1DBD and 4DBD complexes

NMR experiments were tried on four different complexes: 1DBD-short (373-439) and 1DBD-long(393-439) + the Aq_1119 high affinity binding site (CTTTTGCCAAAATGGCAAAAG); 4DBD-short (375-442) and 4DBD-long(365-442) + the –145 binding site (TTGCAAAATTGCAAATGCATAA); and 1DBD-short + the –85 binding site (TTGGTAAAACCTACAAAAGG). Experiments conducted include the ¹H-¹⁵N-FHSQC (fhsqc; Mori, et al., 1995), HNCA (hncagpwg3d; Grzesiek and Bax, 1992), HNCACB (hncacbyp2h3d; Shan, et al., 1996), 3D-HSQC-NOESY (noesyhsqcf3gpsi3d; Palmer III, et al., 1991), 3D-HCCH-TOCSY (hcchdigp3d; Kay et al., 1993). Purity of DNA-binding sites was checked by 20% denaturing PAGE gels including 8 M urea. If the DNA strand was ~95% pure, it was used without further purification. Otherwise, DNA strands were purified by large gel electrophoresis, as described in section 2.3.3. DNA strands were annealed for 5 hours in a 2-L hot water bath in deionized water solution with 2 mM MgCl₂. Protein solutions, in 50 mM sodium phosphate buffer pH 6.5, 200 mM NaCl, and 1 mM EDTA were titrated into the DNA solutions to attempt to reduce irreversible aggregation, and samples were desalted to 20 mM NaCl in the same buffer.

Complex samples were optimized and checked by NMR in a range of 10ºC to 50ºC; 0-200 mM NaCl; in buffers HEPES, Tris-HCl, Sodium Phosphate, and PBS; in a pH range from 6.5-8.0; in 0 or 1 mM EDTA; 0-2% glycerol; with the additives 1 mM ZnCl₂, CaCl₂, or MnCl₂; protein concentrations ranging from 100 µM to 3 mM; and protein-DNA ratios ranging from 1:0 to 2:2.5.
2.3.4. Complex preparation for crystallography

DNA forward and reverse strands listed in Table 2.1 were ordered unpurified from the Keck Facility at Yale University for crystal trials. One brominated strand was ordered for MAD phasing, incorporating 5'-bromo-dU and 5'-bromo-dC bases into the strand. All DNA strands were purified separately by large gel electrophoresis in 17% 29:1 denaturing polyacrylamide gels in 8 M urea, at 700 V for ~16 hours. DNA bands were visualized by DNA shadowing, excised from the gel with a razor, pulverized by extrusion through a syringe tip, and soaked in 25 mL aliquots of TBE 1X buffer with rigorous shaking at 37°C. A total of 150 mL of aliquots were taken over 36 hours. Extracted DNA was desalted and concentrated with Waters Sep-Pak desalting columns, eluted into 50% methanol, and dried in a speed-vac centrifuge. Strands were resuspended in 50 mM HEPES pH 7.0, 20 mM NaCl, 1 mM EDTA (“binding buffer”), quantified by UV absorption at 260 nm, combined in 1:1 molar ratios in the presence of 2 mM MgCl₂, and annealed in a hot water bath for 3 hours. The resulting DNA was combined in a 1:2 molar ratio with 4DBD in DNA-binding buffer, and run over a Superdex75 size exclusion column equilibrated with the same buffer to reduce excess amounts of free ssDNA, dsDNA, or protein. The eluted complex sample was concentrated with Millipore centicon concentrators to a concentration of 20-30 mg/ml, and stored at 4°C. Complex samples were quantified by Bradford assay.

Table 2.1. DNA strands used for X-ray crystallography. Overhanging bases are orange. Mismatched overhanging bases are blue. In the Brominated strand, X=5'-bromo-dC; Z=5'-bromo-dU.

<table>
<thead>
<tr>
<th>FORWARD STRAND</th>
<th>REVERSE STRAND</th>
</tr>
</thead>
<tbody>
<tr>
<td>22mer:  TTGCAAATTGCAATGCATAA</td>
<td>TTATGCATTTGCAAATTTGCAA</td>
</tr>
<tr>
<td>20mer:  TTGCAAATTGCAATGCAT</td>
<td>ATGCATTTGCAAATTTGCAA</td>
</tr>
<tr>
<td>18mer:  TTGCAAATTGCAATGCAT</td>
<td>GCATTTGCAAATTTGCAA</td>
</tr>
<tr>
<td>20-OH1: TTGCAAATTGCAATGCAT</td>
<td>ATGCATTTGCAAATTTGCAA</td>
</tr>
<tr>
<td>20-OH2: CTGCAAATTGCAATGCAT</td>
<td>CATGCATTGCAAATTTGCAA</td>
</tr>
<tr>
<td>20-OH3: ACTGCAAATTGCAATGCAT</td>
<td>TGATGCATTGCAAATTTGCAA</td>
</tr>
<tr>
<td>20-OH4: CTTGCAAATTGCAATGCAT</td>
<td>AGTGCATTGCAAATTTGCAA</td>
</tr>
<tr>
<td>Brominated strand:  AGZGATZTGCAAATTTGCAA</td>
<td></td>
</tr>
</tbody>
</table>

2.3.5. Crystallography of 4DBD-complex

X-ray data collection and refinement was done in collaboration with Dr. Artem Lyubimov. 4DBD was co-crystallized with dsDNA in 30 mM Na-cacodylate pH 6.0, 140 mM spermidine, 50 mM potassium thiocyanate, and 15% (poly)ethylene glycol mw 400, at 20°C, cryoprotected in 20% (w/v) xylitol and frozen in liquid nitrogen until use. X-ray diffraction data were collected at the Advanced Light Source (ALS) beamline 8.3.1 from a single crystal to 3.0 Å resolution at a wavelength of 0.92 Å over a 120° wedge with 1° oscillations. Data were integrated with DENZNO and scaled with SCALPACK as implemented in the HKL2000 suite of software (Olson, et al., 1997). Initial phases were solved by molecular replacement using the program PHASER (McCoy, et al., 2007). The starting model included two copies of the 4DBD monomer from the free-protein crystal structure, together with a model of ideal 13-mer B-form dsDNA (3D-
DART server, van Dijk, 2009). Remaining DNA nucleotides were modeled manually using Coot (Emsley and Cowtan, 2004), and refined with PHENIX (Adams, et al., 2010). The structure was validated using SFCHECK (Vaguine, et al., 1999), PROCHECK (Laskowski, et al., 1993) and MOLPROBITY (Chen, et al., and Richardson, 2010). The final data processing and structure refinement statistics are summarized in Table 2.3.

2.3.6. Binding affinity assays

Binding affinity assays were used to determine the equilibrium constant of dissociation (Kd) of 4DBD to a number of binding sites. DNA was ordered from Integrated DNA Technologies with a 5'-fluorescein tag on the forward strand listed in Table 2.1. Forward and reverse strands were annealed for 5 hours in the presence of 1 mM MgCl2 and stored at 4°C away from light. Protein-DNA aliquots were mixed with 10-15 nM DNA in each track, increasing protein concentrations in the range of 0-400 μM, 25 mM NaCl, 50 mM Tris-HCl pH 8.0, and 15% glycerol. Samples were immediately run on 20% native acrylamide gels for 2 hours at 80 V, then imaged with a Typhoon. Band intensities were quantified by QuantityOne Software, and plotted with Origins 8.1. Curves were fitted with non-linear curve fits based on a two-state saturation binding model.

2.4 Results

2.4.1. NMR of 1DBD and 4DBD complexes

The HSQC spectra of the 1DBD complexes show considerable line-broadening in the central region of the spectrum, indicating a chemical exchange process (such as protein association and dissociation from DNA), a dynamic process (such as a wobbling motion of each monomer on the DNA), or aggregation. The best HSQC spectra could be produced in the 4DBD-short complex, so subsequent studies focused exclusively on 4DBD complexes. However, although the 4DBD-complex produced moderately high-quality HSQC data and moderate-quality HNCA data, other 2D and 3D experiments (TOCSY, NOESY, HNCACB, HBHAOCNH) gave reproducibly poor data quality. This is highly unusual: it is a common observation in NMR that samples that produce reasonably high-quality HNCA spectra generally are able to produce legible TOCSY and NOESY spectra. It was found that this problem was also exhibited by the free 4DBD-short and 4DBD-long constructs, in the absence of DNA. Since 4DBD is a relatively small dimeric protein (17 kDa) that is very stable, very soluble, and produces high-quality HSQC spectra, this observation was surprising. A summary of NMR experiments performed is listed in Table 2.2.

Subsequently, the 4DBD-long and -short constructs and the 4DBD-complexes were exhaustively optimized based on protein concentration, protein:DNA ratio, pH, temperature, buffer, salt, purification method (gel-purification of DNA, size-exclusion purification of preformed complexes), and additives (EDTA, Zn²⁺, Ca²⁺, Mn²⁺). The best conditions were found to be 50 mM HEPES buffer pH 7.0 and 10 mM NaCl (complex) or
200 mM NaCl (free protein), and 1 mM EDTA, with spectra taken at 313-323 K. Free protein samples also exhibited a notable improvement in the NOESY spectra after refolding in 6 M guanidine solution, and rapid dilution into the above sample buffer, in the absence of EDTA. In case the asymmetry of the binding site was causing the spectral broadening, I also considered monitoring the spectrum of 4DBD in complex with a shortened, palindromed-form of the binding site (TTTGCAAATTTGCAAA). However, gel-shift assays indicate that 4DBD does not bind to this site, most likely due to its length.

One possible explanation for poor data quality is the presence of an aggregation process. If 4DBD is able to form nonspecific higher-order oligomers on the DNA, this may cause the tumbling of the sample to be just slow enough to cause line-broadening in the triple-resonance experiments. The presence of aggregation is also suggested by a number of other techniques: in gel-shift assays as well as fluorescence-anisotropy experiments, samples with high protein concentrations exhibited additional bands and a gradual rise in correlation time, respectively, which suggests an aggregation process occurs above 0.4 µM. Also, \( ^1\text{H}/^{15}\text{N}-\text{HSQC-spin-echo} \) NMR experiments, which can be used estimate the molecular weight of a sample based on their T2 values, found that the sample tumbles at rate corresponding to a molecular weight near 16 kDa at 323 K, and 34 kDa at 298 K. This suggests the presence of tetramers at lower temperatures. Indeed, free 4DBD was soluble in 0.5 mM solutions at low salt concentrations (~10 mM) above 40 ºC, but crashed out of solution immediately if the temperature were lowered. On the other hand, if the sample were forming tetramers, it should be possible to produce high-quality NMR data using partial or uniform deuteration of the sample, combined with TROSY spectroscopy, as described in detail in Chapter 4. To test this hypothesis, a 70%-\(^2\text{H}/^{15}\text{N}/^{13}\text{C} \) sample of 4DBD was prepared and analyzed by NMR, and found to provide no improvement in the data quality of NOESY, HNCACB, TOCSY spectra. A second possible explanation of the poor data quality is the presence of a chemical exchange process. For example, if oligomers were able to form and dissociate on an intermediate exchange timescale, this would cause another form of line-broadening, which could stem from a relatively small population of oligomers in solution.

Both exchange and size considerations may be contributing to line-broadening. However, since the causes of line-broadening are not easily quantifiable by available techniques, and may not be avoidable in solution, I decided to discontinue NMR analysis of these systems.

2.4.2. Crystal structure of free-4DBD

The unbound crystal structure of 4DBD-long was solved previously by Johanna Heideker and published together with structures of other NtrC4 domains (Batchelor, et al., 2008). However, the structure was included in that paper to provide evidence for DNA-binding domain dimerization, and was not discussed in any detail.

The 4DBD crystallized with two dimers in the asymmetric unit. In keeping with helix-turn-helix nomenclature, each monomer consists of four helices, A-D, with the D helix representing the “recognition helix” that is typically inserted into the major groove of DNA (see Figure 2.1A). The A and B helices of 4DBD form an antiparallel four-helix bundle with the corresponding helices in the adjacent monomer. As already observed for
the DNA-binding domain of NtrC (Pelton et al., 1999), the A helices do not overlap significantly but pack against the long B helix (Lys29 – Tyr47) through hydrophobic sidechain interactions. Helices C (Leu51 – Ile58) and D (Leu62 – Leu72) form a classic helix-turn-helix DNA binding motif at the C- terminus of the molecule. The HTH motif is extended by a tail consisting of residues Leu72 to Ser79. Dimer formation buries an area of 2160 Å², corresponding to 30% of the total surface area of 4DBD.

Table 2.2. NMR experiments performed and relative data quality obtained.

<table>
<thead>
<tr>
<th>Sample</th>
<th>DNA</th>
<th>NMR experiments</th>
<th>Data quality</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1DBD-short</td>
<td>+</td>
<td>HSQC, 3D-HNCA</td>
<td>Poor</td>
<td>Severe line-broadening</td>
</tr>
<tr>
<td>1DBD-long</td>
<td>+</td>
<td>HSQC, 3D-HNCA</td>
<td>Poor</td>
<td>Severe line-broadening</td>
</tr>
<tr>
<td>4DBD-long</td>
<td>-</td>
<td>HSQC, 3D-HNCA, 3D-CBCACONH</td>
<td>Good</td>
<td>Performed originally by J. Heideker; repeated</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3D-HSQC-TOCSY, 3D-15N-TOCSY, 3D-HcCH-TOCSY, 3D-HSQC-NOESY</td>
<td>Poor</td>
<td>Severe line-broadening</td>
</tr>
<tr>
<td></td>
<td>+</td>
<td>HSQC</td>
<td>Good</td>
<td></td>
</tr>
<tr>
<td>4DBD-short</td>
<td></td>
<td>HNCA, CBCACONH</td>
<td>Moderate</td>
<td>some line-broadening, low intensity, missing peaks</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>HSQC, HNCA, CBCACONH</td>
<td>Good</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3D-HSQC-TOCSY, 3D-HSQC-NOESY, 3D-HBHACONH, 15N-TOCSY</td>
<td>Poor</td>
<td>Severe line-broadening</td>
</tr>
<tr>
<td></td>
<td>+</td>
<td>HSQC, HNCA</td>
<td>Moderate</td>
<td>Some line-broadening, missing peaks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CBCACONH, HNCACB, 3D-HSQC-TOCSY, 3D-HSQC-NOESY, 3D-HBHACONH, 15N-TOCSY</td>
<td>Poor</td>
<td>Severe line-broadening</td>
</tr>
</tbody>
</table>
Table 2.3. X-ray crystal structure statistics of the 4DBD free structure and complex.

<table>
<thead>
<tr>
<th>Data Collection</th>
<th>4DBD</th>
<th>4DBD complex</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Space group:</strong></td>
<td>P2_1</td>
<td>P2_1</td>
</tr>
<tr>
<td><strong>Unit Cell parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a, b, c</td>
<td>42.2, 55.7, 62.3</td>
<td>67.4, 28.8, 74.9</td>
</tr>
<tr>
<td>α, β, γ</td>
<td>90, 94.6, 90</td>
<td></td>
</tr>
<tr>
<td><strong>Resolution (Å)</strong></td>
<td>41.17-2.25 (2.33-2.25)</td>
<td>48.1-3.0 (3.1-3.0)</td>
</tr>
<tr>
<td><strong>Unique Reflections</strong></td>
<td>13,545</td>
<td>5,902 (454)</td>
</tr>
<tr>
<td><strong>Completeness (%)</strong></td>
<td>98.2%</td>
<td>96.8% (76.2)</td>
</tr>
<tr>
<td><strong>Multiplicity</strong></td>
<td>3.3 (2.3)</td>
<td></td>
</tr>
<tr>
<td><strong>I/σ_l</strong></td>
<td>16.5 (3.9)</td>
<td>15.5 (2.5)</td>
</tr>
<tr>
<td><strong>R_merge</strong></td>
<td>0.063 (0.31)</td>
<td></td>
</tr>
<tr>
<td><strong>Refinement</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Resolution limits (Å)</strong></td>
<td></td>
<td>48.1-3.0 (3.1-3.0)</td>
</tr>
<tr>
<td><strong>R_work/R_free (%)</strong></td>
<td>20.3 / 24.3</td>
<td>24.3 / 26.4</td>
</tr>
<tr>
<td><strong>Number of atoms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protein</td>
<td>1106</td>
<td></td>
</tr>
<tr>
<td>DNA</td>
<td>861</td>
<td></td>
</tr>
<tr>
<td><strong>B-factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protein</td>
<td>95.4</td>
<td></td>
</tr>
<tr>
<td>DNA</td>
<td>112.6</td>
<td></td>
</tr>
<tr>
<td><strong>RMSDs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bond lengths (Å)</td>
<td>0.004</td>
<td></td>
</tr>
<tr>
<td>bond angles (º)</td>
<td>0.802</td>
<td></td>
</tr>
</tbody>
</table>

No density could be observed for residues Met1 – Trp16 and only weak density was visible for Leu77-Ser79, indicating that the two termini are disordered or flexible.

The overall fold is similar to the DNA binding domains of Fis (Fig. 1b) and NtrC. Superposing the three C-terminal helices (residues Lys29 – Leu72) with the corresponding residues in Fis and NtrC using the program Superpose (Krissinel et al., 2004) gives root mean square deviations of 0.65 Å and 2.1 Å, respectively. Dimerization occurs mainly through hydrophobic interactions between the A and B helices. Contacts between the end of the B helix and the loop between helix C and D may also contribute to dimer stabilization. Close intra-monomer contacts are observed between the sidechains of Leu22 and Leu19 in helix A and Ile38 of helix B. Close inter-monomer contacts are made between the sidechains of Leu19, Leu23 and Ile38. The B helices of each monomer cross at a 40º angle such that the phenyl rings of residue Phe35 of each monomer stack upon each other in a parallel displaced manner. The two Phe35 residues form a point of two-fold symmetry.
Figure 2.1: Structure of free and bound forms of 4DBD.  

a) Cylinder view of free 4DBD crystal structure showing the two symmetrical monomers in light and dark blue; helix labeling convention A-D is shown.  

b) Cartoon view of 4DBD bound to site_1 DNA.  Forward strand is gray, reverse strand is green.  

c) Structure of Fis bound to DNA (Stella, 2010).  

d) Stereo image cutaway of structure and crystal density highlighting specific contacts.
2.4.3. Determination of the DNA-binding site for NtrC4

Gene-association studies, which find that NtrC4 binds to the UAS of the \( lpxC \) gene in \( A.\ aeolicus \), are described in detail in Chapter 5. To determine the specific binding site, Dnase I footprinting was performed on the \( lpxC\)-UAS by Dr. Yixin Huo. Two areas of significant protection were visible centered around -145 and -85 bp upstream of the transcription start site at a protein concentration of 10 nM. To further confirm these binding sites, the two sites and a series of mutant sites were purchased with a 5’-fluorescein tag and analyzed by fluorescence polarization and affinity binding assays. Since fluorescence polarization studies showed a steady rise in molecular weight with increasing protein concentration, most likely due to aggregation, \( K_d \) values were calculated based on affinity binding assays. Resulting \( K_d \) values are summarized in Figure 2.2.

2.4.4. Structure determination of the 4DBD-site_1 complex

Since flexible regions can be detrimental to crystallization, the 4DBD-short construct, which removes 9 flexible residues at the N-terminus, was used for complex formation. The 4DBD complex crystallized in \( P2_1 \) symmetry and was solved to 3.0 Å resolution with 22mer DNA that contained a two-base-pair mismatched overhang (Forward 5´-ACTTGCAATTTGCAAATGCAT-3´; Reverse 5´-TGATGCATTTGCAAATTTGCAA-3´). Due to the DNA-mismatches in the overhangs, the first (5´)-adenine base of the forward strand and (5´)-thymine base of the reverse strand flipped out of the helix, and the resulting one-base-pair G/C overhang self-annealed, forming a continuous double helix through the crystal lattice with 21 base pairs. Although a variety of sequences of different lengths and varying overhangs crystallized, these samples gave poorer resolution (>4Å). Since the flipped-out bases appear to be disordered in the structure and are not clearly visible in the density, the numbering convention used in this paper will describe only the 21 nucleotides observed (see Figure 2.1).

2.4.5. 4DBD-complex: protein-DNA interactions

As in the free protein, the N-terminal residues preceding Arg16 (residues 10-15 in the short construct) form what appears to be a flexible linker to the NtrC4 central ATPase domain. The amino acid sequences for this segment of the protein in various NtrC family members show low sequence conservation, and are variable in length. Omitting this region, the free and bound forms of 4DBD are very similar in structure, with an overall RMSD of 0.57 Å. The most notable differences relative to the free 4DBD structure are the orientations of the sidechains of R67 and Y66. Compared to the free protein, Arg67 extends outward towards the DNA in the complex structure, and Y66 rotates by ~ 90º to contact the DNA backbone.
The structure of the bound protein, and expansions showing some of the protein-DNA interactions are presented in Figures 2.1 and 2.2. As is expected for helix-turn-helix proteins, the majority of protein-DNA interactions occur in the D helices (Aravind, et al., 2005). In this thesis, the bases in the binding site are labeled from –8 to +12, centered around the palindromic center of the 14-base pair “core” binding site (see Figure 2.3). Since the protein is a symmetric dimer, most interactions with one half-site binding sequence are repeated in the other half-site. For simplicity, interactions in only one end of the helix will be described below, except in the cases where asymmetry exists in the protein-DNA interactions.

The primary sequence-specific contacts are mediated by Arg67 and Ser63. The two sidechain NH$_2$ groups of Arg67 form hydrogen bonds with the O6 atoms of +4G(F) and +5G(R), bridging the two strands of DNA. The hydroxyl oxygen of Ser63 accepts a hydrogen bond from the amino group of +5C(F), which is buttressed by a hydrogen bond to the sidechain carboxyl group of Asp61 (See Fig 2d). Asn64 also forms a hydrogen bond with the N7 group of +4Gua(F), forming a contact that selects for a purine (Fig 2d). In addition to these hydrogen bonds, Asn64 is held in place by van der Waals contacts to

---

Figure 2.2. Cutaway views of nonspecific interactions: a) Y66 interaction with internal backbone residue, contrasted with b) the other monomer’s Y66 interaction with the first resolvable base pair backbone near the nicked DNA (neighboring DNA symmetry mate shown in white), c) hydrogen bonding ring at ±3Thy, d) Asp61, Ser63, Asn64 hydrogen bonding network.
Arg67 and +4Gua phosphate backbone. This combination of a hydrogen bond network and van der Waals contacts produces a structurally well-defined protein-DNA binding interface at the D helices.

There are also a number of nonspecific contacts with the DNA phosphate backbone. To orient the recognition helices in the major groove, Lys68 hydrogen bonds with the phosphate group on the +3T(F) backbone. Lys70 hydrogen bonds with the phosphate group of +7T(R). A hydrogen bond is also formed between the backbone amide of Asp61 and the phosphate of G12(F).

The only other nonspecific contacts outside of this region are a hydrogen-bonding ring between residues in both A and B protein monomers that form the following array of hydrogen bonds with a thymine phosphate: 17Thy(R) -- 32Lys(A) -- 36Glu(B) -- 68Lys(B) -- 17Thy(R) (Figure 2.2c). All of these interactions are repeated in the second subunit. The only notable difference between the two subunits is the conformation of the Tyr66 residue, which forms a hydrogen bond with the phosphodiester O on one side of the monomer [+8T(R)], but bonds directly with the final free phosphate on the other monomer [1C(F)], due to the asymmetrical presence of the DNA nick on the 5’F end (Fig 2a, b).

2.4.6. 4DBD-complex: DNA conformation overview

The structure of the DNA in the complex shows only slight deviations from B-form DNA. Although the two protein subunits overlay closely, the fact that the actual binding site is not at the center of the oligonucleotide that crystallized causes slight structural differences at the two ends. On the 5’-forward end, the DNA nick occurs only two base pairs away from the -5G/-4C base pairs (the “GC motif”). On the 3’-forward end, there are an additional 9 base pairs following the GC motif. This asymmetry is reflected in many features of DNA distortion presented below.

The DNA-binding site has an A-tract separating the GC motifs that are sequence-specifically contacted, a sequence motif that is relatively common as a target for helix-turn-helix DNA-binding proteins. It has been shown that regions of four or more adenine residues in a row form somewhat unusual structures that are relatively inflexible. A variety of different studies have shown definitively that periodic A-tracks can form stably curved DNA, although the precise basis for these features are still debated (Haran, 2009). Pyrimidine(Y)-Purine(R) base steps have been shown to be more deformable than YY, RR, or RY steps, and A-tract sequences coupled with YR steps are one of the most common elements in sequences that undergo distortion by proteins (Beveridge, 2004; Olson, 1998). The “TGCA” motif that repeats in the binding site for 4DBD provides two points of flexibility (T-G and C-A), enabling the compression of the minor groove and expansion of the major groove. Plots of DNA roll and bend per base, and major/minor groove widths are presented in Figure 2.5. The DNA in the 4DBD complex exhibits an overall bend of ~9°, with the majority of bending occurring at the 3’F-terminal A-tract base pairs +5 to +7.

Most of the DNA is close to B-form duplex; however, there are two base pairs at +8A(F)+8T(R) and +12T(F)+12A(R) that show significant shear. The first is in the A-tract following the second GC pair, which is also the region of maximal DNA bending.
The second instance is in the final base before the nick, and may be the product of distortion due to crystal contacts since it is far from protein contacts.

2.4.7. Biochemical analysis of DNA-binding site of NtrC4

To probe the relative importance of different base pairs in the DNA-binding site, gel-shift assays were performed on fluorescein-labeled DNA strands with changes introduced at specific base pairs (Figure 2.4). A full 26-bp site that includes the core palindromic binding sequence flanked by 8 additional base pairs on either end was determined to have a $K_d$ of 1.31 +/- 0.36 nM. As expected, a single mutation of the specific contact base pairs G or C to T reduced binding affinity 80-to-120-fold (site_2, site_3, site_4, and site_5). A disruption of the A tracts that are peripheral to the GC sequences caused a ~100-fold reduction in binding affinity (site_6), suggesting the importance of the peripheral A-tracts and DNA flexibility in these regions. In contrast, the insertion of CG bases in the middle of the central A-tract (site_8) has a more subtle effect on binding, reducing affinity ~30-fold. The binding curves for site_3 and site_4 exhibit no binding at low concentrations (<100 nM), followed by sudden binding at higher concentrations (~100 nM), suggesting that they are not governed by a two-state model. Therefore, the binding to site_3 and site_4 are not treated quantitatively, but suggest a lower binding affinity than the first site occupied, and possibly cooperative binding.

2.5. Discussion

2.5.1. The relevance of lpxC activation to NtrC4 activity

The lpxC gene is involved in the biosynthesis of Lipid A, the hydrophobic anchor of lipopolysaccharide, which forms the outer monolayer of the outer membrane of most gram-negative bacteria (Raetz and Whitfield, 2002). Since this outer membrane in gram-negative bacteria is implicated in numerous forms of antibiotic resistance, it has sparked interest as an antibiotic target (Barb, 2008). The finding that NtrC4 regulates lpxC expression appears to be the first identification of $\sigma^{54}$ control of cell-surface lipid metabolism genes. In our previous work on the regulation of NtrC4 we found that it can assemble to an active oligomer even in the absence of phosphorylation (unlike homologs NtrC1 in A. aeolicus and DctD in S. meliloti). This may be consistent with a low level of constitutive transcription of the lpxC gene, with cell cycle dependent transcription induced by phosphorylation.

2.5.2. Comparison of 4DBD free protein to Fis

It is informative to compare the structures of the free Fis and 4DBD. One important difference between these structures is the spacing between the recognition helices, which is 24 Å in 4DBD, and 20 Å in Fis. Without protein or DNA distortion, the 4DBD D helices are able to fit into sequential major grooves of ideal B-form DNA (gap ~
21 Å), whereas Fis would not be able to fit into neighboring major grooves without compression of the straddled minor groove (Hengen, 1997). It is not surprising, therefore, that 4DBD produces a much subtler bend in the DNA than Fis. Interestingly, the DNA-binding domain of another homolog, NtrC from *Salmonella enterica serovar typhimurium*, has an inter-D-helix spacing of only ~14 Å (Pelton, 1999). Although no structure of a complex with DNA is available for it, there is evidence for significant induced DNA bending by NtrC.

2.5.3. Comparison of the 4DBD and Fis complex structures: protein interactions

The DNA-binding preferences of Fis have been studied extensively (Keeler, 2005; Robinson, 1998; Ussery, 2001; Hengen, 1997, Grainger, 2006). Although Fis is known to bind to DNA sequences nonspecifically with nanomolar affinity, certain sequences can form stable sequence-specific complexes, characterized by tighter binding constants, a reduced binding dependence on the length of the DNA strand (if longer than the binding site), and the ability to form clear Dnase I footprints (Betermier, et al., 1994). This reflects Fis’s variable functions, ranging from chromatin-like DNA-remodeling (Ussery, 2001; Blot *et al.* 2006), to site-specific transcriptional repression (Ninnemann, et al, 1992). This spectrum of nonspecific and specific binding modes complicates the definition of a consensus sequence for Fis. This difficulty is illustrated by the conflicting predictions of 6,000-68,000 Fis-binding sites in the *E.coli* genome using different prediction methods (Ussery 2001, Hengen 1997). A recent genome-wide analysis of Fis-binding in Escherichia coli found 894 experimentally-determined Fis binding sites *in vivo*, and presents a revised assessment of Fis binding preferences (Cho, 2010). That work identified two high-affinity binding site consenses: one that includes a core nonpalindromic A-tract, and one that includes a core palindromic AT-tract. Both versions of the site have highly conserved G and C bases at –7 and +8 positions, respectively. It is interesting that although Fis, like NtrC4, is a symmetrical dimer, Cho and colleagues find that the nonpalindromic site has marginally greater binding affinity than the palindromic site. Since the A6 track is also known to produce the greatest intrinsic curvature to DNA segments (Koo, 1986), this concurs with the model presented by Stella, et al., that Fis selects for DNA-binding sites based on a compressed minor groove, binding with a further induced fit. Other residues in the Fis binding site are not highly conserved, but there is a notable bias against a thymine residue in the +4 position in both palindromic and nonpalindromic versions of the site (Cho, 2008).
Figure 2.4: a) Example titration gelshift determining $K_d$ of 4DBD in complex with site_2 (high affinity site). Each track contains 5 nm fluorescein-labeled DNA and the following dimeric protein concentrations: 0, 6, 13, 2.5, 3.8, 5.0, 7.5, 10.0, 12.5, 15.0, 17.5, 20.0, 22.5, 25.0, 27.5 nM. b) plot of intensity vs. protein concentration from gel in a). Red line is nonlinear curve fit of data to the standard Adair two-site binding curve. c) Schematic of promoter and UAS and summary of binding site mutations tested and their resulting $K_d$'s. *'d samples indicate non-two state behavior, as described in 2.4.6.
Figure 2.5. Comparison of DNA distortion in Fis (orange) and 4DBD (blue). a) Roll angles, b) bend angle, c) major groove (upper lines) and minor groove (lower lines) widths per base step.
The interactions between protein and DNA in 4DBD and Fis have a number of key similarities and differences. Both systems use an arginine residue (Arg67 in 4DBD, and Arg85 in Fis) as the dominant specific contact to a guanine base. Both also have an asparagine residue near the N7 group of a pyrimidine. In the case of Fis, Asn84 forms a hydrogen bond with +4G. Mutation of +4G to a C removes this hydrogen bond, but does not have a dramatic effect on binding affinity. However, mutating +4G to a T causes a steric clash that reduces overall binding affinity ~2500-fold (Stella, 2010). Therefore, it appears that the Fis Asn residue serves to prevent binding at sites with a ±4Thy residue. The same may be true for 4DBD, which has an asparagine residue (Asn64) that appears to be close enough to form three hydrogen bonds: one to the N7 pyrimidine group of +4G (2.9Å N-N distance), one to the phosphate backbone of +4G (3.0 Å N-O), and one to the hydroxyl group of Ser63 (3.8Å N—O). Higher resolution data would be necessary to precisely outline the interactions of this residue and determine whether it forms weak hydrogen bonds or strictly van der Waals interactions. However, it is apparent that if the ±4 residue were a thymine, the 5’ methyl group would produce a steric clash with Asn64 that would either require a rearrangement of the residue or would reduce binding affinity. This may be a second cause, together with the loss of a specific contact to the +4G base, for the reduction of the 4DBD binding affinity ~15 fold in a +4G->+4T mutation (see figure 2.4, site_4).

2.5.4. Comparison of the 4DBD and Fis complex structures: DNA distortion

In Fis, direct interaction of arginine residues with guanines causes kinks with high roll angles (13°, 9°) at the GA steps. Although 4DBD bends the DNA much less than Fis, the roll angle profile for 4DBD is quite similar (see Figure 2.5). In 4DBD, high roll values occur at the YR steps surrounding the G basepairs ([-6T]-[-5G] and [-4C]-[-3A]). The bend angles per base pair were calculated with Curves+ (Sklenar, et al., 2009) and are compared in Figure 2.5. The 3’F end of the DNA shows a gradual curve at the peripheral A-tract by approximately 2° per base pair, in a pattern very similar to Fis.

In spite of these similarities to Fis, however, there is a striking difference in the major/minor groove widths. Stella, et al., describe that the DNA in the Fis-DNA complex has expanded minor grooves opposite the major grooves where the interaction takes place, and a compressed central minor groove. They also find that the major groove widths are more or less constant, allowing the minor groove compression to lead to a global bend in the DNA. 4DBD also has only minor variations in major groove widths. However, the minor-groove compression profile for 4DBD appears to be inverted relative to Fis; the central minor groove is actually slightly expanded relative to B-form DNA, and the minor grooves opposing the major groove interaction regions are slightly compressed (Figure 2.5c).

This may be a reflection of the differences in spacing between specific contacts in the Fis and 4DBD binding sites and the relative positioning of specific and nonspecific contacts (Figure 2.3). Whereas 4DBD has 6 base pairs between the two specifically-contacted GC base pairs, Fis has 13 base pairs between the specifically contacted guanines. In 4DBD, the Arg67 residues point inward, toward the center of the binding site, to contact the GC motifs. In Fis, the Arg85 residues point outward, almost a 90°
rotation from the Arg67 position in 4DBD. The other specific contact in 4DBD, Ser63, has no equivalent residue in the Fis complex. However, there is close structural overlap between the following nonspecific contacts: Asn64, Asp61, and Tyr66 from 4DBD are in similar positions as Thr87, Asn84, and Arg89, respectively. Overall, the specific binding of Fis is predominantly “reaching outward”, pulling the edges of the major groove inward, causing the compression of the central minor groove, and expansion of the peripheral minor grooves, with associated bending. 4DBD, by contrast, has specific contacts that “reach inward”, stabilizing an expanded central minor groove and compressed peripheral minor grooves, not requiring significant bending.

In 4DBD, the minor groove expansion is greatest in the TTT base pairs at [+1]-[+3]. The greatest minor groove compression occurs at the CA steps in both [–4]-[–3] and [+5]-[+6]. The [+6]-[+7] base pairs directly following the [+5]-[+6] CA step reflect some of this distortion with elevated twist values, averaging 39º. The other CA step, at [–4]-[–3], also experiences an elevated twist value (39º).

The asymmetry of the DNA binding site and presence of DNA crystal contacts suggest that not all of the DNA distortion described above can be attributed to protein-DNA interactions. However, some key observations may be made: it appears that 4DBD compresses the central minor groove while expanding it in the peripheral A-tracts. The central A-tracts are fairly straight, but the CA base steps at [–4]-[–3] and [+5]-[+6] are sites of the most deformability and are overtwisted with high roll angles, generating a gradual bend in the 3’F peripheral A-tract. This combination of DNA base pair conformations produces a 9º overall global bend. Given the extended length of DNA at the 3’ end, we would predict that the DNA distortions occurring at the 3’F end are the most illustrative of native binding. And owing to the symmetry of the protein and palindromic binding site, we would predict that if the complex were crystallized with fewer inter-DNA crystal contacts and with a longer DNA-binding site at the 5’F end, the bend seen at the 3’F end of the complex would also occur in a similar form on the 5’F end, producing a slightly more pronounced global bend, but still much less than that induced by Fis.

2.5.5. Conclusions on the mode of NtrC4 DNA-binding/bending

Stella et al., describe that Fis binds DNA by scanning sequences for narrow minor grooves, binding sequences that have a loosely defined consensus sequence, and then inducing a bend in the DNA to generate a tight fit. This explains the nature of Fis as a DNA-bending protein that can bind a wide variety of nonspecific sequences with high affinity and induce different levels of bends. Although NtrC DNA-binding domains have been shown to bind some “governor sequences” nonspecifically to prevent DNA looping and inhibit transcriptional activation, they do so only at high concentrations and with very low affinity (K_d > 650 nM) (Ninfa, Reitzer, Magasanik 1987). There is currently no evidence that NtrC-like proteins bind DNA nonspecifically at high affinity.

This study provides an explanation for these differences. In addition to the differences in DNA distortion described above, Fis contains dramatically more nonspecific contacts to the backbone (18) than NtrC(10), and only one specific contact per half-site as opposed to three in NtrC4 (including the bidentate Arg67 interaction). One of the most important residues for nonspecific interactions in Fis, Lys90 (Skoko,
has no structural equivalent in 4DBD. Spatially, nonspecific backbone contacts in Fis contact both sides of the major groove around the specifically bound G base pairs, whereas in 4DBD all nonspecific contacts occur on one side of the major groove, with the exception of Y66. This weaker interaction with both strands of DNA is likely to reduce 4DBD’s ability to bend the DNA. It is possible that the lack of DNA-bending seen in NtrC4 is a reflection of the thermophilic nature of \textit{A. aeolicus}. A number of indicators suggest that DNA-binding in thermophiles would reflect a different thermodynamic landscape than in mesophiles. For example, it has been shown that at higher temperatures curved DNA segments with periodic A-tracts straighten (Diekmann, 1987). It has also been suggested that a different balance of topoisomerasers and DNA-binding proteins is required to keep the DNA annealed above its melting temperature (Guagliardi, 1997). Finally, it has also been observed that thermophiles tend to exhibit positive supercoiling of DNA, as opposed to the more common negative supercoiling observed in eukarya and eubacteria, which may effect the thermodynamics of DNA binding (Napoli, 2002). There is currently little understanding of how these features might affect the DNA-binding behavior at high temperatures in \textit{A. aeolicus} cells.

\textit{NtrC} proteins have a very different function in the cell compared to Fis, and appear to reflect these differences in their DNA binding. Sigma54 activation uses an ATP-energy requiring mechanism to tightly control transcriptional activation, and it is highly conserved in a number of very disparate families. Such stringent mechanistic conservation combined with the function of tight regulation suggests that a “loosening” of regulatory control, such as the potential of \textit{NtrC} proteins to bind sequences nonspecifically, would be counterproductive. It appears that the evolution of Fis from an \textit{NtrC}-like specific-binding transcription factor into a versatile nonspecific DNA-bending protein occurred with very subtle changes to the number and positioning of specific and nonspecific contacts.
Chapter 3: NtrC-like C-terminal DNA-binding domains: structure, function, and flexible tethering to the central domain

3.1 Summary

In this Chapter, I present the structures of the DNA-binding domains of NtrC1 and NtrC2, enabling an extensive cross-comparison of this domain with the homologous structures of the DNA-binding domains of NtrC4, NtrC, ZraR, and FIS. The N-terminal linkers that connect the DNA-binding domain to the central domain were studied in NtrC1 and NtrC2 and found to be unstructured. Additionally, the full-length NtrC1 crystal structure was solved, but the DNA-binding domains were disordered, providing further evidence that the C-D linker functions as a flexible tether.

3.2 Introduction

3.2.1 DNA-binding domains of $\sigma^{54}$ activators

In *A. aeolicus* NtrCs as well as mesophilic NtrC, PspF, ZraR and DctD, the N-terminal R and C domains have been studied extensively (Batchelor 2008, Doucleff 2005, Lee 2003, Hastings 2003, Zhang, 2002). Less structural work has focused on the C-terminal DBDs and the linker regions that connect this domain to the central domains (CD-linker). Only two high-resolution DBD structures have been described in the literature: NtrC-DBD (Pelton 1999) and ZraR-C-DBD from *Salmonella enterica, serovar typhimurium* (Sallai 2005). Secondary structure and DNA-binding features of the DNA-binding domain of NifA were also discussed by Ray, et al. (2002). Chapter 2 also describes new structures of the 4DBD-free (Batchelor, 2008) and a 4DBD-DNA complex. These structures all demonstrate that the DBD exhibits a dimeric helix-turn-helix motif, a motif that is extremely common among transcription factors and other DNA-binding proteins (Aravind, 2009; Rohs 2010; Huffman and Brennan, 2002).

3.2.2 Functions of the DNA-binding domain

The function of the DBD in transcriptional activators has been studied extensively biochemically. It has been shown that one function of the NtrC DBD is to colocalize the EBP near the $\sigma^{54}$ promoter, increasing the probability of an interaction with RNAP-holoenzyme (North et. al, 1997). A mutant form of NtrC from *Salmonella enterica serovar typhimurium* with three alanine substitutions that abolish DNA-binding was found to have 5000-fold reduced ability to activate transcription *in vitro*. However, wild-type activation rates could be reproduced with this mutant by raising the activator concentration 50-fold, although in this case the activators are no longer gene-specific.
activators (Porter et al., 1993). However, the proximity of the DNA-binding site to $\sigma^{54}$ is also not vital, as it was shown that NtrC could still activate transcription when the NtrC binding sites were moved one kilobase upstream of their native binding site (Schulz 2000), or when attached to a separated, concatenated strand of circular DNA (Wedel 1990). Thus, the DBD appears to tether the activator near the $\sigma^{54}$ activator, in order to raise the local concentration of activator with respect to the RNAP holoenzyme.

A second function of DNA-binding is the placement of two NtrC unactivated dimers next to one another, which may enhance the rapid oligomerization of the protein upon activation (Chen and Reitzer, 1995, Porter 1993). In fact, these two binding sites often exhibit cooperative binding, which raises the probability that both sites will be occupied at once. It has been shown that both NtrC and a homologous $\sigma^{54}$-activator DctD bind two tandem DNA sites cooperatively (Weiss et al., 1992; Reitzer et al., 1989; Scholl and Nixon, 1996), and in the NorR system, three different cooperative binding sites are required for maximum activity (Tucker, et al., 2010). Since transcriptional activity requires the oligomerization of the activator protein, the two or three activator-binding sites would raise the local concentration of activator to stimulate this process, even if intracellular activator concentrations were low.

A third observed function of the DBD is the stabilization of the off-state dimer. In the case of NtrC, the DBD is the dimerization determinant for the full-length protein, and deletion of this domain produces monomeric protein with reduced ATPase activity (Klose et al., 1994). However, in NtrC1 and marginally in NtrC4, the unactivated RC domains without the DBDs are inherently dimeric (Batchelor, 2008; Doucleff 2005). It has been suggested that the presence of a strong dimerization interface in the RC domains is an indicator of positive or negative regulation of the ATPase domain (Doucleff 2005). For example, in the case of NtrC, activation is positively regulated: activation causes the monomeric R and C domains to structurally stabilize the formation of the inherently unstable hexameric ATPase ring (de Carlo, 2006). The DBD is the only domain that stabilizes the inactive dimer. In contrast, NtrC1 and to a weaker extent, NtrC4, exhibit negative regulation (Figure 3.4). The central domain is inherently able to form an active ATPase, but the RC dimerization interface represses the formation of the oligomer until the dimerization interface in the R domains is broken by activation (Doucleff, et al., 2001). The size of this RC dimerization interface in NtrC1 and NtrC4 has also been implicated in tuning the degree of ATPase repression. In NtrC1, the RC domains form a very stable dimer with a coiled coil at the dimerization interface that strongly represses oligomerization. However, in NtrC4, the lack of a coiled coil linker at the RC dimer interface produces a less stable dimer that only weakly represses oligomerization (Batchelor, et al., 2008 and Doucleff, et al., 2001). These three examples constitute a spectrum of regulation: strong negative regulation (NtrC1), weak negative regulation (NtrC4), and positive regulation (NtrC), depending on the degree of dimerization of the RC domains.

3.2.3. CD-linker regions

In the previous discussions of regulatory mechanism and NtrC activation, the roles of DBDs and the CD-linker regions connecting the C and DBD domains have been less addressed. The role of the CD-linker is particularly interesting in light of the recent
study on full-length, oligomerized NtrC in the ADP-bound form by cryo-EM and the transition state AlFx-bound form by SAXS (de Carlo, 2006). Although DBD density was not visible in the ADP-bound state, ordered density, roughly correlated with the volume of three DNA-binding domains, appeared to dock under the hexameric ring in the ADP-AlFx-bound form, the “transition state” analog. Since limited structural information is available about the CD-linker in any state, it is not yet possible to distinguish whether this docking process seen in NtrC is mediated by structure in the linker region, or if the linker serves as a flexible tether that brings the DBD in close proximity to the C domain. In other protein systems, there are numerous examples of linkers that act as simple tethers (immunoglobulins (Ababou 2008); leucyl-tRNA synthetase (Hsu 2008); Xylanase Cex (Poon 2007)), as structured mediators of docking interactions or cellular cross-talk (Smad3 (Vasilaki 2009); DNA Pol (Klinge 2009); poly(rC) binding protein 2 (Sean 2008)), or as regions that can interconvert between structured and unstructured states in order to mediate docking/binding interactions (lac repressor (Swint-Kruse 2009); retinoblastoma protein (Burke 2010)).

To discuss the structure and thermodynamic dimerization stabilities of NtrC DBDs as well as the structure of the CD-linker regions, we present the structures of the DBDs of A. aeolicus NtrC1 and NtrC2, as well as information from a crystal structure of the full-length intact NtrC1. These structures, together with the structure of the NtrC4-
3.3 Materials and Methods

3.3.1. Constructs

Secondary structure prediction (fig. 3.1) suggests that the poorly-conserved linker region between the conserved C and D domains in NtrC1, NtrC2, and NtrC4 is unstructured. Constructs were selected starting from a point in this flexible region and ending at the C-terminus of the full-length protein. Two different constructs of NtrC1DBD were made, 1DBD-long (373-439), including 20 residues of the N-terminal flexible linker, and 1DBD-short (393-439) that completely removes the N-terminal linker region. The construct of NtrC2 includes residues 428-497 (2DBD). The NtrC4 construct was made for residues 365-442 (4DBD). The constructs that were studied structurally, 1DBD-short, 2DBD, and 4DBD, are marked in bold in Figure 3.1.

3.3.2. Protein Expression and Purification

1DBD (residues 392-439) and 4DBD (residues 428-497) were cloned into the pet21a vector (Johanna Heideker, Dr. Ann Maris), and 2DBD (residues 365-442) was cloned into the pet21b vector (Dr. Eunmi Hong). Cells were transformed into E.coli BL21(DE3) with a Rosetta.pLysS plasmid, and grown to an OD_{600} of 0.8 (1DBD, 4DBD) or 0.5 (2DBD) in Luria Broth media. Cells were induced with 1 mM isopropyl b-D-thiogalactopyranoside (IPTG) and harvested after 12-16 hours at 25°C (1DBD, 4DBD) and 4-6 hours at 37°C (2DBD). Isotopically labeled proteins were switched to 15N or 15N/13C-labeled M9 media (Cambridge Isotope Laboratory) before induction as described (Marley, 2001) and induced for 4-6 hours. Cells were harvested by centrifugation at 5000 rpm for 30 minutes. Cell pellets were suspended in lysis buffer (1DBD/4DBD: 50 mM sodium phosphate pH 6.5, 200 mM NaCl, 1 mM EDTA, and 0.1 mM PMSF; 2DBD: 20 mM sodium phosphate pH 7.0, 0.5 M NaCl, 0.1 mM PMSF), and disrupted by sonication. 1DBD and 4DBD were additionally heated to 80°C for 30 minutes to precipitate E. coli proteins. Lysates were then centrifuged at 30,000g for 30min, and supernatants were filtered using 0.45 µm filters to remove insoluble material. 1DBD and 4DBD were purified by Heparin affinity chromatography and eluted with a continuous linear NaCl gradient (200 mM-700 mM). DBD2 was loaded onto a HiTrap™Chelation HP (Pharmacia Biotech) column, and bound protein was eluted with a continuous 100 mL linear gradient of imidazole (0 - 500 mM). The His-tag was cleaved from 2DBD by tobacco etch virus (TEV) protease at 30°C for 6 hours. The cleaved His_{6}-tag and un-cleaved protein were removed by loading the digested
proteins over a HiTrap™ Chelation HP. 1DBD, 2DBD, and 4DBD were finally purified by gel filtration on a HiLoad Superdex 75 prep grade column (Pharmacia) in gel filtration buffer (1DBD and 4DBD: 50 mM sodium phosphate buffer pH 6.5, 100 mM NaCl, 1 mM EDTA; 2DBD: 20 mM sodium phosphate pH 7.0, 100 mM NaCl). Samples were concentrated using Amicon Ultra centrifugal concentrators (5 kDa cutoff; Millipore).

3.3.3. Analytical ultracentrifugation

Analytical ultracentrifugation of 1DBD-long and 4DBD was carried out on a Beckman ultracentrifuge model XL-I using a 12-mm six-channel centerpiece and an An-50 Ti rotor. Data was collected at 20000 rpm at 280 nm and 300 nm for protein concentrations of 0.5, 1.0 and 1.4 mg/ml in 250 mM NaCl, 50 mM NaPO₄ pH 6.5. The run was allowed to reach equilibrium by spinning the samples for 24 hours. Velocity scans were taken in 10 replicates for each sample at 20°C. The radial step size was 0.001. Data analysis was performed using the software UltraScan-7.0.

3.3.4. Structural comparisons

Structures were analyzed with PYMOL. Helix angles, distances, and buried surface area were calculated with CHIMERA (Pettersen, et al., 2004).

3.4. Results

3.4.1. Construct selection of 1DBD and 2DBD

A multiple-sequence alignment with the C and DBD domains of NtrC, NtrC1, NtrC2, NtrC4, and ZraR proteins is shown in Figure 3.1. The constructs of NtrC1 and NtrC2, as well as NtrC4, NtrC, and the regions of visible DBD density in the ZraR crystal structure, are shown in boldface. Since the ZraR crystal structure does not contain an N-terminal A helix and the NtrC protein does, the nomenclature of this paper will count residues that align with residues in the A helix as belonging to the DNA-binding domain, even if these residues are disordered. The remaining residues between this A-helix region and the highly-conserved final helix in the central domain will be called the “CD-linker” region (Figure 3).

Since the N-terminal CD-linker and A-helix-DBD region was removed in the 1DBD construct used for crystallography (1DBD-short), a second construct, (1DBD-long) was prepared that included residues 373-439 for NMR analysis.

3.4.2. The structures of NtrC1-DBD and NtrC2-DBD

1DBD-short was crystallized and the structure was solved to 1.3 Å by Dr. Ann Maris and Anisa Young. The dimer crystallized in the asymmetric unit. The monomeric structure of 2DBD was solved by NMR spectroscopy in solution to 0.14 ± 0.05 Å backbone RMSD (for structured residues 448-492).
The structures of the solved DBDs and their homologues are shown in Figures 3.2 and 3.3. Helices (from the N terminus to the C terminus) are labeled A, B (dimerization helix), C (buttressing helix), and D (recognition helix), in accordance with naming conventions for helix-turn-helix proteins (Figure 1a) (Arivand, et al., 2005). The monomeric units of helices B-D, which make up the helix-turn-helix bundle, overlay closely in NtrC-DBD, 1DBD, 2DBD, and 4DBD, with an average RMSD of 1.42 Å (Fig. 3.2b). In this region, there are only slight differences between the structures: NtrC-DBD has a 37° kink in the D helix and a ~14° kink in the B helix, which is not present in the A. aeolicus NtrCs. The length of the B helix also varies, in 1DBD-short (16 residues), 2DBD (18 residues), 4DBD (20 residues), and NtrC-DBD (21 residues). 4DBD and NtrC-DBD have the additional N-terminal A helix that contributes to the dimerization interface. It is not present in the monomeric NtrC2 structure, and its presence is unknown in 1DBD-short because the short construct removed N-terminal residues that might be involved in its formation.

More dramatic differences between structures are immediately visible in the dimeric structures of NtrC-DBD, 1DBD, and 4DBD. This is mostly due to the dimerization angle of the B helices, which produces different hinge-motion-related positions of the recognition helices, resulting in an average 2.70 Å RMSD. In NtrC-DBD, 1DBD, and 4DBD, the angles formed by the B helices are 14°, 33°, and 42°, and distances between the central axis of the recognition helices are 18 Å, 22 Å, and 28 Å, respectively, calculated between central helical axes. This suggests that slight variation in the hydrophobic packing of the dimerization interface can result in alteration of the length of the DNA element recognized by the DNA-binding domain. This also causes variation in the angles formed by the D helices in contacting DNA (Figure 3.3, side view).

Details regarding the DBD structures and sequences are summarized in Table 3.1. Figure 3.3 presents a number of views of the DBDs from NtrC, NtrC1, NtrC2, and NtrC4 with the DBDs of ZraR and FIS for structural comparison.
Figure 3.3. Comparison of DNA-binding domains from A. aeolicus and other homologues. The NtrC2-DBD is modeled as a dimer from the monomer structure with HADDOCK.
3.4.3. Dimerization interfaces: 1DBD and 2DBD are monomeric in solution

To understand the thermodynamic dimerization stabilities of NtrC-like proteins, we performed AUC (analytical ultracentrifugation) on 1DBD-short and 4DBD. Although 1DBD-short crystallized as a dimer, it was found to be monomeric in solution. To ensure that this weak dimerization was not due to the truncation of the N-terminal linker, 1DBD-long was prepared and also found to be monomeric with AUC. To supplement this finding, both constructs of 1DBD were also analyzed by mass spectrometry, and confirmed to be almost exclusively monomeric, suggesting that the N-terminal linker contains negligible dimeric stabilization. 2DBD, which already includes 18 residues of the CD-linker, was also found to be monomeric in solution by NMR (Dr. Eunmi Hong). 4DBD, however, was found to be dimeric by both AUC and mass spectrometry (Johanna Heideker; Harry Sterling).

The dimerization interfaces in each of these proteins explain these variations (Figure 2). The intermolecular interfaces in all structures are primarily formed by the residues in helix B (NtrC1-DBD: 396-411, NtrC2-DBD: 448-465, NtrC4-DBD: 402-421, NtrC-DBD: 421-441) and from contact interfaces on helix A (in the case of NtrC4 and NtrC). In NtrC-DBD, dimerization interactions consist of the intercalation of three leucine residues (L422, L429, L433) on each B helix, and hydrophobic packing of residues on the A helix against the other monomer’s B helix, forming a long hydrophobic core that buries ~2,600 Å² of solvent-accessible surface area. In 4DBD, the dimerization interface consists of the aromatic ring-stacking interactions of two phenylalanine residues (F398, F402) on each helix as well as a Leu382-Leu382 interaction on the A helices that together bury ~2,400 Å² of surface area. In NtrC1, the dimerization interface is notably smaller: its main determinant is an Ile399-Ile399 interaction on the crossed B helices, and a limited number of van der Waals interactions at the base of the three-helix bundle junction that bury only ~950 Å². To investigate possible interactions at the dimeric interface of monomeric 2DBD, the structure of the symmetric dimer was modeled by docking two monomers together with the protein-docking program HADDOCK (Dominguez, et al., 2003, and Vries et al., 2007). The lowest energy structure of this NtrC2-DBD dimeric model (with a HADDOCK score of –97 ± 7) overlays closely with the NtrC1-DBD structure with an RMSD of 2.92 Å. The only hydrophobic residues on the B helix that are positioned in the dimerization interface region are F449, I450, and T453. In this model, the I450 residues on opposing B helices, as in NtrC1-DBD, form a van der Waals contact, the two T453 residues form hydrogen bonds to the carbonyls in the backbone of each F449, and additional inter-monomeric hydrophobic contacts are formed between the F449 side chains with the LGY sequence at the three-helix bundle junction, burying a total of ~1000 Å².

3.4.4. Crystal structure of full-length NtrC1: the DBD is flexibly tethered to the C domain

Currently, no structure has been reported of a full-length intact σ⁵⁴ activator, possibly due to the difficulty crystallizing multidomain proteins with flexible linkers. However, a full-length construct of NtrC1 was crystallized and the structure was solved to 2.2 Å resolution in our lab by Dr. Ann Maris. Unfortunately, this structure shows a
number of non-native features, including a L183S mutation and a disulfide linkage between loop residues Cys158 and Cys161. However, the most interesting feature of this structure was that almost no electron density was visible in the region where the DNA-binding domains are expected, suggesting that the DNA-binding domains’ position is disordered in the crystal. A gap between NtrC1-RC dimers, large enough to accommodate the DNA-binding domains, separates the central domains of one dimer from the receiver domains of its symmetry mate (see Figure 4). The structure of NtrC1-RC in the unactivated state was solved previously (Lee et al. 2003). Therefore, the main value of the full-length NtrC1 structure is the observation that only very weak electron density can be observed in the region where the DBD must be, indicating that its position within the crystal is variable. This provides additional evidence that the DBD is flexibly linked to the central domain. It also suggests that there is not a significant docking interface between the central and DNA-binding domains in the unactivated state. The vertical distance between the central domains of one NtrC1-RC dimer and the molecule immediately adjacent in the crystal matches the height of the NtrC1-DBD (26 Å), constraining its vertical position. However, the DBD is less constrained in the horizontal dimension. The sparse lateral contacts enable the DNA-binding domain to have rotational freedom around the vertical axis as well as some translational freedom (Figure 3.5), explaining the lack of electron density.

3.4.5. Cooperativity of binding in NtrC4-FL

NtrC has been shown to bind cooperatively to its high- and low-affinity binding sites. Whether NtrC4 also binds DNA cooperatively is not known. To probe for cooperative binding, the binding of full-length NtrC4 to the 21-mer low-affinity binding site, and to 100-base pair UAS regions that include the high and low-affinity sites, was analyzed by gel-shift assays (Figure 3.4). Gel-shifts on the native low-affinity binding site demonstrate no binding at low protein concentration, suggesting non-two-state binding or cooperativity, as seen in Chapter 2 (figure 3.4a). The $K_d$ of binding is estimated at ~ 200 nM, which is very weak compared to the high-affinity binding site ($K_d = 1.3$ nM). To determine whether DNA-binding is enhanced at the low-affinity site when the high-affinity site is occupied, a 100-base pair region of the lpxC UAS was amplified by PCR, including both the high-affinity and low-affinity binding sites. It was found that binding at the low-affinity site is weakly enhanced by the presence of the high-affinity site. Although the doubly-occupied site produces a band that is smeary and not suitable for quantitative $K_d$ analysis (Figure 3.4b), it appears to half-deplete the singly-bound site at ~ 70 nM, which would correspond to a ~3-fold binding enhancement. At higher protein concentration, smiling bands suggest extensive protein aggregation, due to nonspecific aggregation or oligomerization (Figure 3.4c, d).
Figure 3.4. Gel-shift assays with NtrC4-FL and binding regions including the low-affinity binding site. a) Gel-shift assay with the fluorscein-labeled 21-mer low-affinity binding site. DNA concentration is 25 nM; protein dimer concentrations (from left to right) are 0, 12.5, 25, 37.5, 50, 62.5, 75, 87.5, 125, 187.5, 250, 312.5, 375, 437.5, and 500 nM. b) Binding to the 100-mer native binding site including high and low affinity binding sites. DNA concentration is 10 nM; protein dimer concentrations are 0, 10, 20, 30, 50, 70, 90, 110, 130, and 200 nM. Comparison of binding to the c) native 100-mer site or d) 100-mer site with the low-affinity binding site removed; DNA concentration is 10 nM; protein dimer concentrations are 0, 10, 20, 40, 70, 100, 150, 200, 250, and 300 nM.
3.5. Discussion

3.5.1. DBD and RC dimer stability complement one another

In the DNA-binding domains of NtrC, NtrC4, NtrC2 (model), and NtrC1, the buried surface area due to dimerization is 2,600 Å, 2,390 Å, 1080 Å, and 1050 Å, respectively. In contrast, the size of the dimerization interface of the RC domains
increases in the order: NtrC, NtrC4, NtrC1 (Figure 3.5). The stability or even existence of an NtrC2-RC dimer is not known, but secondary structure prediction suggests that NtrC2 also contains the coiled-coil helix that causes stable dimerization of the NtrC1-RC domains. The fact that the buried surface area due to DBD dimerization is inversely proportional to the stability of the RC dimer suggests that the DNA-binding domains fulfill residual dimerization needs of the protein. Currently, there are no known NtrC-like proteins that are not dimeric when unactivated, underscoring the importance of dimerization. If dimerization is provided by the RC domains, more evolutionary freedom may be available to tune the DNA-binding domain function or complex interface without destabilizing dimerization. The inverse is also true; dimerization at the DBD would provide more evolutionary freedom for variation at the RC domains.

The presence of the fourth, “A” helix in some NtrC DBDs appears to be a strong determinant of dimer stability. In the case of the NtrC-DBD homologue, Fis, which was discussed extensively in Chapter 2, the extended dimerization interface formed by the long A helix stabilizes the dimer (Cheng 2000). NtrC’s DNA-binding domain also has an A helix, and forms a very stable dimer (Pelton, et al., 1999). Since Fis and NtrC are both shown/predicted to bend DNA, it is possible that the A helix, or some other form of dimer stabilization, may be required for DNA-bending. Consistent with this hypothesis, NtrC4-DBD, which has an abbreviated A helix, was shown to cause a very slight bend in the DNA upon binding (Chapter 2; Cheng 2000).

For NtrC1 and NtrC2 DNA-binding domains, secondary structure prediction, NMR, and mass spectrometry data suggest that the N-terminal region does not contain a stable A helix, at least in the absence of DNA. This indicates that NtrC1 and NtrC2 share more similarity with ZraR, which apparently does not have an A helix in the DBD (Sallai and Tucker, 2005). The structures of the ZraR-DBD and the NtrC1-DBD overlay closely with an RMSD of 2.2 Å, have similar spacing between the recognition helices (ZraR: 16 Å, 1DBD: ~18Å), and bury similar solvent-accessible surface areas (ZraR: ~1070 Å², 1DBD: ~1050Å²). One notable difference between 1DBD and ZraR is that ZraR has two hydrophobic contacts between the B helices (V405 and V409), whereas NtrC1-DBD has only one (I399). This would be expected to make the ZraR dimer marginally more stable than the 1DBD dimer.

However, although NtrC1 exhibits no predicted or observed structure in the A-helix DBD region, an additional C-terminal helix was observed to pack against the C-terminal helices in central domain in the NtrC1-RC crystal structure, in the CD-linker region (Figure 3.1) (Lee, et al., 2003). One can speculate that this helix compensates for the lack of the A helix in NtrC1. The overall length of the NtrC1 CD-linker is shorter than in NtrC, NtrC2, and NtrC4, thus, the presence of the additional C-domain helix may act to shorten the tether between the C and DBD domains, and stabilize the weaker dimerization interface of the DNA-binding domain. This may also reduce the flexibility between the C and DBD domains, and assist the close-packing of two NtrC1 full-length dimers onto the tandem DNA-binding sites (Figure 3.6).

Although little is known about the structure of the unactivated ZraR R and C domains, it has been suggested that ZraR’s DNA-binding domain may act as the dimerization determinant for the full-length protein, as seen in NtrC (Sallai, 2005). However, a number of features of the ZraR hexameric C-DBD crystal structure suggest that it bears more similarity to NtrC4 in terms of structure and regulatory mechanism.
According to the coiled coil prediction program COILS (Lupas, 1991), ZraR appears to lack a coiled coil at the RC dimerization interface, suggesting that its dimerization interface is weak relative to NtrC1. The observation that the C-DBD domains oligomerized into a hexamer in the crystals suggests that it is negatively regulated by its R domains. The structural similarity of ZraR’s DNA-binding domain to the predominantly-monomeric 1DBD suggests that ZraR would not successfully dimerize if it relied on the DNA-binding domains alone.

In 1DBD, it is possible that the Ile399 hydrophobic contact constitutes a pivot point, allowing flexibility in the dimerization interface that enables the recognition helices to swing outward. Pivots with functional purposes have been documented in helix-turn-helix DNA-binding proteins in the cases of the LacI headpiece (Kalodimos et al., 2001) and the phage-encoded activator protein Mor (Kumaraswami et al., 2004),
where the pivot enables the protein to switch between specific and nonspecific interaction modes, or recognize multiple binding sites. The role for a swivel in NtrC1 is not apparent at this point.

3.5.2. DNA-binding and bending

It is well-documented that Fis can bend DNA from 40-90°, depending on the DNA sequence, and that this bending is important for activation of transcription at the ribosomal RNA promoter rrnB P1 (Cheng et al., 2000). Fis, like NtrC, has recognition helices that are spaced too closely to interact with B-form DNA without distorting it. However, as is observed in 1DBD and 4DBD and modeled in 2DBD, the wide spacing between the recognition helices suggests that DNA-bending is not necessary for interaction with DNA for these proteins. This may be due to an evolutionary trend that eliminated the need for DNA bending in certain organisms, or it may be a reflection of the thermophilic nature of NtrC proteins in *A. aeolicus*.

3.5.3. Absence of prolines in *A. aeolicus* NtrCs

It has been previously discussed that NtrC and Fis both contain a proline residue at one of two positions in the B helix, producing a slight kink, that is conserved in a number of α and γ-proteobacterial species (Pelton, 1999; Morett & Bork, 1998). In the case of Fis, this kink has been shown to be necessary for Hin-mediated DNA inversion activity (Osuna et al., 1991), and the crystal structure of a Pro61Ala mutant was found to exhibit the kinked helix in spite of lacking the proline, due to hydrophobic and hydrogen bond interactions that stabilize the kinked form (Yuan et al., 1994). It is interesting, therefore, that although the proline residue is conserved in NtrC, it is not present in any of the *A. aeolicus* proteins presented here. A recent sequence alignment of NtrC4 with the top 500 hits in the Blast non-redundant database found only one hit in which the Proline was found at a residue predicted to be located anywhere in the B helix. This suggests that the proline residue in NtrC and Fis proteins is not needed for function in *A. aeolicus* forms of the protein.

3.5.4. NtrC DBDs and cooperative binding

NtrC has been shown to bind cooperatively to the two tandem binding sites upstream from the glnA promoter (Porter 1993). It is unlikely that this cooperativity originates from contacts between DBDs of consecutive dimers, since the tandem binding sites are separated by ~17 base pairs or ~60 Å. However, this cooperativity could be mediated by the R and/or C domains. Unpublished data shows that the full-length NtrC1 also binds cooperatively (Tracy Nixon, personal communication). In this case, the distance between high affinity binding sites is only 9 base pairs, or ~30 Å, apart. Placing rigid models of two full-length NtrC1 dimers on ideal B-form DNA suggests that intermolecular contacts between the dimers would be unavoidable (Figure 3.6). To explore whether cooperativity occurs in the binding of NtrC4 to its tandem binding sites, gel shift assays were performed. Interestingly, although NtrC4 would not be predicted to bind cooperatively based on the long distance between binding sites (sites are separated
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by ~40 base pairs, or ~135 Å), gel shifts indicate that binding to the second site exhibits a weak, but clear enhancement if the first binding site is present (Figure 3.4). The height and width of NtrC4-RC dimers (68 and 83 Å, respectively) suggest that cooperativity would not be possible if the proteins docked as rigid bodies onto straight, B-form DNA. Therefore, cooperativity either depends upon distortion of the DNA, such as DNA-looping or curvature, or due to the flexibility conferred by the long CD-linkers present in NtrC4. Since the NtrC4 CD-linker is the longest of the A. aeolicus CD-linker regions, the NtrC4-RC domains may have longer tethers to the DBD, enabling them to interact over a longer distance.

3.5.5. CD linkers of σ54 activators are disordered

Although the CD-linker regions were thought to be largely disordered based upon sequence analysis, there had been little direct study of these regions. Secondary structure prediction (Jpred) does not predict any secondary structure in the CD-linker regions (Figure 3) for Aquifex aeolicus NtrC’s or mesophilic NtrC. Additionally, the NMR structure of NtrC from Salmonella typhimurium (Pelton, 1999) and the crystal structure of NtrC4-DBD from A. aeolicus (Chapter 2) have disordered N-terminal linkers. The only crystal structure of a σ54 activator including both the central domain and the DBD is the structure of ZraR, in which the hexameric central domain is clearly resolved, the DNA-binding domains formed dimers with crystallographic symmetry mates, and the CD linker is invisible (Sallai, et al., 2005).

This work provides additional evidence that the CD-linker in σ54-proteins acts as an unstructured, flexible tether. The absence of DNA-binding domain density in the NtrC1-full length crystals as well as the lack of N-terminal structure in the ZraR, NtrC, NtrC1, NtrC2, and NtrC4 DNA-binding domains support this view. In the case of CD linker regions in NtrC, and ZraR, a high percentage of proline residues (16% and 10%) in the linker further reduce the likelihood of extended secondary structure in any activation state. Although it is not possible to rule out the possibility that regions of this linker acquire structure in the activated state, we would predict that DBD-docking onto the activated ATPase ring, as seen in the case of NtrC (de Carlo, 2006), is due to surface interactions that occur between the oligomerized C domains and the DBD, rather than being mediated by the CD-linker.

3.6. Future studies

3.6.1. NMR studies on the N-terminal linker of 1DBD-long

Although AUC, mass spec, and full-length NtrC1 crystallography all suggest that the N-terminal linker region of NtrC1 does not provide significant stabilization of the dimer of 1DBD, direct structural evidence is not available. One method to investigate this region structurally is by NMR. By assigning the backbone resonances in the HSQC spectrum of 1DBD-long, then searching for indicators of secondary structure in the N-terminal linker region (chemical shift inddices of the Cα and Hα shifts, and searching for α-helical NOEs), it would be possible to determine whether an A helix, or the C-terminal helix in the central domain, is present in this construct.
Chapter 4: NMR studies on region $\sigma^N3$ of $\sigma^{54}$

4.1 Summary

In this Chapter, I describe my work on region $\sigma^N3$ of the $\sigma^{54}$ factor. I use TROSY-NMR to study the $\sigma^N2$-$\sigma^N4$ regions (residues 69-398) in free and DNA-bound forms. Although the linewidths in the TROSY spectra were sharp, only half of the peaks were visible, suggesting that they derive from the $\sigma^N2$ and $\sigma^N4$ regions only. A sample with specific $^1$H/$^15$N-Ile/Phe labels in a $^2$H/$^14$N background was prepared, but the data quality suggests that protein aggregation may be occurring. Further optimization of the sample will be necessary to produce conclusive results.

4.2 Introduction

4.2.1 Structural studies on the $\sigma^N3$ region of the $\sigma^{54}$ factor: current understanding

In the introductory chapter of this thesis, basic structural features of the $\sigma^{54}$ factor were presented, including the description of regions $\sigma^N1$-$\sigma^N4$. Unlike the $\sigma^{70}$ factor, a high-resolution structure of the full-length $\sigma^{54}$ factor has not been determined. However, structures of the core-binding domain (region $\sigma^N2$) and the DNA-binding domain (region $\sigma^N4$), both free and in complex with the –24 site DNA are available (Hong, et al, 2008; Doucelf, et al, 2005; Doucelf et al., 2007). There is great interest in elucidating structure in the region between the core-binding domain and the DNA-binding domain, which I call $\sigma^N3$ (residues 200-331). This region is expected to include the –12-binding motif, as well as the residues that participate in DNA-melting. Currently, the conformational change that $\sigma^{54}$ undergoes upon contacting the activator protein, and how this change transduces energy from ATP, is poorly understood. Although significant mechanistic information has come from cryo-EM studies on $\sigma^{54}$-RNAP (Section 1.4), understanding the full mechanism will require atomic-resolution information on the $\sigma^N1$ and $\sigma^N3$ regions.

4.2.2 X-ray crystallography of the $\sigma^{54}$ factor

In the past decade, a number of laboratories have attempted to crystallize the $\sigma^{54}$ factor, both alone and in complex with RNAP and/or DNA (personal communication). One promising effort comes from the Darst laboratory, which has crystallized and partially solved the $\sigma^{54}$ factor regions $\sigma^N2$-$\sigma^N4$ in complex with DNA. The resolution of their data is 3.5 Å, however, the data quality has so far proven insufficient to build a complete structural model. Sidechains are generally not visible in the density, and there are regions of missing density in the $\sigma^N3$ region.
Figure 1. a) Schematic of structure-in-progress from the Darst lab: $\sigma^{54}$, 69-398 in complex with DNA. b) Sequence of the 69-398 construct with Jpred secondary structure predictions. Color scheme is the same in a) and b).

**Core-binding domain (region $\sigma^{N_2}$)**

69  YTPSELEELQONIKLEEGKEQELALLELLLYLNEKGFLSKVEEISDVL
   ----HHHHHHHH----HHHHHHHHHHH----HHHHHHHHHHH----HHHHHHHHHHH

119  CSVELEKVQRKVLRLPLEPLGVCSDKV8FLELQIEEIYPEEEEILKKALR
   -----HHHHHHHHHH------HHHHHHHHHHH------HHHHHHHHHHH-----HHHHHHHHHHH

169  DLKRGKLLKEIKGLSLRLFLPSSAESKVYTFKVDALIEEEEENGEFFI
   ---------------EEEEEEEEEEE----EEEEEEEEEEE----EEEEEEEEEEE----EEEE

**Middle region (region $\sigma^{N_3}$)**

219  YLYEDFIDIDLNEEYWELYKSRNLQKEFAYFESIRVEFVLDIRRNL
   EE-----EEEE-----HHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHH
Even though the NMR structures of the $\sigma^N2$ and $\sigma^N4$ domains could be modeled into the electron density, region $\sigma^N3$ cannot be traced unambiguously. It is possible that additional structural information on region $\sigma^N3$ may allow us to overcome current difficulties with structure building. A schematic of the current structural model obtained by the Darst lab is shown in Figure 1.

Solution NMR not only provides an excellent complement to X-ray crystallography, but also allows the characterization of protein dynamics, which are usually inaccessible to solid-state techniques. Additionally, a wealth of isotope labeling techniques can be exploited to highlight specific atoms or residues of interest and to facilitate data analysis. To assist the Darst lab in solving the crystal structure of $\sigma^{54}$ I used NMR spectroscopy to explore structure in region $\sigma^N3$. Since this region was found to be relatively unstable in isolation, these studies were performed predominantly on a construct including the neighboring regions $\sigma^N2$-$\sigma^N4$, residues 69-398, a 38-kDa protein.

4.2.3 Introduction to NMR

Since the principles of NMR are the subject of a number of excellent books (Keeler, 2005, Wüthrich, 1986, Cavanagh, 1996) and beyond the scope of this thesis, only a simple treatment of the basic tenets relevant to my project are presented here.

4.2.3.1 NMR Basics

NMR spectroscopy takes advantage of a quantum effect existing in nuclear spins, especially those that are “spin 1/2” systems, including $^1H$, $^{15}N$, $^{13}C$, and $^{31}P$. The nuclei of these atoms have a slight inherent magnetization associated with angular momentum, that is known as spin. When these nuclei are placed in a magnetic field, they can exist in one of two states: a low-energy state aligned with the magnetic field, or a high-energy state antiparallel to the magnetic field. The distribution of spins aligned with the magnet is governed by the Boltzmann distribution, creating a slight overall magnetization of the sample. To simplify the discussion, we often speak of the overall magnetization of the entire sample, graphically represented by the vector $M$, instead of individual spins. The 3-dimensional direction and magnitude of this $M$ vector can be manipulated by interaction with appropriately-tuned radiofrequency pulses. These pulses can be calibrated to tip the magnetization vector from its equilibrium position along the $z$ axis into the transverse (x,y) plane. This tipping, as described by classical physics, produces a magnetization vector that precesses around the $z$ axis as it returns to its equilibrium position. The frequency with which the spin precesses is known as the Larmor frequency, and is specific to the identity of the spin, as well as the spin’s local environment. The behavior of this magnetization vector forms the basis of all NMR experiments. The full description of this process requires a quantum mechanical treatment.

4.2.3.2 T1, T2 relaxation processes

After spins are tipped off its axis by a radiofrequency pulse, it slowly returns to its equilibrium position in a phenomenon known as relaxation. There are two forms of
relaxation, called T1 and T2 relaxation. T1 relaxation, also known as longitudinal relaxation, describes the exponential process by which a spin returns to its equilibrium state along the z axis. T2 relaxation, also known as transverse relaxation, describes the dissipation of magnetization along the x, y axes. Since the focus of this thesis is T2 relaxation, and specifically T2 relaxation as it relates to the molecular size of a protein, the following discussion will focus exclusively on T2.

There are a number of sources of local magnetic fields, also known as relaxation mechanisms, that drive T2 relaxation. But for spin-1/2 systems, two relaxation mechanisms predominate: dipolar relaxation, and chemical shift anisotropy.

4.2.3.3 Relaxation mechanisms: dipolar relaxation and chemical shift anisotropy (CSA)

Dipolar relaxation derives from a local magnetic field produced by the magnetic moment of another spin. This two-spin relaxation phenomenon depends on three main parameters: the distance r between the two spins (it falls off as $1/r^6$), the gyromagnetic ratio ($\gamma$) of the spin generating the field, and the orientation of the vector joining the two spins relative to the applied magnetic field. The sharp distance dependence makes this effect negligible at distances larger than ~5Å. Since $^1$H have a proportionally larger $\gamma$ than $^{13}$C (4x) or $^{15}$N (10x), $^1$H spins cause the majority of dipolar relaxation in proteins. Dipolar relaxation becomes more pronounced in systems that tumble slowly.

Chemical shift anisotropy (CSA), unlike dipolar relaxation, is an effect that derives from the local fields generated by electrons in a molecule. According to the laws of electromagnetism, bonding electrons placed in a strong applied field induce small, local fields. Thus, a nucleus experiences the sum of the applied and local fields, which shifts the Larmor frequency, causing a chemical shift. The amount by which the Larmor frequency is shifted depends upon the extent to which the local magnetic field varies with orientation. This, in turn, depends in part on the bonds present in a molecule. Since some spins, such as those in a C=O bond, may experience a higher orientation-dependent field than others, this generates anisotropy in the overall field perceived by the spins in a molecule. Like dipolar coupling, CSA depends on $\gamma$, and becomes more pronounced in systems that tumble slowly.

Although T2 relaxation can be directly utilized for a number of techniques in protein NMR spectroscopy, including diffusion measurements (Knauss, et al., 1996), CPMG experiments detecting chemical exchange (Dittmer and Bodenhausen, 2004), and paramagnetic relaxation enhancement (Clore, 2008), elevated rates of T2 relaxation often reduce the quality of NMR spectra. This is due to the inverse proportionality of the T2 relaxation time constant and linewidth, as shown in figure 2.
The line-broadening due to T2 relaxation is generally manageable in small proteins (MW < 30 kDa); however, it increases significantly in larger proteins (MW > 30 kDa). This increases the incidence of peak-overlap and reduces the intensity of peaks, which can compromise data quality significantly.

4.2.3.4 TROSY-NMR

The simultaneous presence of both dipolar relaxation and CSA interactions has an interesting side-effect that can be exploited for NMR of larger systems. As described above, both dipolar relaxation and CSA arise from the generation of random local fields that are time-dependent. For these two relaxation mechanisms to occur independently of one another, the sources of their time-dependence must be unrelated. However, in the case of large proteins, this is not the case. The correlation between the time-dependence of dipolar relaxation and CSA produces an affect known as cross-correlation that causes a mixing of relaxation mechanisms. Basic 1D NMR demonstrates that in a two-spin system, such as a 1H-15N amide bond in a protein backbone, a coupled 1H NMR spectrum will show a doublet for the 1H spin, reflecting the two different spin states for the 15N atom (figure 3). Theory predicts that cross-correlation causes each peak in this doublet to relax at a different rate; in one of the doublets, the effects of dipolar relaxation and CSA are additive, but in the other, they are subtractive. This subtractive peak experiences
reduced T2 relaxation, and therefore has a sharper linewidth. In a 2-dimensional non-decoupled $^1$H-$^{15}$N NMR spectrum, such as an HSQC (Heteronuclear Single Quantum Correlation Spectroscopy), a single $^1$H-$^{15}$N bound pair will produce four peaks, doublets in each dimension, with varying linewidths (Figure 3b). This effect is at the heart of a technique called TROSY (Transverse Relaxation Optimized SpectroscopY). TROSY spectroscopy enables the isolation of the sharpest peak. This enables the collection of NMR spectra on much larger proteins (30 kDa < MW ~< 300 kDa) with lineshapes that are comparable to those of smaller systems. An example of non-TROSY and TROSY spectra from a 45 kDa protein (figure 3d) demonstrates the increase in data quality.

TROSY is also considerably more effective when combined with deuteration in proteins. Since the $\gamma$ of $^2$H is six times smaller than the $\gamma$ of $^1$H, replacing $^1$H atoms in a protein with $^2$H causes a large reduction in dipolar coupling. TROSY alone without deuteration is estimated to give a 60% reduction in $^1$H linewidths, and a 40% reduction in $^{15}$N linewidths. However, combined with deuteration, TROSY reduces the $^1$H linewidths by 40-fold, and the $^{15}$N linewidths 10-fold (Pervushin, et al., 1997). However, deuteration has a few experimental drawbacks. First, it is ~4x more expensive to deuterate proteins relative to standard $^{15}$N/$^{13}$C-labeling, and protein expression in D$_2$O media generally exhibits severely reduced yields. Second, removing protons from a sample also removes informative spin-$1/2$ nuclei.

Fortunately, the most-utilized spins in a peptide chain are the amide groups of the protein backbone, which exchange quickly with solvent. Proteins that have been expressed in D$_2$O media but are purified and resuspended in H$_2$O solution will be almost fully protonated at the amide residues at any physiological pH. It is recommended to refold proteins with denaturants in H$_2$O solution to ensure that buried residues exchange fully (Kay, 2004), but in most systems this is straightforward and results in an only slight reduction in yield. When these groups are protonated, a wide array of experiments are possible, including HSQC-like experiments, through-chain experiments such as the HNCA, and through-space amide NOESY experiments.

TROSY has produced a revolution in protein NMR. New versions of NMR pulse programs, including the triple-resonance experiments used for structure determination have been described incorporating the TROSY effect. Some impressively large systems have been studied with TROSY, including the 95% backbone/C$\alpha$/C$\beta$ assignment of Malate Synthase G at 81 kDa (Tugarinov, et al., 2000), and the resolution of peaks in 470-kDa and 900 kDa complexes of GroES and GroEL (Fiaux, et al., 2002).

### 4.2.3.5 Specific labeling strategies

A second disadvantage of large protein NMR, which cannot be overcome with TROSY alone, is the increased incidence of peak overlap. Peak overlap, which prevents the accurate assignment of peaks, has severe effects on the ambiguity of NMR analysis. One technique to address this difficulty is the preparation of specifically-labeled samples, in which specific amino acids or functional groups of interest are isotopically labeled in an NMR-silent background (or vice-versa).
Figure 3. Demonstration of the TROSY effect. a) A decoupled HSQC peak and the respective linewidths in the 1H and 15N dimensions of the fourier-transformed spectrum. b) A non-decoupled HSQC showing the two-dimentional multiplet. c) Output data from a TROSY spectrum. From Pervushin, et al., 1997. d) Example of a COSY and TROSY spectrum on a 45-kDa sample, from Wider and Wuthrich, 1999.
The mix-and-match aspect of specific labeling provides a nearly endless array of labeled samples that can be used. However, depending on the information desired, there is a fine balance between the number of labels used and information gained, versus the increase in dipolar relaxation. The simplest case, of $^1$H/$^{15}$N labels at specific amino acids in a $^1$H/$^{14}$N background, has been used in small systems, often in combination with fully-labeled samples, to disambiguate assignments (Muchmore, et al., 1989). This can be adjusted to larger systems by utilizing $^1$H/$^{15}$N labels in a deuterated, $^2$H/$^{14}$N background (Arrowsmith, et al., 1990). If full-chain backbone assignments are desired, one can include $^{13}$C labels, either only in the residues of interest ($^1$H/$^{13}$C/$^{15}$N in $^2$H/$^{12}$C/$^{14}$N background) (Metzler, et al., 1996) or in the full protein backbone ($^1$H/$^{13}$C/$^{15}$N in a $^2$H/$^{13}$C/$^{15}$N background). This second labeling scheme would enable full-chain backbone assignment by experiments such as the HNCA, but produce sparser, more easily identifiable peaks in $^1$H-based TOCSY and NOESY spectra. Unfortunately, the $^{13}$C-$^1$H interaction in the sidechains of this labeling scheme is known to cause line-broadening of both the $^{15}$C and $^1$H due to dipolar relaxation, so this labeling scheme is restricted to smaller systems (Kelly, et al., 1999).

A particularly successful technique is specific methyl protonation, which utilizes the protonation of $\gamma$2 methyl groups on Ile, Leu, and/or Val sidechains in a deuterated background. This labeling scheme has been used extensively to acquire through-space NOE restraints in hydrophobic cores of proteins, as well as to probe for drug-binding sites and protein-protein interaction surfaces (Goto and Kay, 2000; Kay, 2004).

Specifically labeled proteins are expressed by adding isotopically-labeled amino acids or amino acid precursors to the media prior to induction. However, isotopic labeling is complicated by the tendency of amino acids and precursors to enter unwanted biosynthetic pathways and scramble during cell growth, diluting the labeled from its desired location, and distributing it elsewhere. A number of techniques exist to combat this problem, including the use of high-yield cell-free synthesis systems (Spirin, et al., 1988; Staunton et al., 2006), expression in E.coli cells with lesions in certain biosynthetic pathways, or the addition of NMR-silent metabolic precursors that can be used to saturate unwanted biosynthetic pathways (Muchmore, et al., 1989). This scrambling effect is amino-acid dependent. In E. coli, those residues that lie at the end of anabolic metabolism pathways are the least likely to scramble. For example, the incidence of scrambling of the backbone $^{15}$N atom is low for C, H, K, M, N, P, and R residues; but it is high for E and Q (Muchmore, et al, 1989). Specific labeling protocols must take these sequence-specific variations into consideration.

One labeling protocol of interest for this thesis is the example of backbone assignments being performed on a 47-kDa homodimer with $^1$H/$^{14}$N-labeling of F, Y, T, I, and V residues in a fully-deuterated $^{15}$N-labeled background (Kelly, et al., 1999). Since this labeling scheme does not require $^{13}$C, it has the dual advantages of avoiding line-broadening due to $^{13}$C dipolar coupling and also reducing the expense of the media. The authors accomplish backbone assignments by relying on $^{14}$N/$^{15}$N half-filtered NOESY, and $^1$H-TOCSY experiments.

In my attempts to determine structure in the $\sigma^N$3 region, I prepared a number of different isotopically-labeled samples, including uniformly (U)-$^1$H/$^{15}$N, U-$^2$H/$^{13}$C/$^{15}$N, and specifically-labeled $^1$H/$^{15}$N-IG/IF in $^1$H/$^{14}$N background, and a sample of a $^1$H/$^{15}$N-Ile-Phe
labeled sample in a $^2\text{H}/^{14}\text{N}$ background. I analyzed these samples by standard HSQC and TROSY-HSQC pulse programs.

4.3 Materials and Methods

4.3.1 Expression and purification of isotopically-labeled protein samples

The $\sigma^{54}$ 69-398 construct was previously cloned into a pET21b3-2 (Pharmacia Biotech) vector by Dr. Eunmi Hong. The $\sigma^{54}$ 205-398 construct, cloned into a pskb2-10 vector, was kindly provided by the Darst lab. Five different preparations of uniformly labeled ($^1\text{H}/^{15}\text{N}; ^2\text{H}/^{15}\text{N}/^{13}\text{C}$) and specifically labeled (IF/IG – $^1\text{H}/^{15}\text{N}$ in $^2\text{H}/^{14}\text{N}$ background) were produced with different media additives. These preparations are summarized in Table 1. All preparations were grown by adding 1 mL of an overnight starter culture in LB media to 1 L of M9 media including 13.0 g KH$_2$PO$_4$, 10.0 g K$_2$HPO$_4$, 9.0 g Na$_2$HPO$_4$, 2.4 g K$_2$SO$_4$, 1.0 g NH$_4$Cl ($^{15}\text{N}$ for U-$^{15}\text{N}$ labeled samples), 2.0 g glucose ($^{13}\text{C}$ D-glucose for $^1\text{H}/^{13}\text{C}$ samples, U-$^{12}\text{C}$ U-$^2\text{H}$-D-glucose for $^2\text{H}/^{12}\text{C}$ samples), 34 mg thiamine, 952 mg MgCl$_2$, 100 mg Ampicillin, 35 mg chloramphenicol, and the contents of 1 mL of M9 100X metal solutions, lyophilized. Where indicated, 1.0 g of $^2\text{H}/^{16}\text{N}/^{12}\text{C}$ Isogro (Sigma-Aldrich) was included in the media. Media was grown to an OD of 0.5-0.6. If specific labels were being used, specifically-labeled amino acids were added (100 mg/L) one half-hour before induction. Cells were grown for 5-7 hours with shaking at 37ºC, pelleted by centrifugation at 5,000 rpm, and resuspended in a buffer containing 50 mM sodium phosphate, 500 mM NaCl, 1 mM TCEP, 10% glycerol, and protease inhibitor cocktail (Roche). Resuspended pellets were frozen at –80ºC until purification. To purify, samples were thawed on ice, sonicated at high power for 6 30-second intervals, and heated to 80ºC in a hot-water bath for 30 minutes to precipitate E. coli proteins. Samples were then ultracentrifuged at 30,000 rpm for 30 minutes, and purified with a Ni-NTA 6x-His purification column (Qiagen). Samples were incubated with the resin with rocking for 5 minutes, then washed with 50 mL of a buffer containing 50 mM Tris-HCl, 300 mM NaCl, 10 mM imidazole, pH 8.0. Resin was eluted with a buffer containing 50 mM Tris-HCl, 300 mM NaCl, and 400 mM imidazole, pH 8.0. Samples were judged to be >95% pure by SDS-PAGE gel analysis and used without further purification. Samples were switched into final buffers including 50 mM sodium phosphate pH 6.5, 300 mM NaCl, 1 mM DTT, 1 mM EDTA, and protease inhibitor cocktail. Glycerol was added to some NMR samples in a range of between 0-5%. His tags were not removed for further NMR studies.
Table 1. Preparations of $\sigma^{69-398}$ constructs with media supplements and final protein yield. AAs* indicates supplemented remaining unlabeled amino acids, 100 mg/L of media. All samples were grown in 1 L of the M9 media specified above.

<table>
<thead>
<tr>
<th>Prep</th>
<th>uniform isotopic labels</th>
<th>Additional specific labels</th>
<th>media supplements</th>
<th>time to induction (hours)</th>
<th>final yield (mg/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prep 1</td>
<td>1H/15N</td>
<td>--</td>
<td>1H-glucose</td>
<td>~6</td>
<td>8</td>
</tr>
<tr>
<td>Prep 2</td>
<td>2H/15N/13C</td>
<td>--</td>
<td>2H-glucose</td>
<td>~36</td>
<td>0.2</td>
</tr>
<tr>
<td>Prep 3</td>
<td>2H/15N/13C</td>
<td>--</td>
<td>1H-glucose + 1g isogro</td>
<td>~7</td>
<td>5</td>
</tr>
<tr>
<td>Prep 4</td>
<td>1H/14N</td>
<td>IF: 15N</td>
<td>1H-glucose + AAs* + 15N-IF</td>
<td>~7</td>
<td>10</td>
</tr>
<tr>
<td>Prep 5</td>
<td>1H/14N</td>
<td>IG: 15N</td>
<td>1H-glucose + 15N-IG</td>
<td>~7</td>
<td>2</td>
</tr>
<tr>
<td>Prep 6</td>
<td>2H/14N</td>
<td>IF: 1H/15N</td>
<td>2H-glucose + IF –1H/15N + 1 g isogro</td>
<td>~7</td>
<td>7</td>
</tr>
</tbody>
</table>

4.3.2  NMR experiments

HSQC experiments using the Fast HSQC (fhsqc) pulse program (Mori, et al., 1995) and TROSY-HSQC (Nietlispach, et al., 2005) experiments were performed on samples in a variety of conditions, in order to optimize data quality. This includes sample concentrations ranging from 100 $\mu$M to 0.7 mM, pH 6-8.5, glycerol from 0%-5%, and temperatures between 25°C and 50°C. HSQC/TROSY experiments were generally run with 1024 and 256 points in the $^1$H and $^{15}$N dimensions, respectively, and between 64 and 256 scans, depending on sample concentration. For conciseness, only the best spectra for each isotopic labeling strategy are discussed below.

4.4 Results

4.4.1  Optimization of production strategies of isotopically labeled samples
One of the difficulties in producing isotopically labeled protein samples can be significantly reduced yields in combination with the high expense of deuterated M9 media. I encountered this problem when trying to produce labeled $\sigma^{54}\text{69-398}$ and, therefore, optimized the expression protocol. In two preparations (Prep 2, Prep 3) of U-$^2\text{H}/^1\text{N}/^{13}\text{C} \sigma^{54}\text{69-398}$, I found that adding Isogro, a rich media supplement (Table 2), is key to improving yields (see Table 1). This was also true in making specifically-labeled samples. Although using Isogro in a specifically labeled sample carries the risk of diluting the label of interest, the observed boost in cell growth overcompensated this effect. As suggested by the differential yields and induction patterns of Prep 4 and Prep 5, the supplementation of unlabeled amino acids to M9 media, even in fully protonated media, improves growth. Since it is prohibitively expensive to supplement media with every deuterated amino acid in order to make a specifically-labeled $^1\text{H}/^{15}\text{N}$ protein with a U-$^2\text{H}/^{14}\text{N}$ background, the addition of Isogro is a cost-effective alternative.

4.4.2 NMR on the uniformly $^{15}\text{N}$ labeled $\sigma^{54}\text{69-398}$ construct

The HSQC spectra of previously-determined $\sigma^{54}$ domains $\sigma^{N2}$ and $\sigma^{N4}$ in the DNA-bound and unbound states are shown in figure 5. My objective was to produce high-quality HSQC data of the $\sigma^{54}\text{69-398}$ construct, identify peaks that originate from $\sigma^{N2}$ and $\sigma^{N4}$ domains based on their chemical shifts, and assign the remaining peaks from the $\sigma^{N3}$ region.

It should be mentioned that I also studied U-$^1\text{H}/^{15}\text{N}$ 205-398 in both the free and DNA-bound forms, but this construct was less soluble than the 69-398 construct, prone to aggregation, and gave very poor spectra (data not shown). Subsequent work was, therefore, done exclusively on the 69-398 construct.
In the following description of NMR spectra each NMR sample is treated separately.

4.4.2a. NMR on the $69\text{-398}$ $^1\text{H}/^{13}\text{C}/^{15}\text{N}$ protein

To study $\sigma^{54}\text{69-398}$ I initially recorded a series of HSQC spectra using a $^1\text{H}/^{13}\text{C}/^{15}\text{N}$-labeled sample (figure 6). Although a number of intense peaks are visible, a region with considerable line broadening is present in the middle of the spectrum, and the number of peaks counted is $\sim$ 80 instead of the full 340 expected. Data quality was found to depend on temperature, with the best data being taken at 323 K. However, even at this temperature, considerable line broadening is evident. If this line-broadening is due to unfolded or unstructured regions of the protein, it may be reduced by forming the protein-DNA complex. Therefore, this sample was titrated into double-stranded 21mer DNA, with a 5% excess of DNA. The data quality obtained with the protein-DNA complex sample was extremely poor (figure 7a), most likely due to the large molecular weight ($\sim$50 kDa).

4.4.2b. NMR on 69-398 $^2\text{H}/^{13}\text{C}/^{15}\text{N}$

To improve data quality, a deuterated sample was made for TROSY spectroscopy. The $^2\text{H}$ sample gave much improved data (figure 6b). The protein-DNA complex was also formed and analyzed by TROSY spectroscopy, providing a dramatically improved
spectrum in comparison to the non-deuterated protein (figure 7b). However, the number of peaks in the free (160) and DNA-bound (150) spectra is still only half the number expected (329). To determine which of the peaks in these spectra originate from the $\sigma^N2$ and $\sigma^N4$ domains, overlays of $\sigma^N2$, $\sigma^N4$, and 69-398 HSQC/TROSY spectra were performed (Figure 8). While a few peaks overlaid perfectly, many peaks of the $\sigma^N2$ and $\sigma^N4$ spectra could not be matched up with an equivalent in the spectrum of $\sigma^N3$ 69-398. This is likely due to the chemical shift perturbations that originate from the $\sigma^N2$ and $\sigma^N4$ regions packing against the $\sigma^N3$ region. However, nearly every peak in the 69-398 construct falls near a peak in either the $\sigma^N2$ or $\sigma^N4$ domains, which have a combined 179 peaks.

To overcome the difficulties in transferring chemical shift assignments to the $\sigma^N3$ 69-398 construct, TROSY-HNCA experiments (Schulte-Herbrueggen and Sorensen, 2000) were recorded (free and DNA-bound), but signal quality was intractably poor in all conditions tried. I, therefore, applied specific labeling strategies to study the $\sigma^N3$ region.

4.4.2c. NMR on 69-398 $^{15}N/^1H$ IF/IG in $^1H/^12C/^14N$ background

In order to optimize the expression of specifically-labeled constructs, two fully-protonated samples were made with $^{15}N$-labeled isoleucine/phenylalanine and isoleucine/glycine in a $^1H/^14N$ background. The HSQC spectrum is of poor quality, but shows (figure 10) clusters of peaks in the central and upper left regions of the spectrum, as expected for the average chemical shifts of I, F, and G residues.

4.4.2d. NMR on 69-398 IF in $^2H/^12C/^14N$ background

Based on a refined expression protocol, a $^1H/^15N$-I/F-labeled sample in a $^2H/^14N$ background was prepared (Figure 11). In addition to showing considerably reduced spectral complexity, the data quality in this spectrum is considerably improved over the protonated sample used previously (3.3.2c). The total peak count (28) is closer to the expected number (35) than in the case of uniformly labeled samples. However, although data quality was much improved, further optimization would be required to improve the signal-to-noise and linewidths in these spectra.

Peak-counting statistics for all samples described above are summarized in Table 3.
Table 3. Peak-counting statistics from HSQC/HSQC-TROSY spectra.

<table>
<thead>
<tr>
<th>Sample labeling scheme</th>
<th># of backbone amides per domain</th>
<th>Total # backbone peaks expected</th>
<th>Total # peaks observed</th>
<th>% of expected peaks observed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma^2$</td>
<td>$\sigma^3$</td>
<td>$\sigma^4$</td>
<td></td>
</tr>
<tr>
<td>Prep 1: U-$^1$H/$^{15}$N/$^{13}$C</td>
<td>83</td>
<td>150</td>
<td>67</td>
<td>329</td>
</tr>
<tr>
<td>Prep 1b: U-$^1$H/$^{15}$N/$^{13}$C + DNA</td>
<td>83</td>
<td>150</td>
<td>67</td>
<td>329</td>
</tr>
<tr>
<td>Prep 3: U-$^2$H/$^{15}$N/$^{13}$C</td>
<td>83</td>
<td>150</td>
<td>67</td>
<td>329</td>
</tr>
<tr>
<td>Prep 3b: U-$^2$H/$^{15}$N/$^{13}$C + DNA</td>
<td>83</td>
<td>150</td>
<td>67</td>
<td>329</td>
</tr>
<tr>
<td>Prep 6: $^1$H/$^{15}$N-IF in $^2$H/$^{14}$N background</td>
<td>7</td>
<td>20</td>
<td>8</td>
<td>35</td>
</tr>
</tbody>
</table>
Figure 5. Previously determined HSQC spectra of a) the core-binding domain (69-198), b) free DNA-binding domain (300-398), and c) DNA-binding domain in complex
Figure 6. a) $^{15}$N-HSQC spectra of the 69-398 construct using $^1$H/$^{15}$N labeling and b) $^{15}$N-TROSY-HSQC, with $^2$H/$^{15}$N labeling. Sample concentration is 0.25 mM, temperature 323 K.
Figure 7. a) 69-398 construct in complex with DNA with 1H/15N labeling b) and with 2H/15N labeling. 10 hr spectra, sample conc. ~ 200 µM.
Figure 8. Overlay of U-$^2$H/$^{15}$N HSQC spectra of the 69-398 construct in the free (blue) and DNA-bound (red) states.
Figure 9. Overlays of $^{15}$N-HSQC spectra of $\sigma^{54}$ 69-398. a) free $^{2}$H/$^{15}$N 69-398 with core-binding domain (orange), b) free $^{2}$H/$^{15}$N 69-398 with free DBD (red), c) bound $^{2}$H/$^{15}$N 69-398 with bound DBD (green).
Figure 10. a) 69-398 construct with IF-residues and b) IG-residues $^{1}H/^{15}N$
labeled in a $^{1}H/^{14}N/^{12}C$ background.
Figure 11. 69-398 construct with IF residues $^1H/^{15}N$-labeled in a $^2H/^{12}C/^{14}N$ background.
4.5 Discussion

4.5.1 Spectral quality and protein aggregation

The spectra shown in figures 6-11 provide excellent examples of the power of TROSY spectroscopy. However, the quality of the TROSY spectra is still too low to make firm conclusions or collect NOESY/TOCSY datasets on $\sigma^{54}$ 69-398. The small number of peaks observed in either the uniformly labeled samples or the specifically-labeled samples suggests the presence of protein aggregation. This is consistent with the observation that NMR spectra of all samples worsened over the course of ~1 week, and samples over 200 $\mu$M formed precipitates over the course of 1-2 days, regardless of their storage temperature. While short HSQC and TROSY spectra could successfully be recorded, both degradation and aggregation of $\sigma^{54}$ 69-398 precluded the acquisition of triple-resonance experiments, such as 3D NOESY experiments.

The structural origin for the aggregation of $\sigma^{54}$ 69-398 may lie in its potentially high surface hydrophobicity. In a functional environment, the $\sigma^{N2}$ and $\sigma^{N3}$ regions of $\sigma^{54}$ are predicted to interact with RNAP and possibly region $\sigma^{N1}$ (Bose and Zhang, 2008). In the cryo-EM density of $\sigma^{54}$ in complex with PspF presented in section 1.4 (figure 4), the regions assigned to region $\sigma^{N2}$ and $\sigma^{N4}$ protrude from the RNAP holoenzyme, while region $\sigma^{N3}$ is partially buried in the RNAP density (Chapter 1; Figure 4). Aggregation may also promoted by disorder in $\sigma^{N3}$, as suggested by missing electron density observed in this region by the Darst lab.

The data shown in figures 6b and 7b, however, do show a large number (~150) of sharp, well-resolved peaks. It is possible that these intense peaks come exclusively from the $\sigma^{N2}$ and $\sigma^{N4}$ domains. If these domains tumble independently, or semi-independently of the $\sigma^{N3}$ region, they may experience less line-broadening. This would produce spectra that are completely dominated by the $\sigma^{N2}$ and $\sigma^{N4}$ peaks, without much contribution from the $\sigma^{N3}$ region. However, if this phenomenon were occurring in a pure form; i.e., if the $\sigma^{N2}$ and $\sigma^{N4}$ regions tumbled completely independently of the $\sigma^{N3}$ region, the peaks originating from these terminal domains would be sharp, even in the protonated HSQC samples. The fact that the TROSY effect causes such a notable improvement in data quality suggests that the $\sigma^{N2}$ and $\sigma^{N4}$ regions experience some level of docking against the $\sigma^{N3}$ region.

Based on the structure-in-progress shown in figure 1, it would be reasonable to hypothesize that the DNA-bound form of the $\sigma^{54}$ activator would experience greater rigidity at the $\sigma^{N3}$ and $\sigma^{N4}$ domains and potentially less aggregation and fewer unstructured regions, due to the -12/-24 interaction with DNA. However, the free and bound forms of the $^2$H/$^{13}$C/$^{15}$N-labeled 69-398 samples have similar linewidths and similar numbers of peaks. This suggests that if aggregation or disorder is the causing of the missing peaks, it is present in both free and DNA-bound samples.

The data from the 69-398 $^2$H/$^{15}$N-IF labeled sample in a $^2$H/$^{15}$N background are encouraging, but inconclusive.
4.5.2 Future studies

The main tool to minimize aggregation is sample optimization. Although fairly thorough sample optimization was performed on the $^{15}$N/H$^{2}$H and H$^{1}$H/$^{15}$N/$^{13}$C samples (involving different conditions in over 70 HSQC/TROSY spectra), this was done sequentially with three NMR samples, using the spectral quality as a guide for sample health. Since this exposed the samples to a number of different buffer conditions over the course of a week, it may have sped the process of aggregation, or be influenced by the age of the protein at the time of the buffer change. Although refolding of the H$^{2}$/N$^{15}$/C sample was attempted once with rapid dilution, the refolded sample gave very poor data quality.

The first variable that could be optimized is glycerol concentration in solutions. Whereas the Darst lab uses 10% glycerol in their solutions, I used 0-3% in my solutions. This was based on the NMR rule-of-thumb that glycerol concentrations higher than 3% raise the sample viscosity and produce severe T2 line-broadening. However, consulting the viscosities of glycerol:water mixtures (Appendix A), indicates that sample with 10% glycerol at 30°C has a viscosity comparable to a 0% glycerol solution at 20°C. This suggests that higher quantities of glycerol are tolerated for NMR, provided the samples can be analyzed at higher temperatures.

Screening for other stabilizing additives such as detergents might also be rewarding. Suitable solubility screens that could be performed are commercially available and could rapidly be read-out by Dynamic Light Scattering or Gel filtration analysis.

If conditions are found that produce better data quality, a number of different NMR experiments are possible to explore this system further. In the work described above, the deuterated and specifically-labeled samples did not include $^{13}$C-labels. Although incorporating $^{13}$C-labels into the sample could introduce additional T2 relaxation from C-H and C-C dipolar couplings, they would also dramatically expand the possible NMR experiments. In addition to backbone experiments such as HNCA, HNCO, and HNCACB experiments on a uniformly-labeled $^{13}$C sample, specific $^{13}$C labels could also be used to hone in on regions of interest. For example, the specific-labeling of IF residues with $^{1}$H/$^{15}$N/$^{13}$C could enable unambiguous assignments of the spin systems in which Ile and/or Phe residues neighbor one another. Ile/Leu/Val or Ala-Methyl-labeling, as described in Section 4.2.3.5, could also give more structural information in hydrophobic regions, provided assignments could be determined.
Chapter 5: Exploring two-component regulatory networks in *Aquifex aeolicus*

5.1 Summary

In this Chapter, I produce a model for correlations between $\sigma^{54}$ activators and $\sigma^{54}$-dependent genes. Since standard techniques usually used to elucidate biochemical pathways are not viable in *A. aeolicus* due to its thermophilicity, we attempt to use the tools at our disposal, including a thorough literature search, gel-shift assays, and consensus-sequence searches, in order to make as much progress as possible. In Part 1 of this chapter, I identify two new activator-gene associations, including NtrC4-*lpxC* and NtrC3-*dhsU*. In the second part of this chapter, I identify a histidine kinase, HksP4, which most likely forms a two-component regulatory system with NtrC3. I find this histidine kinase is a soluble, two-domain protein with a PAS domain that binds heme. Its heme was found to bind $O_2$, CO, and NO, but not $H_2S$. However, no forms of the kinase had autophosphorylation activity in $^{32}$P-ATP or ATP$_\gamma$S kinase assays, suggesting that activity either requires an additional modulator or protein activator, or physiological conditions.

Part 1: Gene-association studies in *Aquifex aeolicus*

5.1.1 Introduction

5.1.1.1 Introduction to function-correlation studies in *A. aeolicus*

A common complaint of structural biologists is that we spend a great deal of energy determining protein structures without placing the structure in a functional context. Although there is great value in pure structural information, the ability to describe how structural differences in homologues reflect their functional roles often produces greater impact. The previous chapters of this thesis have described structural work on NtrC-like proteins and $\sigma^{54}$ from *A. aeolicus*. However, the genetic functions of *A. aeolicus* NtrCs were only discussed cursorily, in large part because they are not well understood. There are a number of reasons why a deeper understanding of the functional context of *A. aeolicus* $\sigma^{54}$ regulation, including the genes regulated by $\sigma^{54}$ activators and the signals that activate them, would be beneficial.

Unfortunately, the traditional exploration of genetic pathways in *A. aeolicus* is hindered by the organism’s extremophilicity. *A. aeolicus*, which was first discovered in sulfurous hot springs such as Yellowstone National Park (Setchell, 1903), grows optimally at 95ºC, making it one of the most extreme thermophiles known. It can grow on hydrogen, oxygen, carbon dioxide and mineral salts, but cannot be grown with sugars,
amino acids, yeast extract or meat extract as a food source (Deckert, et al., 1998). Due to these difficulties, few labs in the world culture *Aquifex aeolicus*. Therefore, most techniques traditionally used to elucidate genetic pathways in prokaryotes, such as the growth of auxotrophic strains and whole-genome microarrays, are not viable. Even basic biochemical assays adjusted to high temperatures are complicated by the use of temperatures that exceed the melting temperature of DNA.

In lieu of traditional assays to trace biochemical pathways in *A. aeolicus*, I have attempted to further our understanding as much as possible with the limited tools available. This includes sequence analysis, gel-shift assays, and an extensive literature search to attempt to find and catalogue possible functional correlations.

5.1.1.2 Determination of gene associations and putative binding sites

My first task was the determination of $\sigma^{54}$-promoter regions in the *A. aeolicus* genome. $\sigma^{54}$-promoter regions often contain three different characteristics: a $\sigma^{54}$ conserved binding site centered at –12 and –24 base pairs upstream of the transcription initiation site; two transcriptional activator sites located ~100 bp upstream of the transcription initiation site; and in some cases, an IHF binding site located between the $\sigma^{54}$ and activator binding sites (Santero, et al., 1992).

Although all three features can assist in the identification of a $\sigma^{54}$-dependent gene, the identification of $\sigma^{54}$-binding-sites is the most straightforward and prescriptive. As described in Chapter 1, $\sigma^{54}$ binds to sites with the consensus sequence mrNtGYGGCACG-N4-TTGCWNNw. The mrNtGYGGCACG region is called “-24” region, and tTGWCNNw is called the “-12” region, since they are often located –12 and –24 base pairs upstream from the transcription initiation site (Barrios, et al., 1999). Six $\sigma^{54}$-binding sites have been previously identified upstream of the glnB, fhp, nirB, dhsU, aq_1119, and aq_087 genes (Barrios, et al., 1999).

Unlike the strong consensus available for $\sigma^{54}$ binding sites, DNA-binding sites of activator proteins are poorly conserved and exhibit considerable variation from one activator protein to another. Even consensus sequences specific to one activator, such as the weak consensus sequence for NifA, tend to be very general, such as TGT-N10-ACA (Ray et al., 2002). However, many activator binding sites exhibit certain patterns. Since the DNA-binding domains of $\sigma^{54}$ activators are symmetrical dimers, palindromic binding sites or sites with pseudo-symmetry are common. A-tracts interrupted by YR base-pair steps, which constitute one of the most deformable motifs known in protein-DNA interactions (Lankas, et al., 2003), are also common, as discussed in chapter 2. A selection of activator binding sites from NtrC, NifA, and *A. aeolicus* NtrC proteins demonstrate both the common features of these binding sites, as well as their diversity (Table 1).

*A. aeolicus* also contains 5 $\sigma^{54}$-transcriptional activators with intact regulatory, central, and DNA-binding domains: NtrC1, NtrC2, NtrC3, NtrC4, and NifA (Deckert, et al., 1998). To attempt to match these activators to $\sigma^{54}$ UASs and learn about the function governed by $\sigma^{54}$ in *A. aeolicus*, a combination of consensus sequence searches, gel shift assays, and an exploration of the functions of these putative $\sigma^{54}$-dependent genes was performed.
Table 5.1.1. Examples of activator binding sites.

<table>
<thead>
<tr>
<th>Binding site</th>
<th>Sequence</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>NtrC (E. coli) high affinity</td>
<td>ttgcaccaacatggtgctt</td>
<td></td>
</tr>
<tr>
<td>NtrC (E. coli) low affinity</td>
<td>aagcactatatattgtgcaaa</td>
<td>(Atkinson, et al., 2002)</td>
</tr>
<tr>
<td>NifA (K. pneumoniae)</td>
<td>acaccctttgtc tgtg</td>
<td></td>
</tr>
<tr>
<td></td>
<td>acagcggcaacacgtg</td>
<td></td>
</tr>
<tr>
<td></td>
<td>acagaataaggtgccg</td>
<td>(Ray et al., 2002)</td>
</tr>
<tr>
<td>NtrC1 (A. aeolicus) high affinity</td>
<td>aattgcaccaaatggcaaa</td>
<td></td>
</tr>
<tr>
<td>NtrC1 (A. aeolicus) low affinity</td>
<td>ttttgcagactgcaaa</td>
<td>(Doucleff, et al., 2005)</td>
</tr>
<tr>
<td>NtrC4 (A. aeolicus) high affinity</td>
<td>ctttttgcacatttgcaaatgcat</td>
<td></td>
</tr>
<tr>
<td>NtrC4 (A. aeolicus) low affinity</td>
<td>gcgattgtgtaaactcaaaagag</td>
<td>(Thesis Chapter 2.)</td>
</tr>
</tbody>
</table>

5.1.2. Materials and Methods

5.1.2.1 Protein expression and purification

Plasmids containing full-length constructs of NtrC2 and NtrC4 cloned into Pet21a plasmids were provided by Joe Batchelor. The full-length protein of NtrC3 was cloned into a Pet21a vector. The NtrC3 gene was amplified by PCR from genomic DNA in *Aquifex aeolicus*, cut with NdeI and BamHI restriction enzymes, and ligated into a PSKB3 plasmid using DNA T4 Ligase (NEBiolabs). All vectors contained an N-terminal His<sub>6</sub> tag and carried kanamycin resistance.

Plasmids were transformed with a TFB-chemically competent transformation into *E. coli* cells with a Rosetta.pLysS plasmid with chloramphenicol resistance. All proteins were grown by the auto-inducing Studier growth method (Studier, 2005). 2x1 L cultures of Studier media with supplemented 50 mg/L kanamycin and 35 mg/L chloramphenicol were inoculated with 10 mL overnight starter culture Luria Broth media. Flasks were shaken at 37ºC for 24-48 hours, then pelleted at 5,000 rpm for 30 minutes. Resulting pellets were resuspended in a buffer containing 50 mM Tris-HCl pH 8.0, 500 mM NaCl, 1 mM TCEP, 10% glycerol, and one tablet of Roche protease inhibitor cocktail. Samples were sonicated at 70V in conical flasks at 4ºC for 6x30s intervals, then heated in a water bath to 70ºC for 30 minutes. Precipitated *E. coli* proteins and insoluble cell matter were removed by ultracentrifugation at 30,000 rpm for 30 minutes. The supernatant was filtered to 0.4 µm with VWR sterile filters, and flowed over a Qiagen Ni-NTA column. The column was washed by a wash buffer containing 50 mM Tris-HCl, 300 mM NaCl, and 20 mM imidazole, and eluted with the same buffer containing 400 mM imidazole. 50 mL flow-through, wash, and elution fractions were collected for subsequent SDS-PAGE gel analysis. TCEP, 10% glycerol, and protease inhibitor were immediately added to the eluent fraction. Eluent was dialyzed overnight into the final storage buffer, 50 mM
Tris-HCl, 300 mM NaCl, 1 mM DTT, 1 mM EDTA, and 10% glycerol with 12,000 molecular weight cutoff dialysis membrane. The 6x-histidine tag was not removed for subsequent DNA-binding applications. Samples were concentrated to 5 mg/mL for DNA binding assays.

5.1.2.2. Consensus sequence searches

Protein domain architecture was predicted with a combination of p-BLAST (amino acid sequence) and n-BLAST (nucleotide BLAST). Consensus sequence searches through the A. aeolicus genome were performed with PATSER (Dombrecht, et al., 2002).

5.1.2.3. PCR, cloning of binding sites into Pet21a vector

The 300-base pair sequences upstream of the fhp, dhsU, nirB, glnB, lpxC, and Aq_087 sites were amplified by PCR using primers designed by Johanna Heideker. Since PCR with a genomic template is not as efficient as PCR with a plasmid template, UAS regions for these six genes were cloned into Pet21a vectors. The PCR inserts listed above were additionally amplified with NdeI and BamHI cut sites on each end. Sites were cut with NdeI and BamHI enzymes for 2 hours at 37ºC, Qiagen Mini-prep purified, and ligated into a cut Pet21a vector with T4 ligase (New England Biolabs) for 16 hours at 6 ºC. Vectors were transformed into Top10 highly competent cells (Invitrogen) and plated on agar plates containing 100 mg/L ampicillin. Cells from single colonies were grown in LB at 37ºC overnight and plasmid was recovered with Qiagen mini-prep plasmid purification columns. Plasmid sequences were confirmed by sequencing at the UC Berkeley DNA sequencing facility.

5.1.2.4 Native protein-DNA gel-shift assays

The large size of 250-bp DNA regions (estimated mass ~ 140,000) compared to dimeric protein (~100 kDa) complicated the effective visualization of bands in PAGE or standard 1% agarose gels. A number of alternative polyacrylamide:acrylamide:bisacrylamide solutions were tested, but gel bands were poorly resolved. 2-3% agarose gels allowed the visualization of DNA-bands, but were susceptible to smearing. The most effective gel-shift assay was found with 1% Low Melting Point Agarose (Promega) gels in Tris, Boric Acid, EDTA (TBE) 1X buffer. Gels were run at 80 V for 2 hours at either room temperature and 4ºC. Gels were stained with SYBR-gold nucleic acid stain (Invitrogen) solution for 30 minutes, and visualized with a UV gel-imagining box.

4.1.3 Results and Discussion

5.1.3.1 Search for genes under $\sigma^{54}$ control in A. aeolicus
Table 5.1.3. Order of genes in the A. aeolicus genome surrounding σ^54 putative binding sites and the RPON gene. Red genes have putative σ^54-binding sites in the UAS. Blue genes are discussed in the text.

<table>
<thead>
<tr>
<th>gene</th>
<th>function</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>fhp</td>
<td>NO detoxification: encodes for the globin portion of flavohemoprotein,</td>
<td></td>
</tr>
<tr>
<td>glnB</td>
<td>Nitrogen regulation: encodes for protein PII, a multi-function cytosolic activator</td>
<td>Magasanik, 1993</td>
</tr>
<tr>
<td>lpxC</td>
<td>Cell wall synthesis: synthesizes the LpxC protein, necessary for the synthesis of lipid A</td>
<td>Raetz, 2002</td>
</tr>
<tr>
<td>nirB</td>
<td>Nitrite reduction: encodes for the nitrite reductase NAD(P)H (a.k.a. oxidoreductase) large subunit</td>
<td>Morena-Vivian, 2010</td>
</tr>
</tbody>
</table>

Table 5.1.2. Functions of putative σ^54-dependent genes in A. aeolicus.

<table>
<thead>
<tr>
<th>gene</th>
<th>function</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>fhp</td>
<td>NO detoxification: encodes for the globin portion of flavohemoprotein,</td>
<td></td>
</tr>
<tr>
<td>glnB</td>
<td>Nitrogen regulation: encodes for protein PII, a multi-function cytosolic activator</td>
<td>Magasanik, 1993</td>
</tr>
<tr>
<td>lpxC</td>
<td>Cell wall synthesis: synthesizes the LpxC protein, necessary for the synthesis of lipid A</td>
<td>Raetz, 2002</td>
</tr>
<tr>
<td>nirB</td>
<td>Nitrite reduction: encodes for the nitrite reductase NAD(P)H (a.k.a. oxidoreductase) large subunit</td>
<td>Morena-Vivian, 2010</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>gene</th>
<th>function</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>fhp</td>
<td>NO detoxification: encodes for the globin portion of flavohemoprotein,</td>
<td></td>
</tr>
<tr>
<td>glnB</td>
<td>Nitrogen regulation: encodes for protein PII, a multi-function cytosolic activator</td>
<td>Magasanik, 1993</td>
</tr>
<tr>
<td>lpxC</td>
<td>Cell wall synthesis: synthesizes the LpxC protein, necessary for the synthesis of lipid A</td>
<td>Raetz, 2002</td>
</tr>
<tr>
<td>nirB</td>
<td>Nitrite reduction: encodes for the nitrite reductase NAD(P)H (a.k.a. oxidoreductase) large subunit</td>
<td>Morena-Vivian, 2010</td>
</tr>
</tbody>
</table>
To confirm and update the selection of $\sigma^{54}$ binding sites presented by Barrios, et al., the $\sigma^{54}$-binding consensus sequence was re-screened in the *A. aeolicus* genome with the program PATSER (Dombrecht, et al., 2002; Hertz and Stormo, 1999). Consensus matches were observed upstream of the glnB, nirB, dhsU, Aq_087 and fhp genes, as published previously (Barrios, 1999). However, the consensus sequence also matched a region upstream of the lpxC gene, which we included in our analysis.

5.1.3.2. Functional roles of *A. aeolicus* $\sigma^{54}$-regulated genes

To provide a functional context for these putative $\sigma^{54}$-dependent genes in *A. aeolicus*, the functions of each gene product was researched in the literature. The genes encoded by open reading frames Aq_1119 and Aq_087 have unknown functions and are not extensively discussed. A summary of known functions is listed in Table 5.1.2.

In most prokaryotes, it is common for genes involved in similar functions, such as nitrogen regulation or flagellar biosynthesis, to be grouped together into operons. However, the *A. aeolicus* genome exhibits a high level of genetic dispersion. Although some genes, such as those encoding flagellar proteins and ribosomal subunits, are grouped into operons, a number of gene classes that are commonly grouped into operons in other organisms (i.e., tryptophan and histidine biosynthesis pathways) are completely dispersed throughout the genome. In many cases, separate subunits of the same enzyme are coded in different parts of the genome, such as the *gltB* and *gltD* subunits of glutamate synthase. It has been suggested that this tendency towards dispersion may be a result of thermophily (Deckert, *et al.*, 1998).

To determine whether any putative $\sigma^{54}$-dependent genes are organized into operons, the sequence of genes in coding regions surrounding the putative sites are listed in Table 5.1.3. Although these descriptions of genome clustering are merely suggestive and do not account for the complex details of operon architecture, a number of interesting features are apparent.

5.1.3.3 Gene-by-gene analysis

5.1.3.3a. NirB/fhp

Nitrate metabolism, the breakdown of NO$_3^-$ into NH$_4^+$, NO, N$_2$O, and N$_2$, is a process usually performed by multiple unrelated pathways in an organism, which can be grouped into having two distinct functions: nitrate assimilation and nitrate dissimilation. *Nitrate assimilation* is the process that converts nitrate to ammonium for the biosynthesis of nitrogen-containing biomolecules, such as amino acids and cofactors. *Nitrate dissimilation* can be further divided into the categories of *nitrogen respiration*, (anaerobic respiration that uses NO$_3^-$ instead of O$_2$ as the final electron acceptor in metabolic electron transport chains) and *nitrate reduction* (removal of excess reducing power for redox balancing). All pathways require two or more chemical steps, including nitrate reduction and nitrite reduction (Moreno-Vivian, *et al.*, 1999). A schematic of these reactions is shown in Figure 5.1.1.

According to Professor Valley Stewart of UC Davis (Appendix B), the genes for nirB and fhp appear to be clustered in an operon involved in nitrogen assimilation. The


*nirB* gene encodes an important gene in nitrite reduction: the nitrite reductase NAD(P)H (oxidoreductase) large subunit. Since NO is a byproduct of nitrite reduction, it is not uncommon for bacteria to include NO-metabolizing enzymes, such as the flavohemoprotein encoded by the *fhp* gene, in assimilative nitrate reduction operons. The cobA enzyme that immediately follows nirB is an enzyme that forms a major branchpoint for heme synthesis that is responsible for the manufacture of siroheme, a cofactor required by the nirB enzyme. The relevance of the *trpD2* gene is less clear: although its purported function (synthesis of a tryptophan precursor) is not related to nitrate metabolism, the amino-terminal domain of the TrpD polypeptide comprises the glutamine amidotransferase step of anthranilate synthesis, which converts glutamine to glutamate, and therefore may be related to nitrogen homeostasis (Jackson and Yanofsky, 1974).

The genes following *fhp* also appear to participate in nitrogen assimilation. This includes a *glnB*-like signaling protein, *glnBii*, which acts as a sensor of cellular nitrogen (Magasanik, 1993), nitrate transporters *nasA* and *narB*, which are implicated in nitrogen assimilation pathways (Figure 5.2.3; Morena-Vivian, 1999), and the *nifA* protein, a $\sigma^{54}$-dependent activator protein. As described later in this chapter, *nifA* is expected to activate the *glnB* gene (section 5.1.3.5).

5.1.3.3b. DhsU

The genes for NtcC3 and a histidine kinase, HksP4, are encoded immediately upstream of the dhsU gene (Table 2). This strongly suggests that HksP4 and NtcC3 form a SK-RR pair for two-component signal transduction to activate the dhsU gene.

The dhsU gene, which encodes a flavocytochrome C sulfide dehydrogenase (FCSD), is implicated in the oxidation of sulfur compounds. The known and hypothesized sulfur metabolism pathways from *Chlorobaculum tepidum*, a green sulfur bacterium, is presented in Figure 5.1.2 to provide context for the processes that oxidize/reduce sulfur compounds to fuel photosynthesis. Although some of the same genes are found in *A. aeolicus*, the purpose of sulfur oxidation is chemical, rather than photosynthetic.

The prototypical FCSD catalyzes sulfide oxidation to elemental sulfur, and transfers electrons to cytochrome c (Marcia, et al., 2010). In the *A. aeolicus* genome, it is annotated next to a Rieske iron-sulfur protein called soxF, which is implicated in electron transport (Sakurai, et al., 2010). FCSDs are found in a number of other bacteria, including *Paracoccus denitrificans*, *Thiobacillus sp. W5*, and 8 species of phototrophic green and purple bacteria of the Chlorobia and Chromatiales orders (Kostanjevecki, et al., 2000). Organisms that express FCSD proteins are typically able to utilize reduced sulfur compounds as electron donors for carbon dioxide fixation. In green and purple sulfur bacteria, these electron donors include hydrogen sulfide, as well as elemental sulfur, thiosulfate, and in some cases, sulfite and/or tetrathionate (Kostanjevicki, 2000). A number of chemolithoautotrophic “vent” organisms such as the *Pyrodictium* and *Pyrolobus* genera use hydrogen sulfide for the reduction of O$_2$ in microaerophilic environments (Stetter, 2006). A recent paper suggests that *A. aeolicus* respiration can utilize the electron donor/acceptor pairs H$_2$/S$^0$, H$_2$S/O$_2$, or H$_2$/O$_2$, via different respiratory pathways (Guiral, et al., 2009). However, since all these pathways are predicted to
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reduce sulfur, it is not clear that the FCSD protein would be involved in respiration, or what role it would play if it were. We have also not explored the possibility of the FCSD’s involvement in a pathway oxidizing H$_2$ and reducing sulfate; another observed pathway in extremophiles.

Although the $dhsU$ gene appears to be the only sulfur oxidation gene under $\sigma^{54}$ control, A. aeolicus has a number of other genes implicated in sulfur metabolism, including a thiosulfate utilization operon, as well as a sulfide-quinone reductase (SQR), a FCSD homologue (Deckert, et al., 1998; Shahak, et al., 1992; Arieli, et al., 1994). SQR is a membrane-associated sulfide-detoxifying enzyme that, like FCSD, oxidizes sulfide, but it transfers electrons to the membrane quinone pool instead of to cytochrome c (Marcia, 2010).

5.1.3.3c. GlnB

The $glnB$ gene encodes a protein called PII, one of the most widely distributed signaling proteins in nature. PII is uridylated by Uridyl Transferase (UTase), which is a direct sensor for alpha-ketoglutarate and adenyllylate energy charge that transduces a signal to a number of different receptors, including the NtrB-NtrC TCS in Klebsiella pneumoniae and E. coli (Jiang and Ninfa, 2009). In E. coli, PII becomes uridylated by UTase under nitrogen starvation conditions (low NH$_4^+$), and loses the ability to interact with and inhibit NtrB, a histidine kinase. This enables NtrB to autophosphorylate and transfer the phosphoryl group to NtrC, which activates transcription at the glnALG operon in a $\sigma^{54}$-dependent manner (Hirschman, et al., 1985; Magasanik, 1993). In nitrogen-rich conditions, PII is deuridylated, and interacts with NtrB to inhibit its activity.

In A. aeolicus, $glnB$ appears to be part of a typical nitrogen regulation operon. The $glnB$ gene is followed by the gene encoding glutamine synthetase, $glnA$, an enzyme that catalyzes the condensation of glutamate and ammonia to form glutamine. This is followed by an $amtB$ gene, which codes for an ammonium transporter. In a number of organisms, including E. coli and Klebsiella pneumoniae, the $glnA$ gene is under NtrC control (Hirschman, et al., 1985).

The gene preceding $glnB$, $hfq$, encodes for the Host Factor I protein, an RNA chaperone implicated in the activity of small, regulatory RNAs (sRNA), also known as noncoding RNAs. sRNAs repress translation by base-pairing with the coding or noncoding regions of specific transcribed mRNAs, often by preventing the binding of ribosomes or targeting the mRNA for degradation. Hfq is a chaperone that assists sRNAs to stably base-pair with their mRNA target (Frohlich and Vogel, 2009).

The $hfq$ gene is transcribed in the negative direction, and $glnB$ is transcribed in the positive direction, meaning that $hfq$ and $glnB$ share a UAS region. Although $hfq$ is not preceded by a $\sigma^{54}$ activation sequence, its proximity to the $glnB$ activation region could suggest a link between $\sigma^{54}$ activation and an sRNA pathway. There are known examples, including Vibrio cholerae and Vibrio harveyi, in which $\sigma^{54}$ has been implicated in controlling expression of sRNAs (Lenz et al., 2004). In future studies of $\sigma^{54}$-activation in A. aeolicus, especially in the analysis of the UAS of $glnB$, the possibility of a link to an sRNA pathway should be considered.
Figure 5.1.1. Summary of reactions involved in nitrate reduction.

\[ \text{NO}_3^- \xrightarrow{\text{nirB}} \text{NO}_2^- \xrightarrow{\text{denitrification}} \text{NH}_4^+ \]

NO, N\textsubscript{2}O, N\textsubscript{2}  
NO detoxification: fhp

Figure 5.1.2. Overview of known and hypothesized sulfur metabolism pathways of Chlorobaculum tepidum, a photosynthetic green sulfur bacterium. A. aeolicus contains FCSD, SQR, and SoxF genes, highlighted with a red square. From Sakurai, et al., 2010.
5.1.3.3d. LpxC, RPON

The lpxC gene does not appear to be located in an operon. The genes surrounding it, leuS, rpmA, hemD appear to have no direct relation to lipoprotein synthesis. The other genes necessary for the initial steps of the lipoprotein synthesis pathway, lpxA, lpxB and lpxD are scattered elsewhere throughout the genome. Interestingly, A. aeolicus does not appear to code for the enzymes required for the latter steps in lipid A synthesis, lpxH, lpxK, WaaA, lpxL and lpxM (Figure 5.1.3).

The coding region surrounding the gene encoding the σ^{54} factor (rpon) includes a number of unannotated open reading frames (ORFs), and the lpxA gene. This proximity could be coincidental, or it could suggest an additional regulatory connection between σ^{54} expression and lipid A synthesis in A. aeolicus.

5.1.3.3e. Aq_087, Aq_1119

It has been previously discussed that NtrC1, hksP1, and the Aq_1119 genes appear to be clustered, similar to the NtrC3, HksP4, dhsU operon (Doucleff, et al., 2005).
But the genes following and preceding NtrC1/hksP1 in the Aq_1119 region are mostly unannotated. The same is true of the Aq_087 region, which is neighbored by a number of ORFs and two unrelated genes: molybdenum transport protein modC, and an aldolase kdsA. This lack of a functional pattern, interrupted by a series of ORFs, precludes a discussion of these gene functions.

5.1.3.4. Determination of the DNA-binding sites for NtrC3 and NtrC4

Published associations between $\sigma^{54}$ activators and UAS binding sequences in *Aquifex aeolicus* are limited to NtrC1, which was reported to bind to the aq_1119 UAS (Doucleff, et al., 2005); and NifA, which was reported to bind to the UAS of *glnB* (Studholme and Wigneshweraraj, et al., 2000). In order to determine other associations between NtrC-like proteins and the putative genes listed above, gel-shift assays were conducted.

Regions spanning 250 base pairs upstream of the *glnB*, *dhsU*, *fhp*, Aq_087, Aq_1119, nirB, and *lpxC* genes were amplified by PCR. To determine whether activators bound these UAS regions, gel-shift assays with DNA-binding domains or full-length constructs of NtrC1, NtrC2, NtrC3, and NtrC4 were conducted on each of the 7 potential UAS’s. These gels demonstrate associations between NtrC4 and the *lpxC*-UAS with dual bands in the bound form, suggesting the presence of two binding sites in the region. NtrC4 also bound the 21-base pair NtrC1 high affinity binding site (Kd ~ 0.1 nM) in the aq_1119 UAS with low affinity (Kd ~ 1 $\mu$M) (data not shown). This could be an indicator that NtrC4 and NtrC1 both play a regulatory role on the aq_1119 gene; however, the high Kd of NtrC4 binding to the aq_1119 UAS suggests the interaction.
could be coincidental, and not have physiological relevance. NtrC3 bound to two sites in the dhsU-UAS with relatively high affinity (Kd < 300 nM). Aside from these three associations, no other associations were seen (Figure 5.1.4). This includes a lack of association between NifA and glnB, as seen by Studholme and Wigneshwereraraj, et al., and a lack of any associations for the NtrC2 protein.

Next, I determined the specific 20-base pair NtrC3 and NtrC4 binding sites within the UAS sequences of lpxC and dhsU. To try to identify specific activator binding sites upstream of putative σ54-activated genes, the PALINDROME program (Rice, et al., 2000) was used to search for palindromic sequences in the UAS regions. Although palindromic regions were found in all UASs, only one site with the characteristics of an activator binding site was found ~ 100 bp upstream of the transcription initiation site of the dhsU gene. This 21-base pair region [AGGTGTCatttttGACACCT] was purchased.
and found to bind to NtrC3-FL in native 20% PAGE gel-shift assays. The second binding site in the dhsU region has not been identified.

In the case of NtrC4, binding sites could not be identified based on symmetry and A-tract signatures alone, and the DNA-binding sites were determined by Dnase I footprinting of the UAS of the lpxC gene by Dr. Yixin Huo. The Dnase I footprint shows two regions of protection, located –145 and –85 base pairs upstream of the $\sigma^{54}$ binding site. These binding sites were confirmed by fluorescence anisotropy and gel-shift assays, as discussed in Chapter 2.

5.1.3.5. Implications of NtrC3, NtrC4, NifA regulation

The interaction of NtrC3 with dhsU is the first known case of $\sigma^{54}$ regulation of this gene. A number of examples do exist of $\sigma^{54}$-regulation of other sulfur metabolism genes, including the sfnR gene in Pseudomonas putida DS1 (Habe, et al., 2007), and cbl in E. coli (Zimmer, et al., 2000). The interaction of NtrC4 with the lpxC gene is also the first time any protein associated with cell wall synthesis has been observed under $\sigma^{54}$ control. The LpxC enzyme has gained recent interest as a drug target (Raetz and Whitfield, 2002) in Gram-negative bacteria. If this association is also present in pathogenic species, disruption of the $\sigma^{54}$ pathway would provide an additional pharmaceutical target.

The lack of binding seen between NifA and the glnB UAS is unexpected, and contradicts published data. Studholme and Wigneshweraraj et al., (2000) used mobility shift assays in which 25 nM $^{32}$P-labeled glnB-UAS DNA fragments approximately 200 bp in length were bound to 50 nM NifA dimers in the presence of varying quantities of competitor DNA (figure 5.1.4d). The NifA protein was observed to form complexes with dhsU, glnB and nirB UASs, but only the complex with glnB remained upon the addition of competitor DNA. Our assays differed in a number of technical aspects. While the published assays were performed at 25 nM DNA concentration, my assays were performed between 1.9 and 0.36 $\mu$M DNA. However, this difference would be expected to enhance both specific and nonspecific binding. Another notable difference is the gel used; Studholme et al., use 4.5% native PAGE gels (the percentage of bis-acrylamide: acrylamide is not specified), where my assays use 1% LMP agarose. My early work with 4% PAGE gels also exhibited a similar smearing affect of the bands as seen in figure 5.1.4d, most likely due to the large size of the DNA (~150,000 kDa) relative to the small size of the protein (100 kDa). However, the difference of gel used does not explain why a faint band is visible in their glnB-NifA gel when we see no interaction. Additional experiments, possibly varying NifA/DNA concentrations and in different buffer conditions, may be necessary to confirm or reject the interaction between NifA and glnB. For the purpose of this thesis, the NifA-glnB association will be listed in the current model until this inconsistency is explained, or a different association is confirmed.

5.1.3.6. The absence of additional binding associations

It is not clear, from this work, why associations could not be experimentally found between NtrC2 or NifA and any of the $\sigma^{54}$ activated genes in question. It is also
not known why activators were not found to bind the fhp, Aq_087, and nirB genes. There are a few possible explanations for these observations.

First, activator binding sites may be located outside the 250-bp UAS region. There exist a few unusual examples of systems where the activator binding sites that reside 3’ to the $\sigma^{54}$ promoter, such as flaNQ in *Caulobacter crescentus* (Gober and Shapiro, 1992). It has been shown that activators can activate transcription when transplanted up to 1 kbase upstream of the activation site, or even on a separate, concatenated strand of DNA (Wedel, et al., 1990). Hence, there is no known reason by activators could not be located elsewhere in the genome.

Second, it is possible that more $\sigma^{54}$-transcriptional activators exist in *A. aeolicus* than we have identified. Although this would be surprising, given the high level of conservation in $\sigma^{54}$-transcriptional activators (Tucker and Sallai, 2007), there is at least one gene in *A. aeolicus* that is a candidate for a “missed” $\sigma^{54}$-activator (aq_091m). This gene contains a PAS regulatory domain, an AAA+ ATPase domain and the coding for a DNA-binding domain. However, there is a stop codon in the middle of the AAA+ ATPase domain, which we would expect to render the central domain inactive, as well as prevent the coding of the DNA-binding domain. For this reason, we do not consider it in our analysis. However, a number of AAA+ conserved motifs are intact beyond the stop codon, including the GAFTGA loop and the Walker B motif. Whether this stop codon is a sequencing error, a recent mutation in the genomic DNA used to perform sequencing, or an evolutionary step to disconnect the protein from $\sigma^{54}$ activation, is not known.

A third possibility, and the most difficult to surmount with current biochemical techniques, is that laboratory conditions are sufficiently different from physiological conditions to preclude binding in our assays. The mechanism by which proteins bind to DNA at high temperatures is not well understood, and it is possible that high temperatures are required for these complexes to form.

5.1.3.7. Current model for $\sigma^{54}$ gene associations in *A. aeolicus* and future studies

Combining the associations described above, a model of $\sigma^{54}$-dependent activation pathways is presented in figure 5.1.5. However, additional data would be valuable. It would be valuable, for example, to try to form open complexes of $\sigma^{54}$-RNAP at the $\sigma^{54}$ sites of putative enhancers to confirm that these regions are indeed $\sigma^{54}$-activated. If these sites are confirmed, other techniques could be used to determine whether more binding sites will be determined at higher temperatures. One possibility is repeating the above binding assays at temperatures near the melting point of the DNA in question. To go to higher temperatures, potential short binding sites could be selected from UAS regions and synthesized as DNA-hairpins to reduce the incidence of DNA-melting. If longer regions can be used, GC-rich regions flanking the UAS regions could be inserted to stabilize DNA-annealing during assays.

5.1.3.8. Distances between activator and $\sigma^{54}$ binding sites

In comparing the activator and $\sigma^{54}$ binding sites in NifA, NtrC, NtrC1, NtrC3, and NtrC4, it is apparent that different numbers of nucleotides separate the two sites in each system. The distances between the center of the proximal activator-binding site (relative
to the $\sigma^{54}$ binding sequence) and the −24 base of the $\sigma^{54}$ consensus sequence are: NifA from *Klebsiella pneumoniae* (118 bp), NtrC from *S. enterica* (80 bp), NtrC1 (49 bp), and NtrC4 from *A. aeolicus* (91 bp). Since only one NtrC3 binding site has been found in *A. aeolicus*, it is not known whether this site is proximal or distal to the $\sigma^{54}$ binding site. However, like NtrC1’s proximal site, its center is located only 49 bases upstream of the −24 $\sigma^{54}$ element, suggesting that it is the proximal site. This short distance between NtrC1 and NtrC3 activator sites and the $\sigma^{54}$ binding site is unusual, compared to the observation that activator binding sites are usually 80-120 base pairs upstream of $\sigma^{54}$ binding sites. The purpose of this closer placement of activator and $\sigma^{54}$ binding sites in NtrC1 and NtrC3 is not known.
Part 2: Characterization of a histidine kinase: HksP4

5.2.1 Introduction

5.2.1.1. Histidine kinases in TCS pathways: common structural/functional themes

In addition to determining the genes under $\sigma^{54}$-control, it is also valuable to determine the environmental signals that activate transcription in $\sigma^{54}$-dependent systems. This includes signals that directly activate the GAF regulatory domains of NtrC2 and NifA, as well as the signals that activate the TCS histidine kinases associated with the response regulator domains of NtrC1, NtrC2, and NtrC4. Currently, no activating signals are known for *A. aeolicus* NtrC homologues. The determination of these regulatory signals is difficult, due to the extraordinary range of possible ligands and triggering environmental conditions (Krell, et al., 2010).

As described in the Chapter 1, two-component signal transduction systems (TCSs) consist of a sensor kinase (SK) and a response regulator (RR). The SK is often a multidomain membrane-bound protein with a transmembrane domain, cytosolic autokinase domain and one or more sensor domains. Figure 5.2.1 shows the domain organization of a number of SK’s.

PAS domains (for Period, Aryl hydrocarbon receptor nuclear translocator, and Single Minded) are the most common regulatory domains in SKs. The PAS fold is usually ~130 residues long with an $\alpha$/$\beta$ fold. However, PAS domains exhibit a great deal of sequence diversity: they contain two conserved regions, averaging only 12% sequence conservation. As a result, PAS domains are sometimes difficult to identify with Markov models. A number of examples exist in the literature where PAS homology was not evident in a protein sequence, but was identified after the three-dimensional structure was solved (Krell, et al., 2010). This low conservation enables the PAS domain to sense a wide array of environmental signals (Gilles-Gonzalez and Gonzalez, 2004).

The prototypical SK autokinase domain can be further divided into two subdomains. The first is the Dimerization/Histidine/phosphorylation domain (DHp). This domain consists of a long $\alpha$-helix that provides a dimerization determinant for the full-length enzyme, and houses the catalytic histidine that is phosphorylated. The other domain is the catalytic ATP-binding (CA) domain. Both domains are part of the same polypeptide, and interact by forming an interdomain $\beta$-sheet.

In the majority of cases (~83%), the SK’s are membrane-bound. In cases where extracellular or periplasmic stimuli are identified, such as in PhoQ and LuxQ (Fig 5.2.1), the sensor domain is periplasmic and attached to the cytosolic autokinase domain by a transmembrane region. Only ~17% of SK’s are fully cytosolic.

5.2.1.2. Heme-containing histidine kinases

Although only a small subset of PAS domains associate with cofactors, these
Figure 5.2.1. Domain organization of a number of SKs. Reproduced from Krell, 2010.
Figure 5.2.2. Structures of histidine kinase PAS and kinase domains. a) bjFixLH, the PAS domain dimer from *Bradyrhizobium japonicum* (Ayers and Moffat, 2008); b) smFixL, the PAS domain from *Sinorhizobium meliloti* (Miyatake, et al., 2000); c) Dimeric DHp and CA domains of HK853 from *Thermatoga Maritima* (Casino et al, 2009). The catalytic histidine (H260) is highlighted in red. d) Dimeric DHp and CA domains of KinB in complex with modulator Sda (Bick, et al., 2009).
proteins constitute some of the best-studied examples in the literature. Sensing of signals such as diatomic gases, light, and redox potential is known to require cofactors such as heme, FMN, or FAD (Gilles-Gonzalez and Gonzalez, 2004). PAS domains containing hemes are commonly sensors for diatomic gases, including O₂, CO, and NO. Although usually associated with prokaryotic organisms, a heme-containing PAS domain was found to sense CO in the mammalian protein NPAS2, implicated in the regulation of circadian rhythms (Dioum, et al., 2002).

The most characterized example of a SK utilizing a PAS domain with a heme cofactor is the FixL protein, an oxygen-sensing histidine kinase that activates its conjugate RR FixJ in *Rhizobia* to activate oxygen-sensitive genes involved in nitrogen fixation. Functionally, the signaling cascades of FixL from rhizobia have some similarities to the signaling cascade of NtrC (Figure 5.2.3). FixL has been shown to bind O₂, CO, and NO with ferrous heme. O₂-binding was found to deactivate the kinase by ~100-fold, whereas O₂ dissociation from the heme restores activity. Binding to CO and NO were also found to deactivate the kinase by 3-fold and 2-fold, respectively. The function of binding these secondary ligands is not known Gilles-Gonzalez and Gonzalez, 2004). However, it may be incidental, since it is uncommon for hemes that bind O₂ to fully descriminate against CO and NO (Piantadosi, 2008).

A number of crystal structures of FixL PAS domains have been presented in the literature from *Bradyrhizobium japonicum* (bjFixL) and *Sinorhizobium meliloti* (smFixL) in the unliganded, O₂-bound, CO-bound, and NO-bound states (Ayers and Moffat, 2008; Miyatake, et al., 2000). Structures of bjFixL and smFixL PAS domains are shown in Figure 5.2.2.
5.2.1.3. Introduction to heme biochemistry

To discuss heme sensors more fully, it is useful to briefly outline the basics of heme biochemistry. Heme is a prosthetic group consisting of iron coordinated into a heterocyclic organic ring called a porphyrin. Multiple forms of heme exist, distinguished by different chemical derivatives on the porphyrin ring. The most common form of heme, heme b or iron protoporphyrin IX, is shown in Figure 5.2.5. Heme b is present in most known metalloproteins, and is often covalently bound to the protein by coordination of the iron atom with the amino group of a histidine side chain (common in globins, cytochromes, nitroporphyrins and peroxidases), the hydroxyl group of a tyrosine side chain (catalases), or the sulfur group of a cysteine (siroheme, nitric oxide synthases, P450 proteins) (Cowan, 1993). Without binding a substrate, these hemes are pentacoordinate; upon binding a diatomic gas, they become hexacoordinate.

The iron atom in hemes can exist in ferric (+3) or ferrous (+2) oxidation states. Ferrous iron is implicated in binding O₂, CO, NO. Ferric heme is implicated in binding OH-, F-, CN-, and H₂S (Kraus, et al., 1990). Heme groups have strong electronic absorption bands that are sensitive to oxidation state, ligation state, and conformation of the chromophores, making UV/Visible spectroscopy a useful tool study them (Nienhaus and Nienhaus, 2005). The strongest feature in the electronic spectrum of heme is the Soret band, which has an extinction coefficient ~100,000 M⁻¹cm⁻¹ and is centered around ~420-440 nm. There are also a few minor bands, denoted Q bands (alpha and beta) in the 500-600 nm region. An example of the Soret band shifts observed in the FixL-PAS domain binding to O₂, CO, and NO is shown in Figure 5.2.7.

5.2.1.4. Characterization of a histidine kinase in A. aeolicus: HksP4

HksP4 is one of four histidine kinases in A. aeolicus with unknown functions (other histidine kinases include phoB, gyrB, mutL). As described previously, NtrC1-HksP1 and NtrC3-Hksp4 appear to be associated TCS pairs (Doucleff, 2005). The domain architectures of A. aeolicus histidine kinases determined by BLASTp is shown in Figure 5.2.6. This search finds that HksP4 is a histidine kinase with a PAS domain with a heme-binding motif, and a DHp-CA kinase domain with an ATP and Mg²⁺ binding site. It is predicted to have no transmembrane regions by the TMHMM server (Tusnady and Simon, 1998). The fact that HksP4 is predicted to bind heme suggests that the determination of the kinase ligand may be restricted to diatomic gases, as seen in the FixL system. The fact that HksP4 is predicted to be a fully soluble protein suggests that its expression and purification may be straightforward. Therefore, we decided that HksP4 was a suitable system to characterize further, with the goal of elucidating a full TCS regulatory pathway in A. aeolicus, from the activating signal to the gene activated.

Unfortunately, although HksP4 can be considered a FixL-like heme-binding PAS-DHp-CA SK, the PAS domain of HksP4 and FixL share no detectable sequence identity. As a result, a structural understanding of the HksP4-PAS domain cannot be derived from studies on FixL. However, a number of very recent structures have emerged of histidine kinases with DHp and CA domains homologous to HksP4, many of them in complex
Figure 5.2.4. UV spectra showing Soret band shifts for the $O_2$-bound and deoxygenated states of the B. japonicum FixL PAS domain (bjFixLH). Adapted from Liebl, et al., 2002.

Figure 5.2.5. The structure heme b, also known as Iron protoporphyrin IX. From http://www.daviddarling.info/encyclopedia/H/heme.html.
with their response regulators. This includes the structures of HK835 from *Thermatoga maritima* (Casino, *et al.*, 2009) and KinB from *Geobacillus stearothermophilus* (Bick, *et al.*, 2009). The histidine kinase ThkA, which contains a coiled coil, GAF, PAS, and CA domain, was truncated to the PAS-ATPase core and its struture was solved in complex with its response regulator (Yamamoto, *et al.*, 2009). However, due to the inherently low sequence similarity of PAS domains (Pandini, 2005), the ThkA PAS domain, like the FixL PAS domain, shares no detectable homology with the PAS domain of HksP4. At the time of writing this thesis, no HksP4-like PAS domain structure was deposited in the PDB database. As such, no current structural information is available for a full-length homologue of HksP4.

5.2.2. Materials and Methods

5.2.2.1. Cloning

The full-length HksP4 construct was amplified by PCR from *A. aeolicus* genomic DNA with NdeI and BamHI cut sites. The PCR product was cut with NdeI and BamHI enzymes, and ligated into a pskB2 plasmid with an N-terminal 6xHis tag with T4 DNA ligase (New England Biolabs). Plasmids were transformed into Top10 highly competent cells (Invitrogen), and plasmid was isolated and its sequence confirmed by DNA-sequencing at the UC Berkeley Sequencing Facility. The HksP4 PAS domain construct (1-116) was produced by introducing a stop codon at residue 116 using Quikchange (Stratagene).

5.2.2.2. Protein expression of HksP4-FL and HksP4-PAS

Protein was resuspended in buffer A: 50 mM Tris-HCl, 200 mM NaCl, pH 8.0, 1 mM TCEP. Resuspended cells were supplemented with protease cocktail inhibitor (Roche) and sonicated for 6x30s intervals at high power and 4°C. Lysate was ultracentrifuged at 30,000 rpm for 30 minutes, and supernatant was purified by Ni-NTA resin (Qiagen) as described in chapter 4. Samples were eluted into 50 mM Tris-HCl buffer, 300 mM NaCl, and 400 mM imidazole, pH 8.0, and dialyzed into Buffer A overnight (with 1 mM DTT in place of 1 mM TCEP). Samples were concentrated in Amicon centrifuge concentrators.

5.2.2.3. Activity assays on HksP4

In collaboration with Dr. Brian Smith of the Marletta lab, two forms of ATP-activity assays were performed on HksP4. These assays both detect the ability of the kinase to autophosphorylate, and its ability to transfer the phosphate group to the response regulator. Both assays are described in Carlson et al., 2000: $^{32}$P ATPase assays, and ATP-$\gamma$S assays (Carlson, 2010).

Preparation of HksP4 liganded and unliganded states:

**Anaerobic:** Protein was concentrated to 100 µM, and deoxygenated by incubation with 10 mM sodium dithionite for 40 minutes in a glove box with $[O_2]$ at 10-13 ppm. To
remove the dithionite, the sample was buffer exchanged into buffer A with a P-10 buffer exchange column with G-25 resin (Amersham) that had been degassed by equilibration with buffer containing 50 mM sodium dithionite and washed with 50 mL degassed buffer A.

**O₂-bound:** anaerobic sample in buffer A was exposed to air for 5 minutes.

**CO-bound/H₂S-bound:** anaerobic sample in buffer A was placed in a septum-capped vessel under CO or H₂S gas for 10 minutes or 1 hour, respectively.

**NO-bound:** anaerobic sample was mixed with a small amount (~ 1 µM) of diethylNONOate, a compound that spontaneously forms NO in solution. Sample was incubated for 5 minutes before analysis.

**Ferric (oxidized):** HksP4 in buffer A was incubated with 1 mM KFeCN for 20 minutes, then buffer-exchanged back into buffer A with PD-10 column to remove the KFeCN.

UV-vis spectra from 200 to 800 nm were taken on each sample to assess binding in a septum-sealed anaerobic cuvette at 25ºC on a Cary UV spectrophotometer.

**ATP-γS assays:** Assays were performed as described in Carlson, et al., 2010. 20 µL aliquots were prepared that contained 5 µM HksP4-FL in the anaerobic, O₂-bound, NO-bound and CO-bound states, 500 µM ATP-γS, and 10 mM MgCl₂ in buffer A. To search for phosphotransferase activity, some samples also contained 5 µM NtrC3-FL. Aliquots were quenched by addition of 5 µL of 0.5 M EDTA. Parainitrobenzylmethlate (PNBM), a compound that alkylates thiophosphate groups, was added to a final concentration of 1 mM and alkylation reaction was allowed to proceed for 1.5 hours at room temperature. 8 µL of 4x SDS-PAGE protein loading buffer was added, and 10 µL of each aliquot was run on a 20% SDS-PAGE glycine gel for 1 hour at 180 V. Proteins were transferred from gels to nitrocellulose membranes (Whatman) and blocked for 1 hour with 5% nonfat dry milk (Carnation) in phosphate-buffered saline (PBST), pH 8.0, containing 0.5% Tween20. Primary antibody specific for the alkylated thiophosphate (Epitomics antibody 51-8) was added at 1:5000 in 5% nonfat dry milk in PBST and incubated with the blot overnight at 4ºC. The blot was washed three times in 10 minute aliquots with PBST. Secondary antibody (HRP, Pierce) was added at 1:1000 in 5% nonfat dry milk in PBST for 1 hour. The blot was then washed 3x10 minutes with PBST and developed by the addition of SuperSignal West Femto Maximum Sensitivity Substrated (Pierce), and imaged with a BioRad Chemidox XRS chemiluminescence imager.

**³²P-ATPase assays:** 20 µL aliquots were prepared that contained 5 µM HksP4-FL, 500 µM ATP supplemented with 10 µCi ³²P-ATP per aliquot, 10 mM MgCl₂, and in samples that contained activator, 5 µM NtrC3-FL. Samples were incubated at room temperature in microcentrifuge tubes sealed in septum-capped vials to maintain anaerobicity. Samples were quenched with the addition of 5 µL 4X-concentrated SDS-protein loading buffer, and run on a 10-20% Tris-Cl gradient PAGE gel for 2.5 hours at 150 V. Gels were dried overnight and imaged on a phosphorimager plate with a Typhoon (Molecular Dynamics).
5.2.3. Results and Discussion

5.2.3.1. HksP4 contains heme, and binds O₂, NO, and CO, not H₂S

Two constructs of HksP4 were cloned: full-length (HksP4-FL; 1-339) and the PAS domain (HksP4-PAS: 1 to 116). Both proteins express with high yield, averaging 30 mg/L TB media. Both proteins are also very soluble: HksP4-PAS could be concentrated to 30 mg/mL, and HksP4-FL could be concentrated to 15 mg/mL, although both constructs precipitate after a 1-2 days at these concentrations. HksP4-PAS and HksP4-FL were also both found to bind heme. Both constructs have a distinctly brown color upon purification, and the UV spectrum of the protein from 200 to 800 nm include a signature Soret band. However, over the course of protein purification HksP4 loses its heme, possibly due to interaction with imidazole in the Nickel-column elution buffer. Heme-binding could be reconstituted by titrating hemin directly into the purified HksP4 solution in a 1:1 hemin:protein molar ratio, and removing the excess hemin with a PD-10 buffer exchange column. (Figure 5.2.7).

Although the three diatomic gases best known to bind to hemes are O₂, CO, and NO, H₂S is also a gaseous ligand of ferric heme. Although no PAS-associated heme has been studied binding H₂S, it has long been known that H₂S binds to heme with toxic effects in humans (Keilin, 1933). Recent studies have generated new interest in H₂S-heme interactions, since new evidence suggests that H₂S serves a beneficial role as a neurotransmitter in mammals, regulating vascular tone, neurotransmission, and insulin secretion in humans (Lowicka and Beltowski, 2007). Additionally, since the dhsU gene is responsible for sulfur metabolism, possibly using sulfide as a substrate, one possible hypothesis is that H₂S activates HksP4, and subsequently the dhsU gene. For these reasons, H₂S was also included in our analysis.

UV spectra of HksP4-PAS in the anaerobic state and in the presence of O₂, CO, NO, and are shown in Figure 5.2.7. It is evident from the shifts of the Soret band that
Figure 5.2.7. UV-vis spectra of HksP4-FL binding to $O_2$, CO, and NO. Curves are normalized to the same concentration. Peak centers, in nm, are indicated above each curve.

Figure 5.2.8. ATPγS assay of HksP4-FL while anaerobic, and binding to $O_2$, CO, NO, and $H_2S$. The EnvZ kinase was included as a positive control.
HksP4 binds O₂, CO, and NO. No shift was observed in binding to H₂S (data not shown).

5.2.3.2. Activity assays: anaerobic, O₂-, and CO-bound HksP4 do not exhibit ATPase activity.

Activity assays, including both ³²P-ATPase assays and ATP-γS assays, show essentially no ATPase activity in HksP4 in the anaerobic ferrous, unliganded ferric, and ferrous-O₂-bound, CO-bound, and NO-bound states. EnvZ, a histidine kinase from *E. coli*, was included as a positive control (Figure 5.2.8).

There are a number of possible causes that could explain the lack of activity. First, as is unavoidable in thermophilic proteins, it is possible that the experimental conditions of the assay, including 200 mM NaCl and room-temperature incubation, are sufficiently different from physiological conditions that they preclude activity. It is also possible that the heme-protein interaction is not native. Since HksP4 was expressed in *E. coli* cells with supplemented amino-levulinic acid, a heme b precursor, less common forms of heme that may be present in *A. aeolicus* might not be expressed in sufficient quantities to form the native protein-heme complex. The observation that HksP4 constructs lose the heme over the course of purification would be consistent with this hypothesis.

Second, it is possible that autophosphorylation by the kinase requires an additional protein or chemical modulator. This has been observed in the case of NtrB, the soluble histidine kinase with a PAS domain that activates NtrC in *E. coli*. Unlike most SKs, NtrB does not sense a stimulus directly, but is regulated by an additional sensor protein PII, encoded by the *glnB* gene, in the pathways described in Figure 5.2.3. Although the heme-binding PAS domain in HksP4 suggests that it does have sensor activity, it may require an additional modulator to enable autophosphorylation.

5.2.4. Concluding remarks

A main adaptation to autotrophy is the elevated use of metalloenzymes to perform processes ranging from nitrogen and carbon fixation to respiration (Deckert, et al., 1998). Extremophiles have a particularly challenging task of using metal chemistry efficiently in extreme environmental conditions without poisoning themselves.

A few possible speculations about σ⁵⁴ regulation in *A. aeolicus* would be consistent with this difficulty. The placement of *nirB, fhp*, and *lpxC* genes under σ⁵⁴ control suggests sensitive regulation of nitrogen assimilation and lipoprotein synthesis, depending on environmental conditions. The regulation of *dhsU* by a histidine kinase that binds oxygen suggests that *A. aeolicus* may share similarities with other vent organisms that use hydrogen sulfide as a reductant to oxidize oxygen to fuel respiration (Stetter, 2006). It is also possible that, like the FixL protein, HksP4 binds to O₂ as an O₂-sensor to prevent the expression of O₂-sensitive metalloenzymes in sulfide oxidation and other downstream pathways.
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Appendix A. Tabulation of viscosity of glycerol solutions at varying temperatures. Black values are from Dorsey, 1940. Blue values are from Sheely, 1932.

<table>
<thead>
<tr>
<th>% glycerol w/w in H₂O solution</th>
<th>viscosity (centipoises/mPa•s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20°C</td>
</tr>
<tr>
<td>0</td>
<td>1.005/1.005</td>
</tr>
<tr>
<td>1</td>
<td>1.029</td>
</tr>
<tr>
<td>2</td>
<td>1.055</td>
</tr>
<tr>
<td>3</td>
<td>1.083</td>
</tr>
<tr>
<td>4</td>
<td>1.112</td>
</tr>
<tr>
<td>5</td>
<td>1.143</td>
</tr>
<tr>
<td>6</td>
<td>1.175</td>
</tr>
<tr>
<td>7</td>
<td>1.207</td>
</tr>
<tr>
<td>8</td>
<td>1.239</td>
</tr>
<tr>
<td>9</td>
<td>1.274</td>
</tr>
<tr>
<td>10</td>
<td>1.311/1.31</td>
</tr>
<tr>
<td>20</td>
<td>1.76</td>
</tr>
<tr>
<td>30</td>
<td>2.5</td>
</tr>
<tr>
<td>40</td>
<td>3.72</td>
</tr>
</tbody>
</table>

Scatter plot of viscosities of data in Table 3.

**Viscosities of glycerol/water solutions**
Appendix B. Communication from Professor Valley Stewart, UC Davis, on the function of genes in the nirB and fhp gene clusters.

These genes appear to be involved in nitrate assimilation. I strongly doubt that they are involved in nitrate respiration.

*nirB*: encodes NADH-dependent nitrite reductase (nitrite reduced to ammonium). This enzyme is conserved in fungi as well as bacteria, and has been studied in both. In many species, the enzyme is composed of two subunits (NirB and NirD, as in E. coli), but in others the gene is fused to make a single polypeptide (as in K. pneumoniae). I do not know of any case where NirBD enzyme is involved in nitrate respiration (energy conservation). In E. coli and some other enterobacteria it plays a role in NAD+ regeneration and/or in nitrite detoxification; however, it almost always is associated with nitrate assimilation.

*cobA*: encodes an enzyme that forms a branchpoint off of the mainline heme biosynthetic pathway. This branchpoint is used to manufacture the porphyrin moiety of vitamin B12 (cobalamin), and so this gene is often annotated as "cobA." However, the same branchpoint makes siroheme, which is the cofactor for NirBD enzyme. In E. coli, this enzyme is encoded by the cysG gene, because siroheme is also the cofactor for sulfite reductase.

*trpD2*: has no obvious relationship to nitrate metabolism. However, the TrpG (amino-terminal) portion of the TrpD polypeptide (ancestral fusion of TrpG and TrpD) comprises the glutamine amidotransferase step of anthranilate synthesis. Thus, its inclusion in this operon may be related to overall glutamine (nitrogen) homeostasis.

*fhp*: encodes only the globin portion of flavohemoprotein, which is an FAD/NAD enzyme involved in nitric oxide detoxification. NO is a byproduct of nitrite reduction to ammonium, so it is not unusual for assimilatory nitrate reduction operons to encode nitric oxide-metabolizing enzymes. Pure speculation would be that this globin fragment is involved in sequestering NO, or that other components of a detoxifying enzyme complex are encoded elsewhere.

*cynS*: is involved in nitrogen compound metabolism, but has no obvious relationship to nitrate metabolism.

*glnB*: you know about.

*nasA*: encodes a major facilitator subfamily protein (12-transmembrane helix protein) that transports nitrate across the cytoplasmic membrane. This functions as a nitrate-proton symport for nitrate assimilation. An alternate annotation is narK. LacY is the paradigm for this widespread family of proteins.

*narB*: encodes ferredoxin-nitrate reductase, which is involved in nitrate assimilation in cyanobacteria.

So, this operon has everything the organism needs to assimilate nitrate into ammonium. None of these enzymes would function for nitrate respiration ("dissimilation.").

-- Professor Valley Stewart, UC Davis, 1/25/2010