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Over the past decades, genome-wide association studies have dramatically improved especially with the advent of the high-throughput technologies such as microarray and next generation sequencing. Although genome-wide association studies have been extremely successful in identifying tens of thousands of variants associated with various disease or traits, many studies have reported that some of the associations are spurious induced by various confounding factors such as population structure or technical artifacts. In this dissertation, I focus on effectively and accurately identifying true signals in genome-wide association studies in the presence of confounding effects. First, I introduce a method that effectively identifying regulatory hotspots while correcting for false signals induced by technical confounding effects in expression quantitative loci studies. Technical confounding factors such as a batch effect complicates the expression quantitative loci analysis by inducing heterogeneity in gene expressions. This creates correlations between the samples and may cause spurious associations leading to spurious regulatory hotspots. By formulating the problem of identifying genetic signals in a linear mixed model framework, I show how we can identify regulatory hotspots while capturing het-
erogeneity in expression quantitative loci studies. Second, I introduce an efficient and accurate multiple-phenotype analysis method for high-dimensional data in the presence of population structure. Recently, large amounts of genomic data such as expression data have been collected from genome-wide association studies cohorts and in many cases it is preferable to analyze more than thousands of phenotypes simultaneously than analyze each phenotype one at a time. However, when confounding factors, such as population structure, exit in the data, even a small bias is induced by the confounding effects, the bias accumulates for each phenotype and may cause serious problems in multiple-phenotype analysis. By incorporating linear mixed model in the statistics of multivariate regression, I show we can increase the accuracy of multiple phenotype analysis dramatically in high-dimensional data. Lastly, I introduce an efficient multiple testing correction method in linear mixed model. The significance threshold differs as a function of species, marker densities, genetic relatedness, and trait heritability. However, none of the previous multiple testing correction methods can comprehensively account for these factors. I show that the significant threshold changes with the dosage of genetic relatedness and introduce a novel multiple testing correction approach that utilizes linear mixed model to account for the confounding effects in the data.
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2.1 An example that population structure causes false signals in GWAS. This figure and caption is from nature reviews genetics [FE12]. Panel b shows a Manhattan plot with the association results for 140,000 SNPs and body weight for 38 inbred strains from the Mouse Phenome Database [BGM07, HAA07, GMB09]. Almost every locus appears to be associated with body weight as each of the many SNPs that differentiate the wild-derived and classical inbred strains appears to be associated with body weight. A visualization of the cause of the spurious associations is shown panel c. Many SNPs and the phenotype are both correlated with the genetic relatedness or population structure among the strains. Statistical techniques can take into account the genetic relationships between the strains to correct for population structure, thus minimizing spurious associations. In this example, EMMA [KZW08] was applied to the data (panel d). 

2.2 An example that the hotspots are inconsistent between replicates in eQTL study. This figure and caption is from genetics [KYE08]. Comparison of the strength of trans-regulatory bands between replicated subsets. The horizontal axis is the genomic positions of the markers in megabases, and the vertical axis is the strength of regulatory hotspots quantified as the average log P-values at each marker across all genes. Each peak represents the strength of the trans-regulatory band at a particular marker SNP. The taller the peak, the more pronounced a trans-regulatory band is in an eQTL map.
3.1 (a) Graphical model of genetic and spurious associations. SNP 1 has genetic effect on the first three genes (blue arrows). SNP 2 has no genetic effect on any of the genes, however, it has spurious associations with many of the genes, because by chance, it happens to be correlated with a confounding factor (red arrows). (b) ICE [KYE08] models the confounding effects by estimating the global correlation structure of the expression levels of all genes (grey block). However, this eliminates genetic associations in addition to confounding effects as any regulatory hotspots, the first three genes, will also be captured in the global correlation structure and be eliminated. (c) NICE uses only a subset of genes to model the global correlation structure between expression levels used to correct for confounding factors. Since any subset of genes will capture the confounding effects, in practice, using the bottom four genes (grey block), we can eliminate the confounding effects but preserve the genetic effects.

3.2 eQTL maps of different methods applied to a simulated data. The x-axis corresponds to SNP positions and the y-axis corresponds to the gene positions. The intensity of a point on the plot represents the significance of the association. The diagonal band represents the cis-effects and the vertical bands represent hotspots. Blue arrows show the locations of real genetic regulatory hotspots, green arrows show those of missing hotspots, and red arrows show those of spurious hotspots. (a)-(f) shows the eQTL map applying the standard t-test, SVA, ICE, LMM-EH, PANAMA, and NICE, respectively.

3.3 Inflation factors of different methods, t-test, SVA, ICE, LMM-EH, PANAMA, and NICE applied to a simulated data. \( \Delta \lambda \) is defined as \( 1 - \lambda \).
3.4 eQTL maps of two versions of a yeast dataset that were generated 3 years apart in different locations. The standard t-test is used to generate the $p$-values. (a) An eQTL map of the yeast dataset generated in 2005 [BK05]. (b) An eQTL map of the yeast dataset generated in 2008 [SK08]. (c) The eQTL map using the maximum $p$-value of two datasets to show the putative genetic associations in the yeast dataset. Graph on the top of each eQTL map shows the strength of regulatory hotspots by taking the average over all genes of the -log $p$-values for a given SNP.

3.5 Putative, missing and spurious hotspots for the standard t-test, SVA, ICE, LMM-EH, PANAMA and NICE applied to the yeast dataset generated in 2005 [BK05] (a) The average over all genes of the -log of the maximum $p$-value of the two yeast datasets for each SNP. (b)-(g) The average over all genes of the -log $p$-value for each SNP for several methods, the standard t-test, SVA, ICE, LMM-EH, PANAMA, and NICE. Blue asterisks show putative genetic regulatory hotspots predicted from merged dataset, green arrows show missing hotspots, and red arrows show spurious hotspots identified by each method. Red horizontal lines show thresholds to select significant peaks which is two standard deviations above the mean. Note that the t-test has a distinct advantage in this evaluation because $p$-values from the t-test are used to determine the putative regulatory hotspots.

3.6 Sensitivity and the number of spurious hotspots of different thresholds applied to the yeast dataset generated in 2005 [BK05]. x-axis corresponds to the number of spurious hotspots and y-axis corresponds to the sensitivity. Threshold of the mean, 1 standard deviation above the mean, 2 standard deviation above the mean, and etc. applied.
3.7 Inflation factors of different methods, t-test, SVA, ICE, LMM-EH, PANAMA, and NICE applied to the yeast dataset generated in 2005 [BK05]. $\Delta \lambda$ is defined as $1 - \lambda$. ................................................................. 24

3.8 The number of cis associations in the yeast dataset [BK05] applying the standard t-test, SVA, ICE, LMM-EH, PANAMA, and NICE. .......................... 25

3.1 Putative, missing and additional hotspots for the standard t-test, SVA, ICE, LMM-EH, PANAMA, and NICE applied to the yeast dataset generated in 2008 [SK08]. (a) The average over all genes of the -log of the maximum $p$-value of the two yeast datasets for each SNP. (b)-(g) The average over all genes of the -log $p$-value for each SNP for the standard t-test, SVA, ICE, PANAMA and NICE. Blue asterisks show putative genetic regulatory hotspots predicted from merged dataset, green arrows show missing hotspots, and red arrows show additional hotspots. Red horizontal lines show thresholds to select significant peaks which is two standard deviations above the mean. Note that the t-test has a distinct advantage in this evaluation because $p$-values from the t-test are used to determine the putative regulatory hotspots. ................................................................. 41

3.2 eQTL maps of NICE using different thresholds applied to a simulated data. (a)-(c) Threshold of $\eta = 0.3$, $\eta = 0.5$, and $\eta = 0.7$ applied, respectively. Blue arrows show the locations of real genetic regulatory hotspots. ........... 42

3.3 The number of genes selected by NICE to build the intersample correlation matrix $\widehat{H}_{NICE}$ applied to the yeast dataset generated in 2005 [BK05]. The bottom plot shows hotspot levels of NICE as in the Figure 3.5 (g). The blue dots on the top of the hotspot levels show the number of genes selected by NICE using the posterior probability less than a threshold $\eta = 0.5$. .... 42
3.4 eQTL maps of NICE using different \( \sigma \) values applied to a simulated data. (a)-(c) \( \sigma = 0.05, \sigma = 0.2, \) and \( \sigma = 0.4 \) applied, respectively. Blue arrows show the locations of real genetic regulatory hotspots. The results of NICE are robust to the prior \( \sigma \).

3.5 eQTL maps when \( p \)-value from the standard t-test is used for selecting genes without genetic effects to build the intersample correlation matrix \( H \) applied to a simulated data. (a)\(~(c)\) eQTL maps when 60\% \((x = 60)\), 80\% \((x = 80)\), and 99\% \((x = 99)\) of the genes with the largest \( p \)-value are selected, respectively. The simulated data has \textit{trans} effects on 20\% of the genes for each \textit{trans}-regulatory hotspot. Blue arrows show the locations of real genetic regulatory hotspots.

3.6 Putative, missing and spurious hotspots when \( p \)-value from the standard t-test is used for selecting genes without genetic effects to build the intersample correlation matrix \( H \) applied to the yeast dataset generated in 2005 [BK05]. (a) Putative hotspots as in the Figure 3.5 (a). (b)\(~(e)\) eQTL maps when 10\% \((x = 10)\), 30\% \((x = 30)\), 50\% \((x = 50)\), 70\% \((x = 70)\), and 90\% \((x = 90)\) of the genes with the largest \( p \)-value are selected, respectively.

3.1 The number of putative, missing, and additional hotspots identified by different methods applied to yeast data generated in 2008 [SK08].

3.2 List of putative hotspots. We define eleven putative regulatory hotspots from a collection of independent experiments using the same parental strains grown in glucose [BYC02, YBW03].
4.1 The results of different methods applied to a simulated dataset. The x-axis shows SNP locations and the y-axis shows log_{10}p-value of associations between each SNP and all the genes. Blue arrows show the location of the true trans-regulatory hotspots. (a) The result of the standard t-test. (b) The result of EMMA. For (a) and (b), we averaged the log_{10}p-values over all of the genes for each SNP. (c) The result of MDMR. (d) The result of GAMMA.

4.2 An eQTL map of a real yeast dataset. P values are estimated from NICE [JSH14]. The x-axis corresponds to SNP locations and the y-axis corresponds to the gene locations. The intensity of each point on the map represents the significance of the association. The diagonal band represents the cis effects and the vertical bands represent trans-regulatory hotspots.

4.3 The results of MDMR and GAMMA applied to a yeast dataset. The x-axis corresponds to SNP locations and the y-axis corresponds to gene locations. The y-axis corresponds to -log_{10} of p value. Blue stars above each plot show putative hotspots that were reported in a previous study [JSH14] for the yeast data. (a) The result of MDMR. (b) The result of GAMMA.

4.1 The results of the standard t-test and EMMA applied to a yeast dataset. The x-axis corresponds to SNP locations and the y-axis corresponds to gene locations. The y-axis corresponds to sum of -log_{10} of p value over the genes. Blue stars above each plot show putative hotspots that were reported in a previous study [JSH14] in the yeast data. (a) The result of the standard t-test. (b) The result of EMMA.

4.2 The result of GAMMA applied to a gut microbiome dataset. The x-axis corresponds to SNP locations and the y-axis corresponds to gene locations. The y-axis corresponds to -log_{10} of p value.
4.3 The result of MDMR applied to chromosome 19 of a gut microbiome dataset. The x-axis corresponds to SNP locations and the y-axis corresponds to gene locations. The y-axis corresponds to $-\log_{10}$ of $p$ value.

4.4 The results of the standard t-test and EMMA applied to a gut microbiome dataset. The x-axis corresponds to SNP locations and the y-axis corresponds to gene locations. The y-axis corresponds to sum of $-\log_{10}$ of $p$ value over the genus. (a) The result of the standard t-test. (b) The result of EMMA.

5.1 Probability density function of a bivariate MVN at two markers under the null hypothesis. (b) shows the image when we project the MVN (a) into the $xy$ space.

5.2 5th-percentile $p$-values estimated from the permutation test and parametric bootstrapping for LMM under the null hypothesis. One hundred markers and LDL estimates from the HMDP dataset were used. The x-axis shows the markers and the y-axis shows the 5th-percentile $p$-value. The gray horizontal line shows a $p$-value of 0.05, each red star shows the 5th-percentile $p$-value of a marker estimated from the permutation test, and each blue dot shows the 5th-percentile $p$-value of a marker estimated from parametric bootstrapping.

5.3 Histograms showing the differences between the covariance of statistics and the correlation of genotypes estimated from a simulated HMDP dataset. Heritability: (a) 0; (b) 0.2; (c) 0.5; and (d) 0.8. The x-axis represents the difference between the covariance of statistics and the correlation of genotypes, and the y-axis represents the frequencies. Gray bars represent the differences before applying genotype transformation, and black bars represent the differences after applying genotype transformation.
5.4 Scatter plots showing the covariance of statistics and the correlation of genotypes estimated from a simulated HMDP dataset. Heritability: (a) 0; (b) 0.2; (c) 0.5; and (d) 0.8. The x-axis represents the covariance of statistics, and the y-axis represents the corresponding correlation of genotypes. Red and black dots represent cases in which we did or did not use genotype transformation, respectively.

5.5 Histograms showing the differences between the covariance of statistics and the correlation of genotypes estimated from a simulated yeast dataset. Heritability: (a) 0; (b) 0.2; (c) 0.5; and (d) 0.8. The x-axis represents the difference between the covariance of statistics and the correlation of genotypes, and the y-axis represents the frequencies. Gray bars represent the differences before applying genotype transformation, and black bars represent the differences after applying genotype transformation.

5.6 Scatter plots showing the covariance of statistics and the correlation of genotypes estimated from a simulated yeast dataset. Heritability: (a) 0; (b) 0.2; (c) 0.5; and (d) 0.8. The x-axis represents the covariance of statistics, and the y-axis represents the corresponding correlation of genotypes. Red and black dots represent cases in which we did or did not use genotype transformation, respectively.

5.7 Histograms showing the differences between the covariance of statistics and the correlation of genotypes estimated from a simulated HapMap dataset. Heritability: (a) 0; (b) 0.2; (c) 0.5; and (d) 0.8. The x-axis represents the difference between the covariance of statistics and the correlation of genotypes, and the y-axis represents the frequencies. Gray bars represent the differences before applying genotype transformation, and black bars represent the differences after applying genotype transformation.
5.8 Scatter plots showing the covariance of statistics and the correlation of genotypes estimated from a simulated HapMap dataset. Heritability: (a) 0; (b) 0.2; (c) 0.5; and (d) 0.8. The x-axis represents the covariance of statistics, and the y-axis represents the corresponding correlation of genotypes. Red and black dots represent cases in which we did or did not use genotype transformation, respectively.

5.9 Per-marker thresholds for different heritabilities applied to the whole genome of the HMDP dataset. The x-axis represents the overall significance level, $\alpha$, from 0.1% to 10%. The y-axis represents the corresponding per-marker thresholds. The gray vertical line shows the significance level, 5%. The red, blue, green, and orange solid lines show the result of MultiTrans when heritability is 0, 0.2, 0.5, and 0.8. The purple solid line shows the results of Bonferroni correction for all four heritabilities. The black dotted line shows the result of SLIDE for all four heritabilities.

5.10 Heatmaps of genetic relatedness reflected in a kinship matrix for different datasets. (a) HMDP, (b) yeast, and (c) HapMap. Individuals are ordered from left to right on the x-axis, and from bottom to top on the y-axis. Each pixel of the heatmap shows the strength of the correlation between the individuals, with yellow indicating strong correlation and red indicating no correlation.

5.11 Histograms of off-diagonal values of kinship matrix (a) HMDP (b) Yeast (c) HapMap.
5.12 Comparison of running time of MultiTrans and the parametric bootstrapping. The running times evaluated for 100,000 markers and 10,000 sampling w. The x-axis shows the number of individuals, and the y-axis shows the running time. The blue and red lines show the running times of MultiTrans using window sizes of 100 and 1000, respectively, in minutes. The green line shows the running time of parametric bootstrapping in days.

5.13 Overview of the re-sampling procedures of parametric bootstrapping (a) and MultiTrans (b). $10^4$ sampling applied for both parametric bootstrapping and MultiTrans.
3.1 The number of real, missing and spurious hotspots identified by different methods applied to a simulated data and their sensitivities and false discovery rates. Given the number of real \( (R) \), missing \( (M) \) and spurious \( (S) \) hotspots identified, we calculate sensitivity and false discovery rate as 
\[
\frac{R}{R+M} \quad \text{and} \quad \frac{S}{R+S},
\]
respectively. ........................................... 19
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CHAPTER 1

Introduction

1.1 Motivation

Elucidating the content of a DNA sequence is critical to deeper understand and decode the genetic information for any biological system. With the advent of high-throughput technologies such as microarray and next generation sequencing, nowadays it is feasible to scan millions of variants and tens of thousands of gene expressions. In addition, systematic tools have been developed to analyze the massive amount of data. As a result, genome-wide association studies (GWAS) have successfully identified numerous loci at which variants influence disease risk or quantitative traits.

However, it has been found that many of these identifications are from false positive signals. Many GWAS have reported the existence of various hidden confounding factors, such as unobserved covariates, batch effects, genetic relatedness, environmental perturbations, and so on. These confounders may cause spurious associations by inducing complex dependencies among the individuals and lead to serious problems in various fields of GWAS. For example, it has been reported in many studies that genetic relatedness or population structure, which is one of the representative confounding factors in GWAS, creates many spurious associations in GWAS [KCP02, FRP04, MCP04, COL05, HYH05, RZL05, VP05, BSK06, SSV06, FG06, FE12]. Another representative confounding factor is technical artifacts such as a batch effect. This creates heterogeneity in measurements of gene expres-
sions and may create spurious associations in eQTL studies [LS07,KYE08,LKS10,FSL12].

These confounders may cause even more serious problem in multiple-phenotype analysis. Typical GWAS test correlation between a single phenotype and each genotype one at a time, referred to as “single-phenotype analysis”. However, analyzing multiple phenotypes simultaneously, referred to as “multiple-phenotype analysis”, often has advantages over single-phenotype analysis. For example, multiple-phenotype analysis can increase the statistical power and may allow to detect signals which is not detectable in single-phenotype analysis due to its small effect sizes. However, when confounding effects exist in the data, it may cause serious problems in the multiple-phenotype analysis. This is because even a small bias is induced by the confounding effects, this bias accumulates for each phenotype in the multiple-phenotype analysis.

Moreover, these confounding factors affect multiple testing correction which is an essential step in GWAS analysis and small change in significance threshold may cause many false positives or false negatives. As the number of SNPs genotyped by current association studies is dramatically increasing, the large number of correlated markers brings to the forefront the multiple hypothesis testing correction problem and has motivated much recent activity to address it [WY93,Lin05,SM05,CB07,HKE09]. Unfortunately, in the case when confoundings are present, these cause a violation of the basic assumption necessary for previous approaches which is that the individuals in the sample are i.i.d.. How to correct for multiple testing in the presence of confounding is a fundamental problem and a promising avenue for GWAS.

In this dissertation, I would like to introduce my works on correcting for false signals induced by various confounding factors such as population structure and technical artifacts. By correcting the confounding effects I was able to remove false positive signals and
increase statistical power to identify true signals. In addition, I worked on multiple testing correction to estimate accurate significance threshold in the presence of confounding effects to identify true signals in GWAS.

1.2 Organization

The main focus of my research has been developing efficient and accurate statistical approaches to correct for the false signals due to various confounding factors such as technical artifacts or genetic relatedness, and identify true genetic signals in GWAS.

Linear mixed model has been established as a standard analysis tool for GWAS as it can correct for these hidden factors [KSS10, LLK12, LLH13, YZG14, LTB15]. I applied the linear mixed model to various fields of GWAS to explicitly model these hidden factors and avoid false positives and increase statistical power to detect the true signals.

First, in Chapter 2, I introduce some basic concepts of GWAS and backgrounds of my research such as confounders that cause problems in GWAS, Linear Mixed Models that can fix the confounding effects, and multiple hypothesis testing correction which is an essential step in GWAS that perform up to millions of statistical tests.

Then in Chapter 3, I introduce my work in eQTL studies that tries to correct for confounding factors such as a batch effect to identify genetic regulatory hotspots. I have shown that previous methods that attempt to correct for confounding effects, either fail to correct for spurious signals or remove both spurious signals and true signals. I introduce a novel approach that accurately and effectively remove the false signals while preserving true signals in eQTL studies to identify genetic regulatory hotspots.
In Chapter 4, I introduce my work in multiple-phenotype analysis that tries to efficiently and accurately perform multiple phenotype analysis for high dimensional data in the presence of population structure. From experiments, I have shown that in the multiple-phenotype analysis, the bias due to the genetic relatedness accumulates for each phenotype and may cause serious problems in the multiple-phenotype analysis even if it is ignorable in the single-phenotype analysis. I introduce an approach that can correct for confounding effects induced by population structure which dramatically increases the accuracy of multiple-phenotype analysis in high-dimensional data.

In Chapter 5, I introduce my work in multiple testing correction in linear mixed models. In this work, I have shown that the p-value threshold for significance, referred to as the per-marker threshold, differs as a function of genetic relatedness. As well as I have shown that none of the previous approaches, including permutation test, give accurate per-marker thresholds as their underlying i.i.d. assumption no longer holds under the linear mixed model. I introduced an approach based on the multivariate normal distribution that can efficiently estimate per-marker threshold correcting the effects of population structure.

Lastly, in Chapter 6, I talk about the conclusions of my research.
CHAPTER 2

Background

2.1 Genetic association studies

SNP is a single letter change in DNA, part of the natural genetic variation within a population that are known to associated with complex disease or traits. Genetic association studies seek for SNPs potentially causing phenotypic changes. For the purpose, genetic studies look for the association between a SNP’s minor allele frequency and phenotype values or disease status by testing whether the data is more likely under the null hypothesis which assumes there is no association or under the alternative hypothesis which assumes there exists an association. Often a test statistic that reflects how likely the data is under the null model is used to compute a p-value and a predetermined p-value threshold is used to determine whether the association is statistically significant or not.

With the advent of high throughput technologies such as microarray and next generation sequencing, now it is possible to perform the genetic association studies in Genome-wide scale, referred to as Genome-wise association studies (GWAS) and association study is in a new era of big data. As the data size grows, efficient analytical tools for analyzing large datasets are required and many efficient systematical tools for analyzing a large amount of data have been emerged.
2.2 Expression quantitative trait loci studies

Given the rapid increase of the available data on genetic variants, GWAS have successfully identified tens of thousands of SNPs associated with many traits for the past years. However, none of the biological knowledge was encoded in standard GWAS analysis and the functional relevance of most discovered loci remains unclear. In has been reported that a large portion of phenotypic variability in disease risk can be explained by regulatory variants, referred to as expression quantitative trait loci (eQTL), that is, genetic variants that regulate the expression levels of genes [SMD03, NGZ10, GHC10, DYK13, ND13]. eQTL studies treat gene expression as a molecular phenotypic trait and seek for SNPs that are associated with the gene expression. Along with GWAS, eQTL studies became popular in genetic research not only to characterize functional sequence variation but also for understanding the basic processes of gene regulation and interpretation of GWAS.

2.3 Confounding factors in genetic studies

GWAS have reported the existence of various hidden factors, such as unobserved covariates, genetic relatedness, environmental perturbations, and so on. Those shared confounding factors induces complex dependencies among the individuals and complicates the analysis of GWAS leading to spurious associations.

One of the representative confounding factors in GWAS is the genetic relatedness or population structure. GWAS predict an association by looking at the association between a SNP’s minor allele frequency and phenotype values or disease status. However, not only disease-causing SNPs cause allele frequency differences but also SNPs influenced by ancestry may cause the differences [KCP02, FRP04, MCP04, COL05, HYH05, RZL05, VP05, BSK06, SSV06, FG06]. This is because allele frequencies vary from population to
population due to each populations unique genetic and social history. Figure 2.1 is a figure from nature reviews genetics [FE12] and it shows an example of how serious problems population structure can causes in mice GWAS. The panel C shows a graphical model that many SNPs and a phenotype are both correlated with population structure. Panel b and c show associations detected before and after correcting for population structure, accordingly. In human studies, the genetic relatedness may not be as extreme as the one in mice studies, however, without correcting for population structure, they may result many false positives as well.

Figure 2.1. An example that population structure causes false signals in GWAS. This figure and caption is from nature reviews genetics [FE12]. Panel b shows a Manhattan plot with the association results for 140,000 SNPs and body weight for 38 inbred strains from the Mouse Phenome Database [BGM07,HAA07,GMB09]. Almost every locus appears to be associated with body weight as each of the many SNPs that differentiate the wild-derived and classical inbred strains appears to be associated with body weight. A visualization of the cause of the spurious associations is shown panel c. Many SNPs and the phenotype are both correlated with the genetic relatedness or population structure among the strains. Statistical techniques can take into account the genetic relationships between the strains to correct for population structure, thus minimizing spurious associations. In this example, EMMA [KZW08] was applied to the data (panel d).

Another popular confounding factor that may induce false identifications is the technical confounding factors such as a batch effect that affects the global correlation structure of
the expression levels of the genes in eQTL studies. For example, let’s say the gene expressions of the first half of the sample are measured in the first day of the experiment and gene expressions of the other half of the samples are measured in the second day of the experiment. And let’s say, by a technical artifact, all the measurements in the first day are higher than those of the second day. This induces spurious correlations between the first half of the samples and between the other half of the samples in terms of gene expressions. As GWAS test tens of thousands of SNPs, by chance, some SNPs can be correlated with the genes due to the spurious correlation structure induced by the confounding effects and may result false positive identifications. This phenomenon has been reported by many previous studies [FE12, LS07, LKS10] including an eQTL study of recombinant inbred mice, where the regulatory hotspots are inconsistent between replicates [KYE08] (Figure 2.2).

Figure 2.2. An example that the hotspots are inconsistent between replicates in eQTL study. This figure and caption is from genetics [KYE08]. Comparison of the strength of trans-regulatory bands between replicated subsets. The horizontal axis is the genomic positions of the markers in megabases, and the vertical axis is the strength of regulatory hotspots quantified as the average log P-values at each marker across all genes. Each peak represents the strength of the trans-regulatory band at a particular marker SNP. The taller the peak, the more pronounced a trans-regulatory band is in an eQTL map.

2.4 Linear Mixed Model

To explicitly model the hidden factors in order to avoid false positives and increase statistical power, nowadays the linear mixed model (LMM) has been established as a standard analysis tool for GWAS [KSS10, LLK12, LLH13, YZG14, LTB15].
The typical GWAS test the association by estimating the maximum likelihood parameter of the following linear model;

\[ y = \mu 1_n + \beta_k x_k + e \] (2.1)

Let \( n \) bet the number of samples analyzing, then \( y \) is a vector of length \( n \) that contains phenotype values, \( \mu \) is the model mean and \( 1_n \) is a vector of length \( n \) that contains 1s, \( x_k \) is a vector of length \( n \) that contains genotype values of \( k \)th SNP that we are testing, \( \beta_k \) is the effect size of the \( k \)th SNP, and \( e \) is a random vector of length \( n \) drawn from multivariate normal distribution with mean 0 and covariance matrix \( \sigma_e^2 I \), denoted as \( e \sim N(0, \sigma_e^2 I) \), where \( I \) is the identity matrix.

However, when there exist confounding factors, the equation (5.1) does no longer fit to the generative model of the data [Esk15]. To accommodate the effects of confounding factors, LMM adds an extra term \( u \) to the standard linear model (Equation (5.1)) and the statistical model for LMM is as follows:

\[ y = \mu 1_n + \beta_k x_k + u + e \] (2.2)

Here, \( u \) contains the random variables that accommodates the effects of confounding factors, where we assume \( u \sim N(0, \sigma_u^2 K) \) and \( K \) is the spurious correlation structure between the samples induced by confounding factors that we want to correct. For example, if we are intended to correct for the spurious correlation structure induced by population structure, \( K \) will be a matrix that contains the correlation between the samples in terms of the SNPs, referred to as the “kinship matrix”. However, if we are intended to correct for the spurious correlation structure induced by the confounding effects that affects gene
expressions, the $K$ will be a matrix that contains the correlation between the samples in terms of the gene expressions.

### 2.5 Multiple hypothesis testing correction

The multiple hypothesis testing problem is the situation when we consider many hypotheses simultaneously. When we perform one hypothesis test, the probability of making an error with a standard $p$-value cut-off of $\alpha$ is $\alpha$. However, when we perform $m$ hypothesis test, if we use the $p$-value cut-off of $\alpha$, the probability of making at least one error increases as a function of $m$, $1 - (1 - \alpha)^m$. Thus, we want to control this type I error by adjusting the $p$-value threshold for each test, $\alpha_p$, thus the probability of making at least one error to be $\alpha$; $1 - (1 - p_{\alpha_p})^m = \alpha$.

Multiple hypothesis testing is an essential step in GWAS analysis, especially, as the number of SNPs genotyped by current association studies is dramatically increasing. A challenge in multiple hypothesis testing in GWAS is a large number of markers are correlated thus the typical multiple hypothesis correction such as Bonferroni correction may cause many false negatives. To address this problem, many statistical methods have been proposed based on permutation test [WY93] or multivariate normal distribution framework to speed up the process [Lin05,SM05,CB07,HKE09]. Another challenge in multiple testing correction in GWAS is that the correct per-marker threshold differs as a function of species, marker densities, genetic relatedness, and trait heritability. However, none of the previous multiple testing correction methods can comprehensively account for these factors; therefore, these methods are not applicable for linear mixed models.
CHAPTER 3
Effectively identifying regulatory hotspots while capturing expression heterogeneity in gene expression studies

3.1 Introduction

Understanding the relationship between genetic variation and gene regulation has recently received a lot of interest. The most common approach to study this relationship is through an expression quantitative trait (eQTL) study where both genetic variation and expression levels are collected from a set of individuals and associations between genetic variation and expression are estimated [BYC02, BK05, KFT07, CLS05, BWD05, CSE05, SNF07, ETZ08, SBB07]. Any identified association, or eQTL, suggests the presence of a region harboring genetic variation that affects expression levels.

In eQTL mapping, two types of eQTLs are analyzed: _cis_-eQTLs that are in close proximity to the gene locus and _trans_-eQTLs that occur at a greater distances from the gene locus [MLB09]. Previous eQTL studies in multiple organisms [BK05, KFT07, CLS05, CSE05] have shown that many genes are _trans_-regulated by a small number of genomic regions, known as “regulatory hotspots”. Although several eQTL studies have successfully identified regulatory hotspots [CLE05, HWW05, WHK04], it has been reported in studies of recombinant inbred (RI) mice that regulatory hotspots replicate poorly [PLW06]. Previous
studies have discovered that these regulatory hotspots are spurious associations caused by various confounding factors, such as batch effects or other technical artifacts which induce noise during sample preparation or expression measurements [Chu02, FCD03, BMH07]. Confounding factors create heterogeneity in expression data and may induce spurious associations between SNPs and gene expressions, leading to the identification of “spurious regulatory hotspots” [KYE08]. In these spurious hotspots, SNPs appear to be associated with gene expression levels, although they do not have genetic effects on the genes.

Several computational methods have been developed to correct for confounding effects using various statistical methods such as singular value decomposition or linear mixed models [LS07, KYE08, LKS10, FSL12]. The main assumption behind most of these methods is that the confounding factors influence the global correlation structure between the gene expression values. Hence, the methods, such as ICE [KYE08] and SVA [LS07], attempt to estimate the global correlation structure and use it as a covariate in the association to remove confounding effects from the association statistic. Although these methods effectively remove spurious regulatory hotspots, they may also remove true hotspots caused by genetic factors. This is because global correlation structure contains genetic effects, so by correcting for the global structure, genetic effects are removed as well. For example, in a well studied yeast dataset several hotspots are known to be true genetic effects since they have been validated by additional data such as protein measurements [FRS07, PRR07]. Unfortunately, these hotspots are removed in addition to the spurious ones. Other methods [LKS10, FSL12] also do not explicitly remove true genetic signals and either eliminate true hotspots or fail to remove spurious hotspots in our experiments.

In this chapter, we introduce a new method called Next-generation Intersample Correlation Emended (NICE) eQTL mapping that attempts to eliminate spurious regulatory hotspots while retaining hotspots caused by genetic effects utilizing a novel statistical
framework. Our method leverages an insight that confounding factors would affect the majority of genes, while genetic effects would only affect a subset. This insight allows us to distinguish between confounding and genetic effects. We used a recently developed statistic [HE12] to differentiate between genes that are affected by both genetic effects and confounding effects versus genes that are affected by only confounding effects. Using genes only affected by confounding, we are able to correct for the confounding effects but preserve the genetic effects. We first show by simulations that NICE successfully eliminates spurious regulatory hotspots while preserving regulatory hotspots corresponding to real genetic effects. On the other hand, previous methods either fail to eliminate confounding effects or fail to retain the genetic effects.

We demonstrate the utility of NICE with a yeast dataset. Two versions of a yeast dataset were generated in 2005 [BK05] and 2008 [SK08]. Since they were generated 3 years apart in different locations, the hotspots that are shared between the datasets are likely to be the real genetic effects, while hotspots that are different between the datasets are likely to be spurious hotspots. We utilize our method on only the first dataset to see if we can discriminate which hotspots are real and spurious as determined by the second dataset. Applied to the yeast dataset, NICE identifies 83% of the putative regulatory hotspots which are consistent between the two versions of a yeast dataset. Previous methods applied to this dataset either eliminate many of the putative hotspots or predict many spurious hotspots. In addition, NICE eQTL mapping identifies either more or a comparable number of cis associations relative to previous methods. Furthermore, applied to a yeast dataset grown in different conditions, NICE identifies genes that are related to gene-by-environment interactions and discovers novel yeast regulatory hotspots that are likely to have a true biological mechanism.
3.2 Results

3.2.1 NICE eQTL mapping

Our goal is to identify true genetic associations in an eQTL mapping study without predicting spurious associations due to confounding factors. Consistent with previous approaches that correct for the confounding factors based on singular value decomposition or linear mixed models, we assume that the confounding factors affect the global correlation structure of expressions. That is, we assume that confounding factors affects the expression levels of most of the genes. On the other hand, we assume that genetic factors only affect the expression levels of a subset of the genes related to the regulatory pathways. Figure 3.1 (a) shows a graphical model that contains both genetic and spurious associations due to a confounding factor. SNP 1 has a genetic effect on multiple genes and thus, is a regulatory hotspot. Unlike SNP 1, SNP 2 has no direct genetic effects on any of the gene. However, SNP 2 has spurious associations with many of the genes because by chance, it happens to be correlated with the confounder and this results in a spurious regulatory hotspot.

To eliminate spurious associations, ICE [KYE08] models the confounding effects by estimating the global correlation structure of the expression levels of all genes and using this structure as a covariate in the association statistic. This has the same effect as if the confounding factor itself is included as a covariate in the association statistic removing its effect. Unfortunately, any regulatory hotspots, as in the case of the first three genes of Figure 3.1 (b), will also be captured in the global correlation structure and be eliminated. For this reason, ICE [KYE08] tends to eliminate true regulatory hotspots in addition to confounding effects.
In contrast to ICE [KYE08], NICE uses only a subset of genes to model the global correlation structure between expression levels used to correct for confounding factors. Since most genes are affected by confounding effects, any subset of genes will likely capture the confounding effects and utilizing only those genes to estimate the global correlation structure is enough to correct for the confounding factor. Theoretically, if we can correct for confounding effects using the genes that are not involved in true regulatory hotspots, we would eliminate spurious associations while preserving true genetic associations. Unfortunately, we do not know in advance which genes are involved in the regulatory hotspots which complicates choosing which genes to use to correct for the confounding. Practically, almost all genes are affected by confounding effects while only some genes have both confounding and genetic effects. We expect this second group of genes to show stronger associations than the others. Thus we use the weakly associated genes to model the confounding factors. For example, in Figure 3.1 (c), by using the four most weakly associated genes, we may correct for the confounding effects but preserve the genetic effects.

### 3.2.2 NICE eliminates spurious regulatory hotspots while preserving true genetic effects

To validate that our method eliminates spurious regulatory hotspots while preserving regulatory hotspots corresponding to real genetic effects, we generated a simulated dataset with both true regulatory hotspots and a batch effect that creates spurious hotspots. We create a dataset that has 1000 samples with 1000 SNPs and 1000 gene expression levels. We added 5 *trans*-regulatory hotspots and *cis* effects. For each of the *trans*-regulatory hotspots, 20% of the genes have *trans* effects. SNPs are randomly generated with minor allele frequencies of 30%. A batch effect is simulated where expression levels in the first half of samples are correlated with each other, but not correlated with the second half of the samples, and vice versa.
Figure 3.1. (a) Graphical model of genetic and spurious associations. SNP 1 has genetic effect on the first three genes (blue arrows). SNP 2 has no genetic effect on any of the genes, however, it has spurious associations with many of the genes, because by chance, it happens to be correlated with a confounding factor (red arrows). (b) ICE [KYE08] models the confounding effects by estimating the global correlation structure of the expression levels of all genes (grey block). However, this eliminates genetic associations in addition to confounding effects as any regulatory hotspots, the first three genes, will also be captured in the global correlation structure and be eliminated. (c) NICE uses only a subset of genes to model the global correlation structure between expression levels used to correct for confounding factors. Since any subset of genes will capture the confounding effects, in practice, using the bottom four genes (grey block), we can eliminate the confounding effects but preserve the genetic effects.

We visualize the results of an eQTL study through use of an eQTL plot such as those shown in Figure 3.2. The x-axis corresponds to SNP positions and the y-axis corresponds to the gene positions. The intensity of a point on the plot represents the significance of the association. The diagonal band represents the cis-effects and the vertical bands represent hotspots. On the eQTL plot, we mark successfully identified regulatory hotspots with blue arrows, missed regulatory hotspot with green arrows and spurious hotspots with red arrows. In the simulated data, the eQTL plot shows 5 regulatory hotspots (Figure 3.2 (a), blue arrows) and 8 spurious hotspots (Figure 3.2 (a), red arrows) induced by the batch
We compared our method to several methods including SVA [LS07], ICE [KYE08], LMM-EH [LKS10], and PANAMA [FSL12], that try to correct expression heterogeneity on simulated data and showed the results on eQTL plots (Figure 3.2). NICE successfully identifies 5 real regulatory hotspots and eliminates spurious ones (Figure 3.2 (f)). SVA also identifies 5 real regulatory hotspots and eliminated spurious ones (Figure 3.2 (b)), which is expected as SVA meant to capture only the broad signal and our simulated data contains only one large batch effect. In the next section, we show that SVA does not perform as well on a real dataset which contains more realistic confounding effects. On the other hand, ICE and LMM-EH remove not only spurious hotspots but also real hotspots (Figure 3.2 (c) and (d)). PANAMA fails to remove the spurious hotspots and does not show a big difference with the standard t-test (Figure 3.2 (a) and (e))). The results are summarized in Table 3.1. All methods successfully identify cis effects. We further study the test statistics of p-values by estimating the genomic control inflation factor λ [DR99] to check if the p-values are either inflated (λ > 1) or deflated (λ < 1). Figure 3.3 shows Δλ which is defined as 1 − λ. Δλ of SVA and NICE are close to zero. On the other hand, the standard t-test and PANAMA show inflation (Δλ > 0) and ICE and LMM-EH show deflation (Δλ < 0).

3.2.3 NICE eliminates spurious hotspots while preserving genetic hotspots in Yeast dataset

We take advantage of a unique dataset consisting of two versions of a yeast dataset generated in 2005 [BK05] and 2008 [SK08] to validate our method. The two datasets contain similar strains, but were generated 3 years apart in different locations. For this reason, the hotspots that are shared between the datasets are likely real genetic effects, while...
Figure 3.2. eQTL maps of different methods applied to a simulated data. The x-axis corresponds to SNP positions and the y-axis corresponds to the gene positions. The intensity of a point on the plot represents the significance of the association. The diagonal band represents the cis-effects and the vertical bands represent hotspots. Blue arrows show the locations of real genetic regulatory hotspots, green arrows show those of missing hotspots, and red arrows show those of spurious hotspots. (a)-(f) shows the eQTL map applying the standard t-test, SVA, ICE, LMM-EH, PANAMA, and NICE, respectively.

Hotspots that are different between the datasets may be spurious hotspots caused by technical confounding factors present at the time of generation of one of the datasets. In addition, some of these hotspots were further validated by other experimental data such as protein levels [FRS07, PRR07].

To determine which hotspots in the two datasets are regulatory hotspots due to genetic effects, we use the following approach. We first compute a p-value for each gene-SNP pair in both datasets using the standard t-test (Figure 3.4 (a) and Figure 3.4 (b)). We then
Figure 3.3. Inflation factors of different methods, t-test, SVA, ICE, LMM-EH, PANAMA, and NICE applied to a simulated data. $\Delta \lambda$ is defined as $1 - \lambda$.

<table>
<thead>
<tr>
<th>Method</th>
<th>Real hotspots</th>
<th>Missing hotspots</th>
<th>Spurious hotspots</th>
<th>Sensitivity</th>
<th>FDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-test</td>
<td>5</td>
<td>0</td>
<td>8</td>
<td>1.0</td>
<td>0.62</td>
</tr>
<tr>
<td>SVA</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1.0</td>
<td>0</td>
</tr>
<tr>
<td>ICE</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>LMM-EH</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>PANAMA</td>
<td>5</td>
<td>0</td>
<td>8</td>
<td>1.0</td>
<td>0.62</td>
</tr>
<tr>
<td>NICE</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1.0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.1. The number of real, missing and spurious hotspots identified by different methods applied to a simulated data and their sensitivities and false discovery rates. Given the number of real ($R$), missing ($M$) and spurious ($S$) hotspots identified, we calculate sensitivity and false discovery rate as $R/(R + M)$ and $S/(R + S)$, respectively.

merge the $p$-values of two datasets by taking a maximum $p$-value between the two (Figure 3.4 (c)). The idea is that associations due to true genetic effects are likely to have significant $p$-values in both datasets while associations due to the confounding effects tend to have a significant $p$-value in only one of datasets. Thus, by taking the maximum $p$-value, we can identify the associations that are significant in both datasets. From the merged $p$-values of two datasets, we identify the top 12 hotspots in terms of their association strength, hotspot level which is described in the following paragraph, and consider them as regulatory hotspots. We call the top 12 hotspots as “putative hotspots”. We are in-
interested in the number of hotspots each method recovers among these putative hotspots. The 2008 dataset is of higher quality than the 2005 dataset since it uses a newer version of the array technology. We can verify the relative quality of the datasets by comparing the number of cis-eQTLs identified in each dataset which demonstrates that the 2008 dataset is of higher quality. For this reason, we expect that all hotspots originally found in the 2005 dataset that are true effects will be found in the 2008 dataset. Thus hotspots identified in the 2005 dataset but not in the 2008 dataset are likely spurious.

We measure the presence of a hotspot by computing the sum of the log $p$-values of all of associations of a single marker with the expression level of each gene. This measure called “hotspot level” identifies the hotspots since it captures which SNPs are associated with many gene expression levels. We visualize the hotspot level at the top of our eQTL plots (Figure 3.4). We use the hotspot level to identify the putative hotspots from the merged $p$-values of two datasets (blue asterisks in Figure 3.5 (a)).

Our goal in this experiment is to identify the true regulatory hotspots and eliminate the spurious hotspots using 2005 yeast dataset [BK05]. We apply each approach to the 2005 data and evaluate the results using knowledge of which hotspots are true hotspots obtained using both the 2005 and the 2008 datasets [BK05,SK08]. We compute the hotspot levels for following methods; the standard t-test, SVA, ICE, LMM-EH, PANAMA, and NICE (Figure 3.5). We consider a SNP as a hotspot if its hotspot level is two standard deviations above the mean. We use this criteria because it provides a reasonable threshold to separate hotspots and noisy peaks. Other thresholds are shown to be inappropriate since using lower thresholds, all methods identify not only most of the putative hotspots but also many spurious hotspots and using higher thresholds, all methods miss most of the putative hotspots. Figure 3.6 shows a plot similar to ROC curve that shows sensitivity and the number of spurious hotspots of different thresholds. The x-axis shows the
number of spurious hotspots and the y-axis shows the sensitivity. For different thresholds, NICE performs the best. We annotate results of each method with blue asterisks, green and red arrows which indicate putative genetic regulatory hotspots predicted from the \(p\)-values of merged datasets, missing hotspots and false positive hotspots, respectively. The results show that our method identifies all but two of the putative hotspots while only predicting one spurious hotspots (Figure 3.5 (g)). ICE and LMM-EH makes several false positive predictions and SVA, LMM-EH, and PANAMA miss many hotspots (Figure 3.5 (c) ∼ (f)). We note that the t-test has a distinct advantage in this evaluation because \(p\)-values from the t-test are used to determine the gold standard (Figure 3.5 (b)) and it is inappropriate to evaluate the t-test in terms of Sensitivity and FDR estimated from the gold standard. Table 3.2 summarizes the results. Figure 3.7 shows the inflation factors of the methods. The standard t-test, SVA and PANAMA show inflation. NICE shows deflation but not as much as ICE and comparable to LMM-EH. Supplementary Figure 3.1 and Supplementary Table 3.1 show the results of the same analysis from the point of view of analyzing the 2008 data and comparing to the hotspots found in the intersection of the 2005 and 2008 datasets. We note that NICE discovers several additional hotspots not identified in the 2005 data which is expected because the 2008 data is of higher quality in general. Below we show that several of these additional hotspots are likely real genetic effects.

Consistent with previous analyses [KYE08, LKS10, FSL12], to compare the statistical power of the methods, we compared the number of \textit{cis} associations reported by the different methods (Figure ??). NICE is able to identify more \textit{cis} associations than the t-test, SVA, ICE, and PANAMA and identify a comparable number of \textit{cis} associations to LMM-EH. This suggest that NICE is not only able to identify true regulatory hotspots but also increases the general sensitivity of the eQTL detection.
Figure 3.4. eQTL maps of two versions of a yeast dataset that were generated 3 years apart in different locations. The standard t-test is used to generate the $p$-values. (a) An eQTL map of the yeast dataset generated in 2005 [BK05]. (b) An eQTL map of the yeast dataset generated in 2008 [SK08]. (c) The eQTL map using the maximum $p$-value of two datasets to show the putative genetic associations in the yeast dataset. Graph on the top of each eQTL map shows the strength of regulatory hotspots by taking the average over all genes of the -log $p$-values for a given SNP.

<table>
<thead>
<tr>
<th>Method</th>
<th>Putative hotspots</th>
<th>Missing hotspots</th>
<th>Spurious hotspots</th>
<th>Sensitivity</th>
<th>FDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-test</td>
<td>9</td>
<td>3</td>
<td>0</td>
<td>0.75</td>
<td>0</td>
</tr>
<tr>
<td>SVA</td>
<td>5</td>
<td>7</td>
<td>0</td>
<td>0.42</td>
<td>0</td>
</tr>
<tr>
<td>ICE</td>
<td>8</td>
<td>4</td>
<td>3</td>
<td>0.67</td>
<td>0.27</td>
</tr>
<tr>
<td>LMM-EH</td>
<td>2</td>
<td>10</td>
<td>5</td>
<td>0.17</td>
<td>0.71</td>
</tr>
<tr>
<td>PANAMA</td>
<td>5</td>
<td>7</td>
<td>0</td>
<td>0.42</td>
<td>0</td>
</tr>
<tr>
<td>NICE</td>
<td>10</td>
<td>2</td>
<td>1</td>
<td>0.83</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Table 3.2. The number of putative, missing and spurious hotspots identified by different methods applied to the 2005 yeast data [BK05] and their sensitivities and false discovery rates. Given the number of putative ($R$), missing ($M$) and spurious ($S$) hotspots identified, we calculate sensitivity and false discovery rate as $R/(R + M)$ and $S/(R + S)$, respectively. Note that it is inappropriate to evaluate the t-test in terms of Sensitivity and FDR estimated from putative regulatory hotspots because $p$-values from the t-test are used to determine the putative hotspots.

3.2.4 NICE discovers novel yeast regulatory hotspots

We reanalyze the 2008 yeast dataset described above using NICE to demonstrate the utility of our approach. The dataset contains expression for yeast strains grown in both
Figure 3.5. Putative, missing and spurious hotspots for the standard t-test, SVA, ICE, LMM-EH, PANAMA and NICE applied to the yeast dataset generated in 2005 [BK05] (a) The average over all genes of the -log of the maximum \(p\)-value of the two yeast datasets for each SNP. (b)-(g) The average over all genes of the -log \(p\)-value for each SNP for several methods, the standard t-test, SVA, ICE, LMM-EH, PANAMA, and NICE. Blue asterisks show putative genetic regulatory hotspots predicted from merged dataset, green arrows show missing hotspots, and red arrows show spurious hotspots identified by each method. Red horizontal lines show thresholds to select significant peaks which is two standard deviations above the mean. Note that the t-test has a distinct advantage in this evaluation because \(p\)-values from the t-test are used to determine the putative regulatory hotspots.

glucose and ethanol media. In our experiments above, we compared the consistency between the 2005 data and the 2008 data both grown in glucose. Here we analyze both conditions in the 2008 data in order to identify both hotspots in each condition as well as hotspots involved in gene by environment interactions consistent with the previous anal-
Figure 3.6. Sensitivity and the number of spurious hotspots of different thresholds applied to the yeast dataset generated in 2005 [BK05]. x-axis corresponds to the number of spurious hotspots and y-axis corresponds to the sensitivity. Threshold of the mean, 1 standard deviation above the mean, 2 standard deviation above the mean, and etc. applied.

Figure 3.7. Inflation factors of different methods, t-test, SVA, ICE, LMM-EH, PANAMA, and NICE applied to the yeast dataset generated in 2005 [BK05]. $\Delta \lambda$ is defined as $1 - \lambda$.

yses of this data [SK08]. In order to be consistent with the previous analyses, we utilize the method for determining the presence of a hotspot defined in Smith and Kruglyak (2008) instead of the metric we use above. We begin by dividing the yeast genome into 611 20kb bins. For each bin, we count the number of significant trans linkages in the bin. Assuming a Poisson process, the number of expected linkages in each bin is the ratio between the number of trans linkages and the number of bins. For simplicity, we used
Figure 3.8. The number of *cis* associations in the yeast dataset [BK05] applying the standard t-test, SVA, ICE, LMM-EH, PANAMA, and NICE.

the top 3000 trans associations identified by each method yielding a lambda of 4.9. After adjusting for the number of bins using a Bonferroni correction, a bin is considered to have a statistically significant ($p < 0.05$) if it has $>13$ linkages. When we identify significant linkages using a $p$-value cutoff ($p < 5 \times 10^{-5}$), we achieved almost the same result.

To compare the regulatory hotspots found by various methods, we first define eleven putative regulatory hotspots from a collection of independent experiments using the same parental strains grown in glucose [BYC02, YBW03](Supplementary Table 3.2). Some of these hotspots are expected because of deletions in one of the strains including a hotspot at Chr3:90000 for LEU2 and a hotspot at chr5:110000 for URA3.

We first analyze the glucose data from Simith and Kruglyak (2008). Table 3.3 shows the number of known hotspots captured by each method. We see that both the t-test and NICE capture 9 of the putative regulatory hotspots while ICE captures only 8. Both NICE and ICE capture many more hotspots than the t-test and we wanted to know whether these are spurious or real. For this, we analyzed the 2005 dataset using the same definition of regulatory hotspots as in Smith and Kruglyak (2008) and found that 2/5,
5/14 and 8/17 of the additional hotspots found by the t-test, ICE and NICE replicated, respectively. Those additional hotspots that do not overlap with the 2005 dataset could be specific to the 2008 experiment so we further compared them to the ethanol dataset. We found that 3/5, 13/14 and 15/17 of the additional hotspots found by the t-test, ICE and NICE respectively, replicated in the ethanol experiment. These two results suggest that not only does NICE control for spurious regulatory hotspots, it also discovers more regulatory hotspots that are likely to have a true biological mechanism.

One of the additional hotspots NICE finds to be shared between ethanol and glucose is at Chr7:3800000. However, from the t-test results, this hotspot appears to be ethanol specific. We further confirm that this hotspot was also found by NICE in the 2005 data suggesting that it is likely to be a real hotspot that is not condition specific. The two possible candidate genes are RPB9 and MNP1 since the regulatory hotspot is linked in cis to the expression of both of these genes at \( p \)-values of \( 6.8 \times 10^{-6} \) and \( 2.2 \times 10^{-4} \) respectively. RPB9 is a RNA polymerase II subunit that is crucial for transcription fidelity while MNP1 is a putative mitochondrial ribosomal protein that is required for respiratory growth. NICE also finds an additional hotspot at Chr14:1360000 in the glucose data from both 2005 and 2008 but is absent from the ethanol data suggesting that is a glucose specific hotspot. The t-test does not find this hotspot in either glucose datasets. The closest gene is APT2 which is an apparent pseudogene that is not expressed in normal conditions. Interestingly, in our data, we find a strong association between Chr14:1360000 and APT2 in cis at a \( p \)-value of \( 2.3 \times 10^{-17} \) suggesting that this gene might be functional in a glucose dependent way.
<table>
<thead>
<tr>
<th>Method</th>
<th>Putative</th>
<th>Missing</th>
<th>Additional</th>
<th>Glucose shared</th>
<th>Ethanol Shared</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-test</td>
<td>9</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>ICE</td>
<td>8</td>
<td>3</td>
<td>14</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>NICE</td>
<td>9</td>
<td>2</td>
<td>17</td>
<td>8</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 3.3. The number of putative, missing, and additional hotspots identified by different methods applied to the 2008 yeast dataset grown in glucose media [SK08]. The last two columns show the number of glucose shared and ethanol shared hotspots of the additional hotspots compared to glucose dataset generated in 2005 [BK05] and ethanol dataset generated in 2008 [SK08].

3.3 Discussion

In this chapter, we present a novel approach, NICE, for identifying true genetic regulatory hotspots while eliminating spurious hotspots caused by confounding factors. We leverage the insight that confounding factors are likely to affect the majority of genes, while genetic effects are likely to affect only a smaller subset. This insight allows our approach to distinguish between true and spurious regulatory hotspots. Our approach is related to previous methods that correct for confounding factors such as ICE or SVA which model the global correlation structure and use this structure to correct the association statistics to eliminate the effect of any confounding factors affecting the association statistic. NICE uses only a subset of genes predicted not to be part of the true genetic hotspot to model the global correlation structure between expression levels to correct for confounding factors which eliminates the confounding factors but preserves true hotspots.

We compared to several previous approaches [LS07, KYE08, LKS10, FSL12] on both simulated and real dataset, and demonstrated that our method also achieves higher or comparable statistical power to identify associations while correcting for confounding factors.

While our approach NICE extends the mixed model approach that ICE [KYE08] pro-
posed, in principal, the basic idea behind our approach can be applied to other approaches for correcting for expression heterogeneity such as singular value decomposition (SVD) based SVA approach [LS07]. In that case, for each SNP, a separate SVD would be computed only taking into account genes that are predicted not to be part of a genetic hotspot. Similarly, the techniques presented in LMM-EH [LKS10] can also be adapted in this framework to incorporate multiple variance components to correct for population structure and also correct for bias in estimating the global correlation structure in the presence of population structure.

Our method is based on the assumption that confounding factors are likely to affect the majority of genes, while genetic effects are likely to affect only a subset of the genes. While our approach is an improvement over current methods, in some cases this assumption may be violated, for example, slightly different growth temperatures between batches may result in a specific subset of genes being differentially expressed (e.g. heat shock, cell cycle regulators, etc.). In these cases, our approach would be unable to distinguish those confounding effects from real genetic effects. An additional challenge in eQTL studies is correcting for multiple testing. Possible approaches for multiple testing correction is either applying permutation tests or false discovery rates. Unfortunately, in the case when confounding is present, the confounding causes a violation of the basic assumption necessary for these approaches which is that the individuals in the sample are i.i.d. Shared confounding factors induces complex dependencies among the gene expression patterns of individuals and complicates multiple testing. How to correct for multiple testing in the presence of confounding is a fundamental problem and a promising avenue of future work which is beyond the scope of this dissertation.
3.4 Materials and Methods

3.4.1 Generative model

We assume the following linear mixed model as the generative model of the expression levels,

$$ Y = \mu + X\beta + u + e \quad (3.1) $$

Let $n$ be the number of individuals, $m$ be the number of genes and $l$ be the number of SNPs. $Y$ is a $n \times m$ matrix with the gene expression values, $\mu$ is a $n \times l$ matrix with the means of expression levels of individuals, $X$ is a $n \times l$ matrix with SNPs encoded by 0 and 1 for haploid and 0, 1, and 2 for diploid, $\beta$ is a $l \times m$ matrix with their coefficients, and $u$ and $e$ are $n \times m$ matrix with multivariate normal random variables sampled from $N(0, \sigma^2_g H)$ and $N(0, \sigma^2_e I)$ accounting for the confounding effects and random errors. Here, $H$ is $n \times n$ covariance matrix that explains intersample correlation structure induced by confounders and $I$ is an $n \times n$ identity matrix. $\sigma^2_g$ and $\sigma^2_e$ are coefficients of the two variance components.

3.4.2 eQTL mapping

Based on our generative model, equation (3.1), we map eQTL as follows. To test the effect of SNP $j$ on the expression level of gene $i$, we assume the model

$$ y_i = \mu_i + x_{ij}\beta_{ij} + u_i + \epsilon_{ij} \quad (3.2) $$

where $y_i$ is a size $n$ vector denoting gene expression levels of individuals, $\mu_i$ is a size $n$ vector denoting the mean of expression levels of individuals, $x_{ij}$ is a size $n$ binary vector denoting SNPs of individuals, $u_i \sim N(0, \sigma^2_g H)$ is confounding effects, and $\epsilon_{ij} \sim N(0, \sigma^2_e I)$
is residual errors. The null hypothesis that we want to test is $\beta_{ij} = 0$. Typically, $H$ is defined or estimated before the eQTL mapping. Given estimated $\hat{H}$, we use the efficient mixed-model association (EMMA) C package [KZW08] to efficiently estimate the variance components ($\sigma^2_g$ and $\sigma^2_e$). We use the F test as previously suggested on the basis of REML estimates of variance components [KZW08, YPB06, ZAK07]. The challenge in this model is how to estimate $\hat{H}$ that is close to the true covariance structure of confounding, $H$.

### 3.4.3 ICE eQTL mapping

ICE (Intersample Correlation Emended) eQTL mapping approach [KYE08] utilizes global intersample correlation generated from all genes to estimate $H$. Global intersample correlation matrix from an expression dataset is generated as follows. Let $Y$ be an $m \times n$ expression matrix with $n$ individuals for $m$ genes. Let $\mu_i, \sigma_i$ be the mean and standard deviation of expression values of the $i$th genes ($Y_{i1}, Y_{i2}, ..., Y_{in}$). Let $Z$ be an $m \times n$ matrix with each element $Z_{ij} = (Y_{ij} - \mu_i)/\sigma_i$. The intersample correlation matrix is defined as the covariance matrix of $Z$, $\hat{H} = Cov(Z)$. The estimated intersample correlation matrix $\hat{H}$ is then used in the linear mixed model in equation (3.2) to correct for the confounding effects.

### 3.4.4 NICE eQTL mapping

We propose a new eQTL mapping approach called NICE (Next-generation Intersample Correlation Emended) eQTL mapping. NICE builds upon the framework of ICE eQTL mapping but uses a more refined strategy to estimate $H$, the covariance matrix of confounding effects. The primary limitation of ICE is that it uses the global intersample correlation generated from all genes. If there exists a regulatory hotspot that affects many genes, ICE will overly correct for the confounding and remove the associations to the regulatory hotspot. To overcome this challenge, we must use the genes that are only
affected by the confounding but not by the regulatory hotspots to estimate $H$. It turns out that segregating these two groups of genes is a highly challenging computational problem.

### 3.4.4.1 Assumptions

We assume that confounding affects the global correlation structure of the gene expressions thereby affecting most of the genes. This is the standard assumption consistent to previous approaches. We then assume that true regulatory hotspots affect only a subset of the genes. This assumption will be invalid only if a hotspot affects most of the genes, which will be unlikely in practice. Our goal is to separate the genes affected by the true genetic effects from the genes affected only by the confounding. If we can successfully separate them, we will be able to more accurately estimate $H$ using the genes affected only by the confounding. To this end, we make an assumption that the effect size of genetic effects is greater than the magnitude by which the confounding affects the expression levels. That is, we assume that the genes with true genetic effects tend to have more significant results than the other genes affected only by the confounding. This assumption may not be true if the genetic effects are small and the confounding is severe, but in such cases, the noisy data will be highly challenging and in this dissertation we will ignore such cases. Additionally, we assume that the true genetic effects of regulatory hotspot may have a structure. For example, the hotspot may be related to an enhancer element up-regulating many genes, in which case the mean of the effect will be nonzero. Ideally, we would want to use such structures to discriminate the true genetic effects from confounding.

### 3.4.4.2 Bayesian framework

For our purpose of separating the genes with true genetic effects from the genes with only confounding effects, Bayesian framework fits well because it gives for each gene a posterior probability that the genetic effect will exist or not. Given a SNP that we want to test,
we first apply the standard $t$-test between the SNP and all genes to obtain the effect sizes and standard errors of the SNP effect with respect to all genes. Let $\beta_i$ be the estimated effect size of the SNP to gene $i$ and let $V_i$ be the variance of it. We assume a model that

$$P(\beta_i|\text{no genetic effect}) = N(\beta_i; 0, V_i)$$

and

$$P(\beta_i|\text{genetic effect}) = N(\beta_i; \mu, V_i)$$

Note that a few simplifications are employed in this model. First, based on our assumption that the confounding effects are sufficiently smaller than the genetic effects, we approximated the confounding effects as zero. Second, in order to capture the possible structure within genetic effects, we employed the mean term $\mu$. Although this is a simplified model, we found that this approach can capture the majority of the genes affected by the genetic effects, which turns out to be sufficient for our purpose of finding accurate $H$.

We assume a prior for the effect size

$$\mu \sim N(0, \sigma^2).$$

Let $T_i$ be a random variable which has a value 1 if gene $i$ is affected by the genetic effect of the SNP of interest and a value 0 otherwise. Let $\pi$ be the prior probability that each gene is affected by the genetic effect such that

$$P(T_i = 1) = \pi, \quad i = 1, ..., m.$$

Then we assume a beta prior on $\pi$

$$\pi \sim Beta(\alpha_1, \alpha_2).$$
Let $T = (T_1, \ldots, T_m)$ be the vector indicating the existence of genetic effect in all genes. Let $\tilde{\beta} = (\beta_1, \ldots, \beta_m)$. Our goal is to estimate the posterior probability that the genetic effect exists for each gene $i$, namely

$$P(T_i = 1|\tilde{\beta}) .$$

Notice that $T$ can have $2^m$ different values. Let $U = \{t_1, \ldots, t_{2^m}\}$ be the set of those values. By the Bayes’ theorem,

$$P(T_i = 1|\tilde{\beta}) = \frac{P(\tilde{\beta}|T_i = 1)P(T_i = 1)}{P(\tilde{\beta}|T_i = 0)P(T_i = 0) + P(\tilde{\beta}|T_i = 1)P(T_i = 1)} = \frac{\sum_{t \in U_i} P(\tilde{\beta}|T = t)P(T = t)}{\sum_{t \in U} P(\tilde{\beta}|T = t)P(T = t)} \quad (3.3)$$

where $U_i$ is a subset of $U$ whose elements’ $i$th value is 1. Thus, we should calculate for each $t$ the posterior probability of $T$,

$$g(t) = P(\tilde{\beta}|T = t)P(T = t) \propto P(T = t|\tilde{\beta}) ,$$

consisting of the probability of $\tilde{\beta}$ given $T$ and the prior probability of $T$.

### 3.4.4.3 Connection to meta-analytic approach

It turns out that our Bayesian model for eQTL mapping is equivalent to a meta-analysis model although their contexts are different. In a meta-analysis of genetic association studies that combines multiple independent studies, if there exists heterogeneity which refers to the differences in effect sizes of studies [HE11], it is challenging to predict which study has an effect and which study does not. Thus, the problem of finding studies having effect is essentially equivalent to the problem of finding genes having genetic effects in our context. Recently, we have developed an efficient method to solve this problem in the
context of meta-analysis [HE12]. Here we adapt this approach to calculate the posterior probability of \( T \). We briefly describe below how we can calculate \( g(t) \).

\( g(t) \) consists of the prior probability of \( T \) and the probability of \( \vec{\beta} \) given \( T \). The prior probability of \( T \) is

\[
P(T = t) = \int_{-\infty}^{\infty} P(T = t | \pi) p(\pi) d\pi
\]

\[
= \int_{-\infty}^{\infty} \pi^{|t|} (1 - \pi)^{m - |t|} p(\pi) d\pi
\]

\[
= \int_{-\infty}^{\infty} \pi^{|t|} (1 - \pi)^{m - |t|} \frac{1}{B(\alpha_1, \alpha_2)} \pi^{\alpha_1 - 1} (1 - \pi)^{\alpha_2 - 1} d\pi
\]

\[
= \frac{B(|t| + \alpha_1, m - |t| + \alpha_2)}{B(\alpha_1, \alpha_2)}
\]

where \(|t|\) is the number of 1’s in \( t \) and \( B \) is the beta function.

The probability of \( \vec{\beta} \) given \( T \) is

\[
P(\vec{\beta} | T = t) = \int_{-\infty}^{\infty} \prod_{i \in t_0} N(\beta_i; 0, V_i) \prod_{i \in t_1} N(\beta_i; \mu, V_i) p(\mu) d\mu
\]

\[
= \prod_{i \in t_0} N(\beta_i; 0, V_i) \int_{-\infty}^{\infty} \prod_{i \in t_1} N(\beta_i; \mu, V_i) p(\mu) d\mu \tag{3.4}
\]

where \( t_0 \) is the indices of 0 in \( t \) and \( t_1 \) is the indices of 1 in \( t \). We can analytically work on the integration to obtain

\[
\int_{-\infty}^{\infty} \prod_{i \in t_1} N(\beta_i; \mu, V_i) p(\mu) d\mu = \bar{C} \cdot N(\bar{\beta}; 0, \bar{V} + \sigma^2)
\]

where

\[
\bar{\beta} = \frac{\sum_i W_i \beta_i}{\sum_i W_i} \quad \text{and} \quad \bar{V} = \frac{1}{\sum_i W_i}
\]
where $W_i = V_i^{-1}$ is the inverse variance or precision. The summations are all with respect to $i \in t_1$. $\check{C}$ is a scaling factor such that

$$\check{C} = \frac{1}{(\sqrt{2\pi})^{m-1}} \sqrt{\prod_i W_i \exp \left\{ -\frac{1}{2} \left( \sum_i W_i \beta_i^2 - \frac{(\sum_i W_i \beta_i)^2}{\sum_i W_i} \right) \right\}}.$$ 

See Han and Eskin [HE12] for the details of the derivation. As a result, we can calculate $g(t)$ for every $t$.

### 3.4.4.4 MCMC

Although we calculate $g(t)$ for each $t$, it is impractical to perform an exact calculation of $P(T_i = 1|\tilde{\beta})$ in equation (3.3) since we have a large number of genes. Thus, we use the following Markov Chain Monte Carlo (MCMC) method [HE12].

1. Start from a random $t$.
2. Choose a next $t$, $t'$, based on the moves defined below.
3. If $g(t) < g(t')$, move to $t'$. Otherwise, move to $t'$ with probability $g(t')/g(t)$.
4. Repeat from step 2.

The set of moves we use for choosing $t'$ is $\{M_1, M_2, ..., M_m\} \cup \{M_{shuffle}\}$. $M_i$ is a simple flipping move of $T_i$ between 0 and 1. $M_{shuffle}$ is a move that shuffles the values of $T$. At each step, we randomly choose a move from this set assuming a uniform distribution. Other moves can also be used such as moves based on the Bayes factors. We allow $n_B$ burn-in and sample $n_S$ times. After sampling, $n_S$ samples gives us an approximation of the distribution over $g(t)$, which subsequently gives the approximations of equation (3.3). Calculating the posterior probability is the most computationally intensive part of NICE relative to ICE [KYE08] with respect to the running time. By using MCMC, we make dramatic reductions in computational cost which allows NICE to scale to large datasets.
3.4.4.5 NICE intersample correlation matrix

After we calculate the posterior probability that the gene is affected by the true genetic effect of the SNP for each gene, we select genes with probability less than a threshold \( \eta = 0.5 \). This set of genes represents the genes that are putatively affected only by the confounding. Thus, we use this set of genes to build the intersample correlation matrix \( \hat{H}_{\text{NICE}} \). Then we apply \( \hat{H}_{\text{NICE}} \) to the linear mixed model (3.2) to correct for the confounding in our eQTL mapping. The reason why we choose \( \eta = 0.5 \) threshold is because we want to approximately find a subset of genes without genetic effects. Although it is ideal to select all the genes without genetic effects, any subset of those genes are likely to capture the global correlation structure as shown in Figure 3.1 (c), and is enough to correct for confounding effects. We choose genes which have an effect with less than 50% chance to select genes that are putatively affected only by the confounding effect. However, we find that unless the threshold is too extreme (e.g. \( \eta \leq 0.1 \) and \( \eta \geq 0.9 \)), all thresholds yield similar results and the result is robust to the parameter (Supplementary Figure 3.2). We count the number of genes selected by NICE using the posterior probability with threshold \( \eta = 0.5 \) applied to the yeast data generated in 2005 [BK05] (blue dots in Supplementary Figure 3.3). Except for the putative hotspots, mostly, NICE uses majority of the genes to build the intersample correlation matrix \( \hat{H}_{\text{NICE}} \) similar to ICE [KYE08].

3.4.4.6 Implementation

To calculate the posterior probability in equation (3.3), we used METASOFT [HE11] with prior parameters, \( \sigma = 0.05 \), \( \alpha_1 = 1 \), and \( \alpha_2 = 5 \). We used \( \sigma = 0.05 \) assuming a small effect size but the choice of the effect size up to 0.4, which is a possible choice of a large effect size in GWAS [?,?], did not affect the results significantly (Supplementary Figure 3.4). We assume that confounding affects most of the genes while true regulatory hotspots affect only a subset of the genes. Based on the assumption we assume that 20%
of the genes have trans effects for our prior \((\alpha_1/\alpha_2 = 0.2)\). We used \(\alpha_1 = 1\) and \(\alpha_2 = 5\) for diffuse distribution. In practice, changing \(\alpha_1\) and \(\alpha_2\) priors results in similar results as changing the threshold \(\eta\) (data not shown). As shown in the Supplementary Figure 3.2, the results are robust unless the threshold/priors are too extreme. We suggest to use these default priors as they are based on our model assumption if one does not have prior information about a data. We used \(n_B = 1,000\) burn-in and \(n_S = 1,000,000\) sampling in MCMC. We selected genes with posterior probability less than \(\eta = 0.5\). If less than 1\% of the genes were selected to calculate the covariance matrix, we used the standard t-test instead of NICE.

3.4.5 \(p\)-value based approach

Instead of using posterior probability described in previous sections, here we show if a more standard test statistics, such as \(p\)-value from the standard t-test could be used for selecting genes without genetic effects to estimate the intersample correlation matrix \(H\). We apply \(p\)-value for selecting genes without genetic effects in the following approach. For each SNP, we first order genes based on the \(p\)-value obtained using the standard t-test, \(\{g_1, g_2, ..., g_m\}\), where \(g_1\) is a gene with the largest \(p\)-value and \(g_m\) is a gene with the smallest \(p\)-value when there are \(m\) number of genes. Then we select the first \(x\)% of the ordered genes \(\{g_1, g_2, ..., g_{x\%m}\}\) as the genes without genetic effects and use expression levels of those genes to estimate \(H\). The following processes are the same as those of NICE. Let’s say \(\alpha\) is the percentage of genes that have \textit{trans} effects on a \textit{trans}-regulatory hotspot. When we apply this approach to various simulated datasets with different \(\alpha\), \(x = 100 - \alpha\) gives the best estimation of \(H\) to correct for the confounding effects but retain the true genetic effects (here we show only the case when \(\alpha = 20\)). However, when we use less \((x < 100 - \alpha)\) or more \((x > 100 - \alpha)\) genes, we fail to remove confounding effects or fail to retain the true genetic effects, respectively. Supplementary Figure 3.5 (a)∼(c)
show eQTL maps when this approach is applied to our simulated data. Our simulated data has *trans* effects on 20% of the genes ($\alpha = 20$), in other words, 80% of genes do not have *trans* effects. Therefore, when we use 80% ($x = 80$) of the genes to build the intersample correlation matrix $H$, we are able to correct for the confounding effects but retain the genetic effects. However, when we use less, e.g. 60% ($x = 60$), of the genes, or more, e.g. 99% ($x = 99$), of the genes, we either fail to remove confounding effects or fail to retain the true genetic effects, respectively. Unfortunately, we do not know how many genes have *trans* effects for each marker in advance. Moreover, we note that this approach creates many spurious associations other than the ones induced by confounding effects. For example, many horizontal lines appear in the eQTL map (Supplementary Figure 3.5 (a)). This is because when we select $x$% of genes with the largest $p$-value, some of the selected genes are shared between many SNPs and this creates spurious associations between the shared genes and the SNPs. We also applied this approach to the yeast dataset generated in 2005 [BK05] using 10%, 30%, 50%, 70%, and 90% of the genes. As a result, it misses many putative hotspots as well as makes many false positive predictions (Supplementary Figure 3.6).

Thus, we conclude that $p$-value is an ineffective approach for selecting genes without genetic effects. On the other hand, the posterior probability that we use for NICE is robust as the value of $\eta$ neither has significant influence on the results nor is specific to the datasets.

### 3.4.6 Simulated dataset

We generated a simulated dataset for 1000 genes, 1000 SNPs, over 100 samples based on our generative model, equation (3.1), with $\sigma_g = 0.9$ and $\sigma_e = 0.1$. Assuming haploid, SNPs are encoded by 0 and 1 and randomly generated with minor allele frequency of 30%. A batch effect is simulated as a confounding effect where expression levels in the first half
of samples are correlated with each other, but not correlated with the second half of the samples, and vice versa. 5 randomly selected trans-regulatory hotspots are simulated and for each of them, 20% of the genes have trans effects of size 0.4 where half have positive effects and the other half have negative effects. Cis effect is simulated with size of 0.5.

3.4.7 Yeast datasets

We evaluate our method by utilizing replicate gene expression datasets. We used two versions of a yeast dataset produced 3 years apart at different locations using different microarray platforms. The first data [BK05] was generated in 2005 of which 6,138 probes and 2,956 genotyped loci in 112 segregants are used. The second data [SK08] was generated in 2008 of which 6,138 probes and 2,956 genotyped loci in 109 segregants are used. We classified the eQTL as cis-acting when the location of the SNP and the location of the probe are within 50 kb. We showed the number of cis-eQTLs for different FDRs where FDRs were calculated using \( q \)-value function of R.

3.4.8 Running previous methods

For running previous methods, SVA [LS07], ICE [KYE08], LMM-EH [LKS10] and PANAMA [FSL12], we downloaded the program available from the authors and run the program using default options. For running SVA, ‘two-step’ method is used. For running LMM-EH, eLMM v1.2 is used for generating covariance matrix \( K_{EH} \) and FaST-LMM v2.05 [LLL11] is used for calculating the associations. For running eLMM, ICE covariance matrix is used for initial \( K_{EH} \). REM number of EM steps for each full iteration is set to 3 and REM number of total iterations is set to 10~20. eLMM provides LMM-EH-PS which corrects for confounding factors as well as population structure. We use LMM-EH instead of LMM-EH-PS because neither of our simulated nor yeast datasets contain population structure. In addition, LMM-EH-PS fails to run in our windows machine with 1.73GHz
Intel Core i7 CPU and 4G RAM.; For running PANAMA, Nicolo Fusi who is the author of PANAMA helped running the program.
Supplementary Figure 3.1. Putative, missing and additional hotspots for the standard t-test, SVA, ICE, LMM-EH, PANAMA, and NICE applied to the yeast dataset generated in 2008 [SK08]. (a) The average over all genes of the \(-\log(0.05)\) for each SNP. (b)-(g) The average over all genes of the \(-\log p\)-value for each SNP for the standard t-test, SVA, ICE, PANAMA and NICE. Blue asterisks show putative genetic regulatory hotspots predicted from merged dataset, green arrows show missing hotspots, and red arrows show additional hotspots. Red horizontal lines show thresholds to select significant peaks which is two standard deviations above the mean. Note that the t-test has a distinct advantage in this evaluation because \(p\)-values from the t-test are used to determine the putative regulatory hotspots.
Supplementary Figure 3.2. eQTL maps of NICE using different thresholds applied to a simulated data. (a)-(c) Threshold of $\eta = 0.3$, $\eta = 0.5$, and $\eta = 0.7$ applied, respectively. Blue arrows show the locations of real genetic regulatory hotspots.

Supplementary Figure 3.3. The number of genes selected by NICE to build the intersample correlation matrix $\hat{H}_{\text{NICE}}$ applied to the yeast dataset generated in 2005 [BK05]. The bottom plot shows hotspot levels of NICE as in the Figure 3.5 (g). The blue dots on the top of the hotspot levels show the number of genes selected by NICE using the posterior probability less than a threshold $\eta = 0.5$. 
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Supplementary Figure 3.4. eQTL maps of NICE using different $\sigma$ values applied to a simulated data. (a)-(c) $\sigma = 0.05$, $\sigma = 0.2$, and $\sigma = 0.4$ applied, respectively. Blue arrows show the locations of real genetic regulatory hotspots. The results of NICE are robust to the prior $\sigma$.

Supplementary Figure 3.5. eQTL maps when $p$-value from the standard t-test is used for selecting genes without genetic effects to build the intersample correlation matrix $H$ applied to a simulated data. (a)∼(c) eQTL maps when 60% ($x = 60$), 80% ($x = 80$), and 99% ($x = 99$) of the genes with the largest $p$-value are selected, respectively. The simulated data has trans effects on 20% of the genes for each trans-regulatory hotspot. Blue arrows show the locations of real genetic regulatory hotspots.
Supplementary Figure 3.6. Putative, missing and spurious hotspots when $p$-value from the standard t-test is used for selecting genes without genetic effects to build the intersample correlation matrix $H$ applied to the yeast dataset generated in 2005 [BK05]. (a) Putative hotspots as in the Figure 3.5 (a). (b)–(e) eQTL maps when 10% ($x = 10$), 30% ($x = 30$), 50% ($x = 50$), 70% ($x = 70$), and 90% ($x = 90$) of the genes with the largest $p$-value are selected, respectively.
3.6 Supplementary Table

<table>
<thead>
<tr>
<th>Method</th>
<th>Putative hotspots</th>
<th>Missing hotspots</th>
<th>Additional hotspots</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-test</td>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>SVA</td>
<td>1</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>ICE</td>
<td>6</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>LMM-EH</td>
<td>1</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>PANAMA</td>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>NICE</td>
<td>9</td>
<td>3</td>
<td>5</td>
</tr>
</tbody>
</table>

**Supplementary Table 3.1.** The number of putative, missing, and additional hotspots identified by different methods applied to yeast data generated in 2008 [SK08].

<table>
<thead>
<tr>
<th>Chromosome</th>
<th>Position</th>
<th>Gene</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>380000</td>
<td>unknown</td>
</tr>
<tr>
<td>2</td>
<td>550000</td>
<td>AMN1</td>
</tr>
<tr>
<td>3</td>
<td>90000</td>
<td>LEU2</td>
</tr>
<tr>
<td>3</td>
<td>200000</td>
<td>MAT</td>
</tr>
<tr>
<td>5</td>
<td>110000</td>
<td>URA3</td>
</tr>
<tr>
<td>8</td>
<td>90000</td>
<td>GPA1</td>
</tr>
<tr>
<td>12</td>
<td>670000</td>
<td>HAP1</td>
</tr>
<tr>
<td>12</td>
<td>1000000</td>
<td>SIR3</td>
</tr>
<tr>
<td>14</td>
<td>480000</td>
<td>unknown</td>
</tr>
<tr>
<td>15</td>
<td>180000</td>
<td>unknown</td>
</tr>
<tr>
<td>15</td>
<td>580000</td>
<td>CAT5</td>
</tr>
</tbody>
</table>

**Supplementary Table 3.2.** List of putative hotspots. We define eleven putative regulatory hotspots from a collection of independent experiments using the same parental strains grown in glucose [BYC02,YBW03].
CHAPTER 4

Efficient and accurate multiple-phenotype regression method for high dimensional data considering population structure

4.1 Introduction

Over the past few years, genome-wide association studies (GWAS) have been used to find genetic variants that are involved in disease and other traits by testing for correlations between these traits and genetic variants across the genome. A typical GWAS examines the correlation of a single phenotype and each genotype one at a time. Recently, large amounts of genomic data such as expression data have been collected from GWAS cohorts. This data often contains thousands of phenotypes per individual. The standard approach to analyze this type of data is to perform a GWAS on each phenotype individually, a single-phenotype analysis.

The genomic loci that are of the most interest are the loci that affect many phenotypes. For example, researchers may want to detect variants that affect the profile of gut microbiota, which encompasses tens of thousands of species [LDB96, GRG99]. Another example is the detection of regulatory hotspots in eQTL (expression quantitative trait loci) studies. Many genes are known to be regulated by a small number of genomic regions called trans-regulatory hotspots [CLE05, HWW05, WKH04], and these are very
important evidence of the presence of master regulators of transcription. Moreover, a major flaw of the analysis strategy of analyzing phenotypes independently is that this strategy is underpowered. For example, unmeasured aspects of complex biological networks, such as protein mediators, could be captured with many phenotypes together that might be missed with a single phenotype or a few phenotypes [OHP12].

Many multivariate methods have been proposed that are designed to or could be applied to jointly analyze large numbers of genomic phenotypes. Most of the methods perform some form of data reduction, such as cluster analysis and factor analysis [ABB00, Qua01]. However, these data-reduction methods have many issues such as the difficulty of determining the number of principal components, doubts about the generalizability of principal components, etc. [NLS07]. Alternatively, Zapala and Schork proposed a way of analyzing high-dimensional data using multivariate distance matrix regression called Multivariate Distance Matrix Regression (MDMR) analysis [ZS12a]. MDMR constructs a distance or dissimilarity matrix whose elements are tested for association with independent variable of interest. Then, based on the traditional linear models, it tests for the association between a set of independent variables. The method is simple and directly applicable to high dimensional multiple phenotype analysis. In addition, users can flexibly choose appropriate distance matrices [WS06] depending on their experiments.

Each of the previous methods is based on the assumption that the phenotypes of the individuals are independently and identically distributed (i.i.d.). Unfortunately, as has been shown in GWAS studies, this assumption is not valid due to a phenomenon referred to as population structure. Allele frequencies are known to vary widely from population to population, due to each population’s unique genetic and social history. These differences in allele frequencies along with the correlation of the phenotype with the populations may cause spurious correlation between genotypes and phenotypes and may induce spurious
associations [KCP02, FRP04, MCP04, COL05, HYH05, RZL05, VP05, BSK06, SSV06, FG06, FE12]. This problem is even more serious when analyzing multiple-phenotypes because this bias in test statistics accumulates from each phenotype which we show in our experiments. Unfortunately, none of the previously mentioned multivariate methods are able to correct for the population structure and may cause a significant amount of false positive results. Recently, multiple-phenotypes analysis methods considering population structure [ZS14, KVS12] have been developed but these methods and related methods are not applicable for large numbers of phenotypes because their computational costs scale quadratically with the number of phenotypes which is impractical.

In this chapter, we propose a method, called GAMMA (Generalized Analysis of Molecular variance for Mixed model Analysis), that efficiently analyzes large numbers of phenotypes while simultaneously considering population structure. Recently, the linear mixed model (LMM) has become a popular approach for GWAS as it can correct for population structure [KYE08, KSS10, LLL11, SAB12, ZS12b, SVP12]. The LMM incorporates genetic similarities between all pairs of individuals, known as the kinship, into their model and corrects for population structure. We take the idea of MDMR [NLS07, ZS12a] that performs multivariate regression using distance matrices to form a statistic to test the effect of covariates on multiple phenotypes and extend it to incorporate linear mixed model in the statistics to correct for population structure.

To demonstrate the utility of GAMMA, using both simulated and real datasets, we compared our method with some of representative previous methods, the standard t-test; one of the standard and the simplest method for GWAS, EMMA [KYE08]; a representative single-phenotype analysis method that implements LMM and corrects for population structure [LLL11, ZS12b], and MDMR [ZS12a]; a multiple-phenotypes analysis method. In a simulated study, GAMMA corrects for population structure and accurately identifies
genetic variants associated with phenotypes. However, previous methods that analyze each phenotype individually do not have enough power to detect the associations and are not able to detect the variants. MDMR [ZS12a] predicts many spurious associations due to population structure. We further applied GAMMA to real datasets. Applied to a yeast dataset, GAMMA could identify most of the regulatory hotspots that are known to be related to regulatory elements in previous study [JSH14], while previous methods fail to detect those hotspots. Applied to a gut microbiome dataset from mouse, GAMMA could correct for population structure and identify biological meaningful variants that are likely to be correlated with taxa. While previous methods either result in significant number of false positives or fail to find any of the variants.

4.2 Results

4.2.1 Correcting for population structure in multivariate analysis

Unlike the traditional univariate analysis that tests an association between each phenotype and each genotype, our goal is to identify SNPs that are associated with multiple phenotypes. Let’s say $n$ is the number of samples, $m$ is the number of phenotypes, and we are analyzing an association between $i$th SNP and $m$ phenotypes. The standard multivariate regression analysis assumes a linear model as follows:

$$Y = X_i \beta + E$$

where $Y$ is an $n \times m$ matrix, where each column vector $y_j$ contains $j$th phenotype values, $X_i$ is a vector of length $n$ containing genotypes of $i$th SNP, $\beta$ is a vector of length $m$, where each entry $\beta_j$ contains an effect of $i$th SNP on $j$th phenotype, and $E$ is a $n \times m$ matrix, where each column vector $e_j$ contains i.i.d. residual errors of $j$th phenotype. Here, we assume that each column of the random effect $E$ follows a multivariate normal
distribution, \(e_j \sim N(0, \sigma^2_{e_j} I)\), where \(I\) is an \(n \times n\) identity matrix with unknown magnitude \(\sigma^2_{e_j}\).

To test an association between \(i\)th SNP and \(m\) phenotypes, we test whether any of \(\beta_j\) is 0 or not from the linear model. The standard least-squares solution for \(\hat{\beta}_j\) is \((X'_i X_i)^{-1} X'_i y_j\), However, this is problematic when \(n \ll m\), which is often the case in genomics data, as there could be many solutions when there are more unknown variables than observations. Alternatively, MDMR [ZS12a] form a statistic to test an effect of a variable on multiple phenotypes by utilizing the fact that the sums of squares associated with the linear model can be calculated directly from a \(n \times n\) distance matrix \(D\) estimated from \(Y\), where each element \(d_{ij}\) reflects the distance between sample \(i\) and \(j\). This is because the standard multivariate analysis proceeds through a partitioning of the total sum of squares and cross products (SSCP) matrix, and the relevant information contained in required inner product matrices could be achieved by an \(n \times n\) outer product matrix \(Y Y'\), which could be obtained from any \(n \times n\) distance matrix estimated from \(Y\).

However, in GWAS, it has been widely known that genetic relatedness, referred to as population structure, complicates the analysis by creating spurious associations. The linear model does not account for population structure and assuming the linear model may induce many false positive identifications. Moreover, this could cause even more significant problem in multiple-phenotypes analysis because the bias accumulates for each phenotype as their test statistics are summed over the phenotypes (See details in Material and Methods.). Recently, the linear mixed model has emerged as a powerful tool for GWAS as it could correct for population structure. To incorporate effects of population structure, GAMMA assumes a linear mixed model instead of the linear model as follows:

\[
Y = X_i \beta + U + E
\]

which has an extra \(n \times m\) matrix term \(U\), where each column vector \(u_j\) contains effects
of population structure of $j$th phenotype. This is an extension of the following widely utilized linear mixed model for univariate analysis:

$$y_j = X_i \beta_j + u_j + e_j$$

where $u_j \sim N(0, \sigma^2_{gj} K)$ and $K$ is the kinship matrix which encodes the relatedness between individuals and $\sigma^2_{gj}$ is the variance of the phenotype accounted for by the genetic variation in the sample. Based on the linear mixed model, we perform a multivariate regression analysis through partitioning of the total SSCP matrix to estimate a test statistic for the multiple phenotype analysis. Details of how we perform the inference are described in Materials and Methods.

### 4.2.2 GAMMA corrects for population structure and accurately identifies genetic variances in a simulated study

Our goal is to detect an association between a variant and multiple phenotypes. A trans-regulatory hotspot is a variant that regulates many genes, thus, detecting trans-regulatory hotspots is a good applications for GAMMA. To validate that our method eliminates effects of population structure and accurately identifies true trans-regulatory hotspots, we generated a simulated dataset that contains true trans-regulatory hotspots as well as a complicated population structure. We created a dataset that has 96 samples with 100 SNPs and 1000 gene expression levels. To accommodate population structure, we took SNPs from a subset of a Hybrid Mouse Diversity Panel (HMDP) [BFO10] that contains significant amounts of population structure. To accommodate the trans-regulatory hotspots, we simulated 5 trans-regulatory hotspots on the gene expression. For each of the trans-regulatory hotspot, we added trans effects to 20% of the genes. In addition, we added cis effects [MLB09], which are associations between SNPs and genes in close proximity, as they are well-known eQTLs that exist in real organisms.
We applied the standard t-test, EMMA [KYE08], MDMR [ZS12a], and GAMMA on the simulated dataset. We visualized the results of a study in a plot (Figure 4.1), where the x-axis shows SNP locations and the y-axis shows $-\log_{10} p$-values. As the t-test and EMMA give a $p$-value for each phenotype, we averaged the $p$-values over all of the phenotypes for each SNP. On the top of each plot, we marked the locations of the true trans-regulatory hotspots with blue arrows. As a result, from the plot we could clearly see that GAMMA successfully identifies the true trans-regulatory hotspots without any false positive identifications (Figure 4.1 (d)). However, the standard t-test and EMMA fail to identify the true trans-regulatory hotspots as they do not have enough power to detect the associations (Figure 4.1 (a) and (b)). MDMR results many false positive identifications induced by spurious associations due to population structure (Figure 4.1 (c)).

Figure 4.1. The results of different methods applied to a simulated dataset. The x-axis shows SNP locations and the y-axis shows $\log_{10} p$-value of associations between each SNP and all the genes. Blue arrows show the location of the true trans-regulatory hotspots. (a) The result of the standard t-test. (b) The result of EMMA. For (a) and (b), we averaged the $\log_{10} p$-values over all of the genes for each SNP. (c) The result of MDMR. (d) The result of GAMMA.
4.2.3 GAMMA identifies regulatory hotspots related to regulatory elements of a yeast dataset

Yeast is one of the model organisms that are known to contain several trans-regulatory hotspots. For example, in a well-studied yeast dataset, several hotspots are known to be true genetic effects since they have been validated by additional data such as protein measurements [FRS07, PRR07]. Unfortunately, expression data are known to contain significant amounts of confounding effects from various technical artifacts such as batch effects. To correct for these confounding effects, we applied NICE [JSH14], a recently developed method that corrects for the heterogeneity in expression data, to the yeast dataset and drew an eQTL map shown in Figure 4.2. On the map, the x-axis corresponds to SNP locations and the y-axis corresponds to gene locations. The intensity of each point on the map represents the significance of the association between a gene and a SNP. There are some vertical bands in the eQTL map which represent trans-regulatory hotspots. However, it is not easy to tell exactly which ones are the trans-regulatory hotspots as the map does not show associations between each SNP and all the genes but only shows associations between each SNP and a single gene.

We applied the standard t-test, EMMA [KYE08], MDMR [ZS12a], and GAMMA to the yeast dataset to detect the trans-regulatory hotspots. To remove the confounding effects and other effects from various technical artifacts, we applied genomic control $\lambda$ which is a standard way of removing unknown plausible effects [DRW01]. The inflation factor $\lambda$ tells how much the statistics of obtained $p$-values are departed from a uniform distribution; $\lambda > 1$ indicates an inflation and $\lambda < 1$ indicates a deflation. The $\lambda$ values are 1.20, 0.86, 3.64 and 0.98 for the t-test, EMMA, MDMR and GAMMA, accordingly. As the yeast dataset does not contain a significant amount of population structure, the $\lambda$ value is not very big even for the t-test. However, $\lambda$ value is very big for MDMR which shows that even a small amount of bias could cause significant problem in multiple-phenotypes
analysis. GAMMA could successfully correct for the bias and the \( \lambda \) value for GAMMA is close to 1. Figure 4.3 (a) and (b) show the results of MDMR and GAMMA, accordingly. The x-axis shows locations of the SNPs and the y-axis shows \(-\log_{10} p\)-values. The blue stars above each plot show hotspots that were reported as putative trans-regulatory hotspots in a previous study [JSH14] for the yeast data. As a result, GAMMA (Figure 4.3 (b)) shows significant signals on most of the putative hotspots. However, MDMR (Figure 4.3 (a)) does not show significant signals on those sites. The t-test and EMMA fail to identify the trans-regulatory hotspots as each phenotype are expected to have too small effect that is hard to be detected with a single-phenotype analysis (Supplementary Figure 4.1 in Supplementary).

**Figure 4.2.** An eQTL map of a real yeast dataset. \( P \) values are estimated from NICE [JSH14]. The x-axis corresponds to SNP locations and the y-axis corresponds to the gene locations. The intensity of each point on the map represents the significance of the association. The diagonal band represents the cis effects and the vertical bands represent trans-regulatory hotspots.
Figure 4.3. The results of MDMR and GAMMA applied to a yeast dataset. The x-axis corresponds to SNP locations and the y-axis corresponds to gene locations. The y-axis corresponds to $-\log_{10}$ of $p$ value. Blue stars above each plot show putative hotspots that were reported in a previous study [JSH14] for the yeast data. (a) The result of MDMR. (b) The result of GAMMA.
4.2.4 GAMMA identifies variants that associated with a gut microbiome

There is an increasing body of evidence that diet and host genetics both affect the composition of gut microbiota, and that shifts in microbial communities can lead to cardio-metabolic diseases such as obesity [LBT05], diabetes [LBT05] and metabolic diseases [KTN13]. Bacteria in a gut constitute a complex ecosystem where most of the interactions in this system are still unknown. There could be clinical overlap between the taxa and some taxa could be co-expressed. The networks between the taxa are complicated and unclear that it is hard to tell a SNP affects a specific taxon but affects jointly many taxa in a profile of the microbiome. For the reason, it would be very useful to perform a multiple-phenotypes analysis for the microbiome data. We applied the standard t-test, EMMA [KYE08], MDMR [ZS12a], and GAMMA on a gut microbiome dataset from HMDP which contains 26 common genus level taxa identified from 592 mice samples, and 197,885 SNPs. Because of the nature of meta-genomics data, the distributions of abundances of species are often highly aggregated or skewed, and there are also usually rare species that contribute many zeros. For the reason, the data is not normally distributed and contains lots of noises for many unknown reasons and we did not apply the genomic control as the $\lambda$ values are very high except for EMMA which is known to have a deflation problem [LLL11, JSH14].

We applied GAMMA on the dataset (Supplementary Figure 2 in Supplementary). We defined the peaks with $p$ value $\leq 5 \times 10^{-6}$ as the significant ones and we found 9 loci in mouse genome that are likely to be associated with the genus level taxa. Table 4.1 shows the list of the loci and many of these loci contain a number of strong candidate genes based on the literature, overlapping signals with clinical traits and functional variations such as cis-expression quantitative trait loci. For example, chr 1 and 2 loci are the same regions detected with obesity traits in our previous study using the same mice [PNO13]. In addition, global gene expression in epididymal adipose tissue and liver showed a significant
cis-eQTL with genes reside in six out of nine detected loci. On the other hand, MDMR predicts many false positives as mouse data are known to contain significant amounts of population structure. We applied MDMR on one of the smallest chromosome, chr19, and even in the small region, MDMR results 1989 significant peaks out of 5621 loci which shows that MDMR is not applicable for any dataset with population structure (Supplementary Figure 3 in Supplementary). The t-test and EMMA fail to detect significant signals due to the low power (Supplementary Figure 4 in Supplementary).
4.3 Discussion

In this chapter, we present an accurate and efficient method, GAMMA, for identifying genetic variants associated with multiple phenotypes considering population structure. Population structure is a widespread confounding factor that creates genetic relatedness between the samples. This may create many spurious associations between genotypes and phenotypes and results in false identifications. This makes not only the genotypes but also the phenotypes dependent on each other and breaks the i.i.d. assumption of the standard multivariate approaches and makes it inappropriate to apply previous multivariate methods. Moreover, the bias accumulates for each phenotype so when there is a small amount of population structure and even it does not make a big problem in single-phenotype analysis, it could results a serious problem in multiple-phenotypes analysis.

Applied to both a simulated and real datasets including a yeast and a gut microbiome from mouse, GAMMA successfully identifies the variants associated with multiple phenotypes. However [KYE08, ZS12a], other methods either results in many false positives or fail to identify true signals. We applied a pseudo-F statistic that was introduced by Brian H.M. et al. (2011), as it provides fast and clear way of estimating a test statistic, especially applicable when the number of phenotypes is much larger than the number of samples, which is often the case in genomics data. However, other appropriate multivariate methods could be applied to GAMMA as well.

There are some complications in comparing results of single-phenotype analysis with those of multiple-phenotypes analysis. We use the average $p$-value of all the phenotypes for each SNP for the single-phenotype analysis, which could be somewhat a naive way of comparing the results of a single-phenotype analysis and multiple-phenotypes analysis. GAMMA only provides information of whether a set of phenotypes is or is not associated with a SNP but does not provide the information of which phenotypes in a set are asso-
associated with the SNP. There exist methods for determining which phenotype the SNP is associated with such as the m-values of Han et al. [HE12].

4.4 Materials and Methods

4.4.1 Linear Mixed Models

For analyzing $i$th SNP, we assume the following linear mixed model as the generative model:

$$ Y = X_i \beta + U + E $$

(4.1)

Let $n$ be the number of individuals and $m$ be the number of genes. Here, $Y$ is an $n \times m$ matrix, where each column vector $y_j$ contains $j$th phenotype values, $X_i$ is a vector of length $n$ with genotypes of $i$th SNP, and $\beta$ is a vector of length $m$, where each entry $\beta_j$ contains an effect of $i$th SNP on $j$th phenotype. $U$ is an $n \times m$ matrix, where each column vector $u_j$ contains the effect of population structure of $j$th phenotype. $E$ is a $n \times m$ matrix, where each column vector $e_j$ contains i.i.d. residual errors of $j$th phenotype. We assume the random effects, $u_j$ and $e_j$, follow multivariate normal distribution, $u_j \sim N(0, \sigma_{gj}^2 K)$ and $e_j \sim N(0, \sigma_{ej}^2 I)$, where $K$ is a known $n \times n$ genetic similarity matrix and $I$ is an $n \times n$ identity matrix with unknown magnitudes $\sigma_{gj}^2$ and $\sigma_{ej}^2$, accordingly.

4.4.2 Multiple-phenotypes analysis

Let’s say we are analyzing associations between the $i$th SNP and the $j$th phenotype. Traditional univariate analysis is based on the following linear model:

$$ y_j = X_i \beta_j + e_j $$

(4.2)
Here, \( y_j \) is a vector of length \( n \) with \( j \)th phenotype values, \( X_i \) is a vector of length \( n \) with \( i \)th SNP values, \( \beta_j \) is a value contains an effect of \( i \)th SNP on \( j \)th phenotype and \( e_j \) is a vector of length \( n \) with i.i.d. residual errors of \( j \)th phenotype. To test associations, we test the null hypothesis \( H_0 : \beta_j = 0 \) against the alternative hypothesis \( H_A : \beta_j \neq 0 \). We can perform a F-test for the analysis by comparing two models, model 1: \( y_j = e_j \) and model 2: \( y_j = X_i\beta_j + e_j \). The standard F-statistic is given as follows:

\[
F = \frac{(RSS_1 - RSS_2)/(p_2 - p_1)}{RSS_2/(n - p_2)} \tag{4.3}
\]

where \( RSS_1 \) and \( RSS_2 \) are the residual sum of squares (RSS) of model 1 and model 2, accordingly, and \( p_1 \) and \( p_2 \) are the number of parameters in model 1 and model 2, accordingly. Applying this statistic (Eq. 4.3) to our case, we find the following:

\[
RSS_1 = y_j'y_j, RSS_2 = (y_j - X_i\hat{\beta}_j)'(y_j - X_i\hat{\beta}_j) = y_j'(I - H_i)y_j = \hat{r}_j'\hat{r}_j
\]

\[
RSS_1 - RSS_2 = y_j'y_j - y_j'(I - H_i)y_j = y_j'H_iy_j = \hat{y}_j'y_j, p_1 = 1, p_2 = 2 \tag{4.4}
\]

where \( \hat{\beta}_j = (X_i'X_i)^{-1}X_i'y_j \), \( H_i = X_i(X_i'X_i)^{-1}X_i' \) and \( \hat{r}_j = y_j - \hat{y}_j = y_j - X_i(X_i'X_i)^{-1}X_i'y_j = (I - H_i)y_j \). Applying Eq. 4.4 to Eq. 4.3, we find the following F-statistic:

\[
F = \frac{\hat{y}_j'y_j/(2 - 1)}{\hat{r}_j'\hat{r}_j/(n - 2)} \tag{4.5}
\]

Utilizing the fact that the RSS statistics follow \( \chi^2 \), we could extend the univariate case into a multivariate case in the following:

\[
Y = X_i\beta + E \tag{4.6}
\]

where \( Y \) is a \( n \times m \) matrix, where each column vector \( y_j \) contains \( j \)th phenotype values, \( \beta \) is a vector of length \( m \), where each entry \( \beta_j \) contains an effect of \( i \)th SNP on \( j \)th
phenotype, and $E$ is a $n \times m$ matrix, where each column vector $e_j$ contains i.i.d. residual errors of $j$th phenotype. Here, we assume that the random effect $e_j$ follows multivariate normal distribution, $e_j \sim N(0, \sigma_{e_j}^2 I)$, where $I$ is an $n \times n$ identity matrix with unknown magnitudes $\sigma_{e_j}^2$. In the multivariate case, both $RSS_1$ and $RSS_2$ are $m \times m$ matrices, where the diagonal element $RSS^{ij}$ is $RSS$ for $j$th phenotype as calculated in the univariate case. Given this, if we take the trace of this matrix, we obtain a sum of $\chi^2$ statistics. Thus in the multivariate case (Eq. 4.6), we can estimate a pseudo-$F$ statistic as follows:

$$F = \frac{\text{tr}(\hat{Y}'\hat{Y})/(2 - 1)}{\text{tr}(\hat{R}'\hat{R})/(n - 2)}$$  \hspace{1cm} (4.7)$$

where $\hat{R} = Y - \hat{Y} = Y - X_i(X_i'X_i)^{-1}X_iY = (I - H_i)Y$. The reason why we call this a “pseudo” $F$ statistic is because it is not guaranteed that we are summing independent $\chi^2$ statistics, and when they are not independent we do not expect that the result is also $\chi^2$.

Here we note that the trace of an inner product matrix is the same as the trace of an outer product matrix; $\text{tr}(\hat{Y}'\hat{Y}) = \text{tr}(YY')$ and $\text{tr}(\hat{R}'\hat{R}) = \text{tr}(YY')$. The advantage of this duality is that we can estimate the trace of $YY'$ and $\hat{R}'\hat{R}'$ from the outer product matrix $YY'$ by utilizing the fact that $YY' = H_i(YY')H_i$ and $\hat{R}'\hat{R}' = (I - H_i)(YY')(I - H_i)$.

The outer product matrix $YY'$ could be obtained from any $n \times n$ symmetric matrix of distances or dissimilarities [Gow66, MA01]. Let’s say we have a distance matrix $D$ with each element $d_{ij}$. Let $A$ be a matrix where each element $a_{ij} = (-1/2)d_{ij}$, and we can center the matrix by taking Gower’s centered matrix $G$ [Gow66, MA01]:

$$G = (I - \frac{1}{n}11')A(I - \frac{1}{n}11')$$  \hspace{1cm} (4.8)$$

where $1$ is a column of 1’s of length $n$. Then this matrix $G$ is an outer product matrix
and we can generate a pseudo F statistic from a distance matrix as follows:

\[
F = \frac{\text{tr}(H_i G H_i)/(2 - 1)}{\text{tr}[(I - H_i)G(I - H_i)]/(n - 2)}
\]  (4.9)

### 4.4.3 Correcting for population structure

In GWAS, it has been widely known that genetic relatedness, referred to as population structure, complicates the analysis by creating spurious associations. The linear model (Eq. 4.6) does not account for the population structure and applying the model to the multiple-phenotypes analysis may induce false positive identifications. Recently, the linear mixed model has emerged as a powerful tool for GWAS as it could correct for the population structure. To incorporate the effect of population structure, instead of a linear model (Eq. 4.6), GAMMA assumes a linear mixed model (Eq. 4.1) which has an extra term \( U \) accounting for the effects of population structure. This is an extension of the following widely utilized linear mixed model for an univariate analysis:

\[
y_j = X_i \beta_j + u_j + e_j
\]

Based on the linear mixed model (Eq. 4.1), each phenotype follows a multivariate normal distribution with mean and variance as follows:

\[
y_j \sim N(X_i \beta_j, \Sigma_j)
\]

where \( \Sigma_j = \sigma^2_{y_j} K + \sigma^2_{e_j} I \) is the variance of \( j \)th phenotype. We compute a covariance matrix, \( \hat{\Sigma} = \hat{\sigma}^2_{y_j} K + \hat{\sigma}^2_{e_j} I \) as described in Implementation and the alternate model is transformed by the inverse square root of this matrix as follows:

\[
\hat{\Sigma}^{-1/2} y_j \sim N(\hat{\Sigma}^{-1/2} X_i \beta_j, \sigma^2 I)
\]
Thus, to incorporate population structure, we transform genotypes and phenotypes; \( \tilde{X}_i = \hat{\Sigma}^{-1/2}X_i \) and \( \tilde{y}_j = \hat{\Sigma}^{-1/2}y_j \), and apply them to Eq. 4.9 to get an alternative pseudo-F statistic as follows:

\[
F' = \frac{\text{tr}(\tilde{H}_i\tilde{G}\tilde{H}_i)/(2 - 1)}{\text{tr}[(I - \tilde{H}_i)\tilde{G}(I - \tilde{H}_i)]/(n - 2)}
\]

where \( \tilde{H}_i = \tilde{X}_i(\tilde{X}_i'\tilde{X}_i)^{-1}\tilde{X}_i' \) and \( \tilde{G} \) is a Gower’s centered matrix estimated from \( \tilde{D} \) in turn estimated from \( \tilde{Y} \), where each column vector of \( \tilde{Y} \) is \( \tilde{y}_j \).

### 4.4.4 Implementation

For running GAMMA, we need to compute the covariance matrix \( \hat{\Sigma} = \hat{\sigma}^2_gK + \hat{\sigma}^2_eI \) and for that we need the estimates of \( \hat{\sigma}^2_g \) and \( \hat{\sigma}^2_e \). Let \( \sigma^2_{gj} \) and \( \sigma^2_{ej} \) be the two variance components of \( j \)th phenotype, where \( j = 1, ..., m \). We follow the approach taken in EMMAX [KSS10] or FaST-LMM [LLL11] and estimated \( \sigma^2_{gj} \) and \( \sigma^2_{ej} \) in the null model, with no SNP effect. As we take into account multiple phenotypes, a median value of \( \hat{\sigma}^2_{gj} \) is used for \( \hat{\sigma}^2_g \) and a median value of \( \hat{\sigma}^2_{ej} \) is used for \( \hat{\sigma}^2_e \) which practically worked well in both of our real datasets. Bray-Curtis measure [BC57,Gow66] is used to calculate the dissimilarity matrix for MDMR and GAMMA. R package vegan is used to estimate the pseudo-F statistics for MDMR and GAMMA. As the distribution of pseudo-F statistic is complicated and does not exactly follows \( \chi^2 \) distribution as described in the section 4.2., we performed an adaptive permutation for estimating the \( p \)-values for MDMR and GAMMA; up to \( 10^5 \) permutations for the simulated dataset and \( 10^6 \) permutations for the yeast and the microbiome datasets. For running EMMA [KYE08], efficient mixed-model association (EMMA) C package is used.
4.4.5 Simulated dataset

We generated a simulated dataset for 1000 genes, 100 SNPs, over 96 samples based on our generative model (Eq. 4.1) by sampling from a multivariate normal distribution. SNPs are extracted from a HMDP [BFO10] which is a mouse association study panel with significant amounts of population structure. Five randomly selected trans-regulatory hotspots are simulated and for each of these, 20% of the genes have trans effects of size 1. Cis effect is simulated with the size of 2. $\sigma_g^2 = 0.8$ and $\sigma_e^2 = 0.2$ is used.

4.4.6 Real datasets

We evaluated our method using a yeast dataset [BK05]. The dataset contains 6,138 probes and 2,956 genotyped loci in 112 segregants. In addition we evaluated our method using a gut microbiome dataset from 592 mice from 110 HMDP strains. The study protocol has been described in detail elsewhere [PNO13]. Bacterial 16S rRNA gene V4 region was sequenced using Illumina MiSeq platform and data was analyzed using established guidelines [BSF13]. The relative abundance of each taxon was calculated by dividing the sequences pertaining to a specific taxon by the total number of bacterial sequences for that sample. We focused on abundant microbes, OTUs with at least 0.01% relative abundance and for genome-wide association study we used 197885 SNPs and 26 genus level taxa. Minor Allele Frequency less than 5% and missing values more than 10% are filtered out. We expect the dataset contains population structure as mouse dataset is one of the known model organism that contains significant amount of population structure. We applied Arcsign transformation on the phenotype values.
Table 4.1. The list of significant associations with a gut microbiome dataset

<table>
<thead>
<tr>
<th>Chr</th>
<th>Peak SNP</th>
<th>Position (Mb)</th>
<th>Associated Region (Mb)</th>
<th>Number of Genes</th>
<th>Clinical QTL</th>
<th>cis eQTL</th>
<th>Overlapping with single Genus GWAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>rs31797108</td>
<td>182072111</td>
<td>18.1-18.2</td>
<td>21</td>
<td>body fat % increase</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>rs27323290</td>
<td>157697578</td>
<td>11.4-15.8</td>
<td>7</td>
<td>food intake, weight</td>
<td>Ctnnbl1</td>
<td>Akkermansia muciniphila</td>
</tr>
<tr>
<td>4</td>
<td>rs28319212</td>
<td>95462396</td>
<td>82.1-10.5</td>
<td>74</td>
<td>food intake</td>
<td>Caa1p,</td>
<td>Oscillospira spp.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Ift74</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>rs50368681</td>
<td>38026365</td>
<td>37.5-38.0</td>
<td>16</td>
<td></td>
<td>Atp6v0a4,</td>
<td>Sarcina spp.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Replin1,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Zfp467</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>rs33129247</td>
<td>68944648</td>
<td>68.5-71.4</td>
<td>3</td>
<td>TG Gonadal Fat</td>
<td>Nr2f2,</td>
<td>Akkermansia muciniphila</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Igf1r</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>rs3680824</td>
<td>104011091</td>
<td>10.2-10.4</td>
<td>47</td>
<td></td>
<td>Ccdc85a,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Efemp1</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>rs30384023</td>
<td>120051254</td>
<td>11.9-12.1</td>
<td>5</td>
<td></td>
<td>Dnajc3,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Ugtt2,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Farp1</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>rs4154709</td>
<td>6236151</td>
<td>62.3-75.0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>x</td>
<td>rs29064137</td>
<td>87504122</td>
<td>87.2-88.6</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Ctnnbl1, catenin, beta like 1; Capp1, caspase activity and apoptosis inhibitor; Ift74, intraflagellar transport 74; Atp6v0a4, ATPase, H+ Transporting, Lysosomal V0 Subunit A4; Zfp467, Zinc Finger Protein 467; TG, thyroglobulin; Nr2f2, Nuclear Receptor Subfamily 2, Group F, Member 2; Igf1r, Insulin-Like Growth Factor 1 Receptor; Ccdc85a, Coiled-Coil Domain Containing 85A; Efemp1,EFG Containing Fibulin-Like Extracellular Matrix Protein 1; Dnajc3, DnaJ (Hsp40) Homolog, Subfamily C, Member 3;Ugtt2, UDP-Glucose Glycoprotein Glucosyltransferase 2;Farp1, FERM, RhoGEF (ARHGEF) And Pleckstrin Domain Protein 1. Factored Spectrally Transformed Linear Mixed Models (FaST-LMM) [LLL11] is used for single Genus GWAS.
4.5 Supplementary Figure

Supplementary Figure 4.1. The results of the standard t-test and EMMA applied to a yeast dataset. The x-axis corresponds to SNP locations and the y-axis corresponds to gene locations. The y-axis corresponds to sum of $-\log_{10}$ of $p$ value over the genes. Blue stars above each plot show putative hotspots that were reported in a previous study [JSH14] in the yeast data. (a) The result of the standard t-test. (b) The result of EMMA.
**Supplementary Figure 4.2.** The result of GAMMA applied to a gut microbiome dataset. The x-axis corresponds to SNP locations and the y-axis corresponds to gene locations. The y-axis corresponds to $-\log_{10}$ of $p$ value.

**Supplementary Figure 4.3.** The result of MDMR applied to chromosome 19 of a gut microbiome dataset. The x-axis corresponds to SNP locations and the y-axis corresponds to gene locations. The y-axis corresponds to $-\log_{10}$ of $p$ value.

**Supplementary Figure 4.4.** The results of the standard t-test and EMMA applied to a gut microbiome dataset. The x-axis corresponds to SNP locations and the y-axis corresponds to gene locations. The y-axis corresponds to sum of $-\log_{10}$ of $p$ value over the genus. (a) The result of the standard t-test. (b) The result of EMMA.
CHAPTER 5

Multiple Testing Correction in Linear Mixed Models

5.1 Introduction

Genome-wide association studies (GWAS) have discovered many variants implicated in complex traits in studies of both humans \[HGB07, SRR07, ZWL07, ADL08, MAC08, KAT13, LVB13, ROC13\] and model organisms \[BK05, SK08, BFO10, FBO11, PGJ11, AVF11, ZKT12, FE12\]. In GWAS, both genetic information on variants spread throughout the genome and phenotypic information are collected from a population. The correlation between the genetic information at each variant, referred to as the genotype, and the phenotypic information are assessed to identify the set of variants associated with the trait of interest. GWAS now are routinely performed on tens of thousands of individuals and millions of genetic variants.

One of the major challenges in GWAS is multiple hypothesis testing. Because each GWAS involves computing up to millions of statistical tests, the \(p\)-value threshold for significance, referred to as the per-marker threshold, must be adjusted to control the overall false positive rate. The Bonferroni correction \[Sid67\] assumes independence among the association tests. However, there is a substantial degree of correlation between the association statistics due to a phenomenon called linkage disequilibrium \[RCB01\], which renders the Bonferroni correction too conservative \[GBB10\]. The permutation test \[WY93\], which samples the null distribution of statistics by repeatedly permuting the phenotypes and
computing the association statistics for each permutation, is considered to be the gold standard because it accurately accounts for the correlation structure of the genome at the expense of computational cost. Several strategies aimed at speeding up the computational cost of the permutation test have recently been developed [Lin05, SM05, CB07, HKE09].

Recently, the linear mixed model (LMM) [KYE08, KSS10, LLL11, ZS14, LTB15] has become the standard practice for performing GWAS. The LMM can address two important challenges in GWAS: population structure and insufficient power. Population structure refers to a complex relatedness structure among individuals, which can generate false positives or spurious associations when utilizing traditional association study techniques [KYE08, KSS10]. LMM approaches can avoid these false positives by explicitly modeling these genetic relationships [KYE08, KSS10, LLL11, ZS14, LTB15, JKF15, JSH14]. Moreover, even when there is no population structure, LMM can increase the statistical power of GWAS [LLH13, YZG14, LTB15]. Due to these desirable properties, LMM has become a widely used method in current GWAS [CHP13, HMI14, CGX14, HBM15, FSC13].

However, the current approaches for multiple hypothesis testing correction cannot be applied to LMM. Even the gold standard, the permutation test, is not applicable to LMM, because the underlying idea is that each permutation represents a sample from the null distribution. This is not the case in LMM, because the phenotypes have a covariance structure induced by the complex patterns of relatedness among the individuals. Unfortunately, to date no available approach can correct for multiple testing in LMM, because almost all known multiple testing correction approaches are based on the permutation test and only aim to increase the efficiency of the permutation test [Lin05, SM05, CB07, Bro08, HKE09].

By performing simulations, we demonstrated that multiple testing burden changes with heritability, and that the permutation test inaccurately corrects for the multiple testing when heritability is non-zero.
In this chapter, we first set up the gold standard approach for multiple testing correction in LMM. Our approach is a bootstrapping resampling approach that is the equivalent of permutation test for LMM. Specifically, our parametric bootstrapping approach samples randomized null phenotypes from the distribution fitted by LMM. This approach straightforwardly accounts for the effect of between-individual genetic relatedness on phenotypes. However, similar to the permutation test, this approach is computationally expensive due to the large number of resamplings, and is therefore only suitable to small datasets.

To address this issue, we developed a new approach called multiple testing in transformed space (MultiTrans), which can efficiently correct for multiple testing for LMM. To efficiently approximate the results of parametric bootstrapping, we employ a strategy that directly samples statistics instead of sampling phenotypes. Both sampling phenotypes in bootstrapping and sampling of statistics in our new approach involve sampling from a multivariate normal distribution (MVN). However, the sampling of statistics is much more efficient because the time complexity of the sampling procedure is independent of the number of individuals. To obtain the covariance matrix of the MVN for statistics, previous strategies [Lin05,SM05,CB07,HKE09] that directly use the genotype correlation structure as the covariance matrix cannot be applied, because such a relationship no longer holds under LMM. Therefore, we developed a new approach to overcome this challenge, which transforms genotype dosages into a space where phenotypic correlation between related individuals can be accounted. Finally, to reduce computational cost in GWAS where linkage disequilibrium is expected to be local, we apply the sliding window-based sampling approach [HKE09]. We applied our approach to the Hybrid Mouse Diversity Panel (HMDP) dataset [BFO10], a yeast dataset [SK08], and the HapMap dataset [GBH03]; the results demonstrated that our method can perform multiple hypothesis correction as accurately as parametric bootstrapping, while reducing the time required from months to
hours. Applying our approach to a number of different phenotypes in these real datasets also provided an intuition that the per-marker threshold depends on both the heritability of the trait and the genetic relatedness between individuals. We expect that our method will be widely used to obtain correct per-marker threshold in future studies utilizing LMM.

5.2 Results

5.2.1 Overview of the method

In multiple testing correction, our goal is to find the per-marker threshold that gives an overall false positive rate of $\alpha$. Let us assume the following linear model:

$$Y = \mu 1_n + X_i \beta_i + e$$  \hspace{1cm} (5.1)

Here, $n$ is the number of individuals, $\mu$ is the mean of the phenotypic values, $1_n$ is a vector of $n$ ones, $Y$ is a vector of length $n$ with the phenotypic values, $X_i$ is a vector of length $n$ with the genotypic values of $i$th marker, $\beta_i$ is the coefficient of $i$th marker, and $e$ is a vector of length $n$ sampled from $\mathcal{N}(0, \sigma^2 I)$ accounting for the residual errors. Let $S_i$ and $S_j$ be the test statistics for $i$th and $j$th markers under the linear model, accordingly. Under the assumption of a linear model (Equation (5.1)), we can derive the equality between covariance of the two statistics, $\text{Cov}(S_i, S_j)$, and the correlation of the genotypes, $r_{ij}$, as follows:

$$\text{Cov}(S_i, S_j) \equiv \frac{X_i^T X_j}{\sqrt{X_i^T X_i} \sqrt{X_j^T X_j}} \equiv \text{Cor}(X_i, X_j) \equiv r_{ij}$$  \hspace{1cm} (5.2)

The derivation of this equality is described in detail in Materials and Methods. This property has been reported in previous studies [HKE09, KLE11, HKK14].

Let $m$ be the number of markers, and $\Sigma$ be the $m \times m$ covariance matrix between the
statistics whose \((i, j)\)th element is \(\Sigma_{i,j} = \text{Cov}(S_i, S_j)\). According to the central limit theorem [Was13], the statistics over multiple markers asymptotically follow a MVN. Thus, under the null hypothesis, when \(n\) is large, \(S_i \sim \mathcal{N}(0, 1)\) and the vector of statistics \((S_1, ..., S_m)\) asymptotically follows a MVN with mean 0 and variance \(\Sigma\). Figure 5.1 (a) shows a probability density function of bivariate normal distribution at two markers under the null hypothesis. The area outside the meshed rectangle region shows the critical region under the null hypothesis in which, if a \(p\)-value falls within this region, the null hypothesis is rejected. Figure 5.1 (b) shows the image when we project the MVN in Figure 5.1 (a) into the \(xy\) space. Let \(u\) be pointwise \(p\)-value that is shown as each point in the MVN. Four corners of the shaded rectangle are \((\Phi^{-1}(u/2), \Phi^{-1}(u/2)), (\Phi^{-1}(1 - u/2), \Phi^{-1}(u/2)), (\Phi^{-1}(u/2), \Phi^{-1}(1 - u/2))\) and \((\Phi^{-1}(1 - u/2), \Phi^{-1}(1 - u/2))\), where \(\Phi\) is the cumulative density function of the standard normal distribution. Let \(p_\alpha\) be the outside-rectangle probability in Figure 5.1 (b). Then, given an overall significance level \(\alpha\), the per-marker threshold is approximated by searching for the pointwise \(p\)-value \(u\) whose \(p_\alpha\) is \(\alpha\). Utilizing the equality in Equation (5.2), the covariance matrix of the MVN could be estimated as \(\Sigma = \{r_{ij}\}\) under the linear model (Equation (5.1)). However, in
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**Figure 5.1.** Probability density function of a bivariate MVN at two markers under the null hypothesis. (b) shows the image when we project the MVN (a) into the \(xy\) space.

LMM, the properties in Equation (5.2) are no longer valid. Let us assume the follow...
LMM:

\[ Y = \mu \mathbf{1}_n + X_i \beta_i^M + g + e \]  

(5.3)

Here, \( \beta_i^M \) are the coefficients of \( i \)-th marker under the LMM. LMM has an extra term \( g \) of the linear model (Equation (5.1)), which is a vector of length \( n \) sampled from \( N(0, \sigma_g^2 \mathbf{K}) \) accounting for the effect of genetic relatedness, where \( \mathbf{K} \) is a \( n \times n \) kinship matrix that explains the genetic correlation between individuals. Under the LMM, \( Y \sim N(\mu \mathbf{1}_n + X_i \beta_i^M, \sigma_g^2 \mathbf{K} + \sigma_e^2 \mathbf{I}) \) and the equality between covariance of statistics and correlation of genotypes in Equation (5.2) is no longer valid. Let \( S_i^M \) and \( S_j^M \) be the test statistics under the LMM and \( \hat{\mathbf{V}} = \hat{\sigma}_g^2 \mathbf{K} + \hat{\sigma}_e^2 \mathbf{I} \) be the estimated covariance matrix by fitting the data into the LMM. Then, the covariance between the statistics in Equation (5.2) changes as follows:

\[
\text{Cov}(S_i^M, S_j^M) = \frac{X_i^T \hat{\mathbf{V}}^{-1} X_j}{\sqrt{X_i^T \hat{\mathbf{V}}^{-1} X_i} \sqrt{X_j^T \hat{\mathbf{V}}^{-1} X_j}} \equiv r_{ij}^M
\]  

(5.4)

That is, the covariance is equivalent to the correlation of the genotype data that is transformed by \( \hat{\mathbf{V}}^{-1/2} \) (which is why we call our method ‘multiple-testing in transformed space’, or MultiTrans). The details of the derivation are provided in the Materials and Methods. Note that the covariance of statistics of two markers that are in linkage disequilibrium with each other depends on \( \hat{\mathbf{V}} \), which in turn depends on the heritability (\( \sigma_g^2 \)) of the trait. Thus, heritability affects the covariance of the statistics, which results in different per-marker thresholds. Utilizing the Equation (5.5), we can compute the \( \Sigma^M = \{r_{ij}^M\} \) directly from genotypes and sample the test statistics from the MVN with \( \Sigma^M \) to approximate the true null distribution and find the correct per-marker threshold.

To efficiently sample the statistics from the MVN, we make a local linkage disequilib-
rium assumption that the statistics at distant markers are uncorrelated. Under this assumption, we adapt a sliding-window Monte-Carlo approach [HKE09] to accurately and efficiently estimate the per-marker thresholds.

5.2.2 Permutation is inaccurate in LMM

LMM has become one of the standard analysis methods for GWAS [KYE08,KSS10,LLL11, LLH13,ZS14,YZG14,LTB15] because it can explicitly model hidden factors, such as population structure, to avoid false positives, and can also increase the statistical power of the study. However, the permutation test, which has been widely considered to be the gold standard for multiple testing, is not applicable to LMM. The underlying assumption of the permutation test is that if we permute either the genotypes or phenotypes, we can generate the null distribution of our test statistics. However, under the LMM, permutation alters correlations between the individuals specific to LMM, and the correlation is no longer explained by the permuted genotypes or the phenotypes. Thus, applying LMMs to permuted data may result in spurious statistics. Alternatively, we can generate a null distribution for LMM by utilizing parametric bootstrapping, a resampling method that samples null phenotypes from MVN based on LMM and uses them to generate the null distribution (see Materials and Methods for the details of the parametric bootstrapping). A similar approach was used in a previous study of power calculation [KKW10], and it can be thought of as the gold standard approach for LMM.

To show that the permutation cannot approximate the true null distribution for LMM, whereas parametric bootstrapping can do so accurately, we evaluated $p$-values estimated from the permutation test and those estimated from the parametric bootstrapping for LMM under the null hypothesis. Because the HMDP dataset is known to contain a significant amount of population structure [FE12], we used 100 genotypes and a pheno-
type of low-density lipoprotein (LDL) estimates from this dataset. For the permutation test, we first permuted the phenotype 10,000 times. Next, we estimated a $p$-value for each genotype-phenotype pair by fitting the data to the LMM (Equation (5.3)) using a kinship matrix, $K$, estimated from the whole genome of the HMDP dataset. For parametric bootstrapping, we first fitted the data to the LMM and estimated its parameters, $\hat{\sigma}_g^2 = 0.702$ and $\hat{\sigma}_e^2 = 0.298$. Using these parameters, we sampled 10,000 null phenotypes from MVN with the covariance matrix, $\hat{V} = \hat{\sigma}_g^2 K + \hat{\sigma}_e^2 I$. Then, we estimated a $p$-value for each genotype-phenotype pair by fitting the data to the LMM using a kinship matrix, $K$, estimated from the whole genome of the HMDP dataset. Theoretically, under the null hypothesis, the $p$-values estimated from each marker and null phenotypes should be uniformly distributed. Thus, for each marker, if we rank 10,000 $p$-values estimated from null phenotypes in ascending order, then the 5th-percentile $p$-value, which is 500th smallest one, should be close to 0.05. Figure 5.2 shows the 5th-percentile $p$-values estimated from the permutation test (red stars) and the parametric bootstrapping (blue dots). Each point represents the 5th-percentile $p$-value of a marker. As shown in the figure, the parametric bootstrapping gives accurate $p$-values very close to 0.05, which demonstrates that parametric bootstrapping can accurately approximate the null distribution for LMM. On the other hand, the permutation test yielded inflated $p$-values, which demonstrating that the distribution generated from the permutation cannot be used to approximate the true null distribution for LMM.

5.2.3 MultiTrans accurately approximates covariance between test statistics

As shown in the previous section, the parametric bootstrapping closely approximates the true null distribution for LMM, and can thus be used as the gold standard for multi-
Figure 5.2. 5th-percentile $p$-values estimated from the permutation test and parametric bootstrapping for LMM under the null hypothesis. One hundred markers and LDL estimates from the HMDP dataset were used. The x-axis shows the markers and the y-axis shows the 5th-percentile $p$-value. The gray horizontal line shows a $p$-value of 0.05, each red star shows the 5th-percentile $p$-value of a marker estimated from the permutation test, and each blue dot shows the 5th-percentile $p$-value of a marker estimated from parametric bootstrapping.

Multipart testing in LMM. MultiTrans is rooted on in the idea of parametric bootstrapping. However, to efficiently approximate the results of parametric bootstrapping, MultiTrans samples statistics directly from MVN with a covariance matrix estimated from transformed genotypes. In this section, we show how accurately MultiTrans approximates the covariance matrix of test statistics using the transformation strategy (Equation (5.5)), by testing the difference between the empirical estimate of covariance of test statistics, $\text{Cov}(S^M_i, S^M_j)$, and the correlation of transformed genotypes, $\text{Cor}(\hat{V}^{-1/2}X_i, \hat{V}^{-1/2}X_j)$, utilizing simulated datasets.

We generated three sets of genotypes, with 100 markers each from the HMDP dataset, a yeast dataset, and the HapMap dataset. $10^5$ phenotypes simulated for four different cases each with heritability, 0, 0.2, 0.5, and 0.8, and $\frac{\beta}{\sigma} \sqrt{N}$ was used as the test statistic. We compared the correlation of the genotypes and covariance of the test statistics be-
fore and after applying the transformation strategy. The term ‘heritability’ is defined as \( \sigma_g^2 / (\sigma_g^2 + \sigma_e^2) \), which represents the fraction of variance explained by population structure, as in Yang et al [YBM10]. Figure 5.3 shows the histogram of the differences between the covariance of test statistics and the correlation of genotypes, estimated from a simulated dataset of HMDP. Gray bars represent the differences between the covariance of test statistics and the correlation of untransformed genotypes, \( r_{ij} \). Black bars represent the differences between the covariance of test statistics and the correlation of genotypes transformed by the squared root of \( \hat{V}^{-1/2} \), \( r_{Mij} \). As shown in Figure 5.3, the difference is centered at zero when we use transformed genotypes, regardless of heritability. However, if we do not use transformation, the difference deviates widely from zero as the heritability increases, indicating that the naive genotype correlation cannot effectively approximate the covariance of statistics well. Figure 5.4 shows the scatter plot of the covariance of test statistics (x-axis) and the correlation of genotypes (y-axis). Red and Black dots represent cases in which we did or did not use genotype transformation, respectively. When heritability is zero (Figure 5.3 (a) and Figure 5.4 (a)), the equality in Equation (5.2) holds as expected. However, as the heritability increases (Figure 5.3 (b)-(d) and Figure 5.4 (b)-(d)), the discrepancy between the covariance of statistics and the correlation of genotypes increases. After applying our genotype transformation and using Equation (5.5) to approximate the covariance of statistics, the differences are calibrated back to zero.

We applied the same strategy to simulated datasets from the yeast data (Figure 5.5 and Figure 5.6) and HapMap data (Figure 5.7 and Figure 5.8), and obtained consistent results across the three species.

5.2.4 MultiTrans accurately corrects for multiple testing

We examined the accuracy of our method, MultiTrans, for multiple testing in LMM. We compared MultiTrans with three different methods: Bonferroni correction; SLIDE
Figure 5.3. Histograms showing the differences between the covariance of statistics and the correlation of genotypes estimated from a simulated HMDP dataset. Heritability: (a) 0; (b) 0.2; (c) 0.5; and (d) 0.8. The x-axis represents the difference between the covariance of statistics and the correlation of genotypes, and the y-axis represents the frequencies. Gray bars represent the differences before applying genotype transformation, and black bars represent the differences after applying genotype transformation.

Figure 5.4. Scatter plots showing the covariance of statistics and the correlation of genotypes estimated from a simulated HMDP dataset. Heritability: (a) 0; (b) 0.2; (c) 0.5; and (d) 0.8. The x-axis represents the covariance of statistics, and the y-axis represents the corresponding correlation of genotypes. Red and black dots represent cases in which we did or did not use genotype transformation, respectively.

[1], which is one of the MVN-based multiple testing correction method; and the standard parametric bootstrapping approach. Due to the computational cost of parametric bootstrapping, we applied each method only to chromosome 1 of the HMDP dataset. Table 5.1 shows the per-marker thresholds of different methods at the 5% significance level. We simulated four different situations, each with heritability 0, 0.2, 0.5, and 0.8. Across the range of heritabilities, MultiTrans yielded very accurate per-marker thresholds very close to those of parametric bootstrapping. On the other hand, the Bonferroni correction gave very stringent thresholds. Previous studies showed that SLIDE closely approximates
Figure 5.5. Histograms showing the differences between the covariance of statistics and the correlation of genotypes estimated from a simulated yeast dataset. Heritability: (a) 0; (b) 0.2; (c) 0.5; and (d) 0.8. The x-axis represents the difference between the covariance of statistics and the correlation of genotypes, and the y-axis represents the frequencies. Gray bars represent the differences before applying genotype transformation, and black bars represent the differences after applying genotype transformation.

Figure 5.6. Scatter plots showing the covariance of statistics and the correlation of genotypes estimated from a simulated yeast dataset. Heritability: (a) 0; (b) 0.2; (c) 0.5; and (d) 0.8. The x-axis represents the covariance of statistics, and the y-axis represents the corresponding correlation of genotypes. Red and black dots represent cases in which we did or did not use genotype transformation, respectively.

The permutation test and gives accurate per-marker thresholds for the standard linear model [HKE09]. When the simulated heritability is zero, LMM is equivalent to the standard linear model. Thus, it is not surprising that SLIDE gives a per-marker threshold of 6.59E-05, very close to the threshold obtained from parametric bootstrapping, 6.71E-05. However, SLIDE performed worse as the heritability increased. This is expected based on the results in the previous section showing that the discrepancy between the covariance of statistics and the correlation of genotypes increases as the heritability increases if we do not account for phenotype correlations specific to LMM.
Figure 5.7. Histograms showing the differences between the covariance of statistics and the correlation of genotypes estimated from a simulated HapMap dataset. Heritability: (a) 0; (b) 0.2; (c) 0.5; and (d) 0.8. The x-axis represents the difference between the covariance of statistics and the correlation of genotypes, and the y-axis represents the frequencies. Gray bars represent the differences before applying genotype transformation, and black bars represent the differences after applying genotype transformation.

Figure 5.8. Scatter plots showing the covariance of statistics and the correlation of genotypes estimated from a simulated HapMap dataset. Heritability: (a) 0; (b) 0.2; (c) 0.5; and (d) 0.8. The x-axis represents the covariance of statistics, and the y-axis represents the corresponding correlation of genotypes. Red and black dots represent cases in which we did or did not use genotype transformation, respectively.

<table>
<thead>
<tr>
<th>Heritability</th>
<th>Bonferroni</th>
<th>SLIDE</th>
<th>MultiTrans</th>
<th>Bootstrapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5.19E-06</td>
<td>6.59E-05</td>
<td>6.59E-05</td>
<td>6.71E-05</td>
</tr>
<tr>
<td>0.2</td>
<td>5.19E-06</td>
<td>6.59E-05</td>
<td>5.17E-05</td>
<td>5.29E-05</td>
</tr>
<tr>
<td>0.5</td>
<td>5.19E-06</td>
<td>6.59E-05</td>
<td>4.71E-05</td>
<td>4.85E-05</td>
</tr>
<tr>
<td>0.8</td>
<td>5.19E-06</td>
<td>6.59E-05</td>
<td>4.54E-05</td>
<td>4.48E-05</td>
</tr>
</tbody>
</table>

Table 5.1. Per-marker thresholds at the 5% significance level for different simulated heritabilities of 0, 0.2, 0.5, and 0.8, applied to chromosome 1 of the HMDP dataset.
5.2.5 Per-marker threshold depends on both heritability and genetic relatedness

We applied MultiTrans to various datasets from different species and with different heritabilities to see how heritability affects the per-marker thresholds, as well as how per-marker thresholds changes in a dataset-specific manner. Due to the computational cost of parametric bootstrapping, in the previous section (Table 5.1) we tested each method only on chromosome 1, which contains 9629 markers. Taking advantage of the efficiency of MultiTrans, in this experiment we were able to apply MultiTrans to the whole genome in large datasets.

Figure (5.9) shows the per-marker thresholds of the whole genome of the HMDP dataset estimated from MultiTrans for four simulated situations, each with heritability 0, 0.2, 0.5, and 0.8, over a range of significance levels from 0.1% to 10%. The red, blue, green, and orange solid lines show the per-marker thresholds of MultiTrans, and they demonstrate how heritability affected the per-marker thresholds for the HMDP dataset; as the heritability increased the per-marker thresholds decreased. However, this was not reflected in the previous methods, the Bonferroni correction (blue solid line in Figure 5.9) and SLIDE (black dotted line in Figure 5.9), whose per-marker thresholds did not change as the heritability changed.

In addition, we applied MultiTrans to the whole genome of yeast and HapMap datasets. Table 5.2 shows the per-marker thresholds at a significance level of 5%, estimated from MultiTrans for the HMDP, yeast, and HapMap datasets. For each dataset, four different heritabilities (0, 0.2, 0.5, and 0.8) were simulated. For all datasets, the per-marker threshold decreased as the heritability increased. However, the amount that heritability affected the per-marker thresholds differed across the datasets. As heritability changed, the HMDP
Figure 5.9. Per-marker thresholds for different heritabilities applied to the whole genome of the HMDP dataset. The x-axis represents the overall significance level, $\alpha$, from 0.1% to 10%. The y-axis represents the corresponding per-marker thresholds. The gray vertical line shows the significance level, 5%. The red, blue, green, and orange solid lines show the result of MultiTrans when heritability is 0, 0.2, 0.5, and 0.8. The purple solid line shows the results of Bonferroni correction for all four heritabilities. The black dotted line shows the result of SLIDE for all four heritabilities.

and yeast datasets exhibited larger differences in their per-marker thresholds than the HapMap dataset. The reason that different datasets show different changes in per-marker threshold given the same changes in heritability is that not only the heritability but also the amount of genetic relatedness in genotypes may affect the per-marker thresholds. For example, if individuals are less related or unrelated in a study, even for a trait that is highly heritable, the correlation of genotypes, $r_{ij}$ (Equation (5.2)), and the correlation of transformed genotypes, $r_{ij}^{M}$ (Equation (5.5)), may be similar. This is because their kinship matrix $K$ may be similar to the identity matrix $I$, and $\hat{V} = \hat{\sigma}_g^2 K + \hat{\sigma}_e^2 I \approx (\hat{\sigma}_g^2 + \hat{\sigma}_e^2) I$ therefore, the transformation with $\hat{V}^{1/2}$ may not significantly change the correlation between
the genotypes. In this case, the influence of heritability ($\hat{\sigma}_g^2$) on the per-marker thresholds may be very small. Figure 5.10 shows heatmaps of genetic relatedness reflected in kinship matrices for the HMDP, yeast, and HapMap datasets. The color of each pixel represents the strength of the relatedness, with yellow indicating strong correlation between individuals and red indicating no relatedness. Compared to the HDMP and yeast datasets, the HapMap dataset shows smaller relatedness between the individuals. In addition, we show the histogram of off-diagonal values of kinship matrices for the HMDP, yeast, and HapMap datasets (Figure 5.11). The figure shows that the individuals in HapMap are less related to each other than those in the HMDP and yeast datasets.

<table>
<thead>
<tr>
<th>Heritability</th>
<th>Datasets</th>
<th>HMDP</th>
<th>Yeast</th>
<th>HapMap</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.03E-06</td>
<td>5.09E-05</td>
<td>7.29E-08</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>3.38E-06</td>
<td>4.65E-05</td>
<td>7.08E-08</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>3.16E-06</td>
<td>4.24E-05</td>
<td>7.07E-08</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>3.10E-06</td>
<td>3.87E-05</td>
<td>7.06E-08</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2. Per-marker thresholds at a 5% significance level estimated from MultiTrans for different simulated heritabilities of 0, 0.2, 0.5, and 0.8, applied to the whole genome of HMDP, yeast, and HapMap datasets.

5.2.6 MultiTrans applied to the real traits

Because MultiTrans is efficient and accurate, we were able to apply MultiTrans to a large number of real phenotypes in the HMDP, yeast, and HapMap datasets. As described above, these datasets have different genetic relatedness, and the phenotypes in each dataset have different heritabilities; therefore, each phenotype will have a unique per-marker threshold. Table 5.3 confirms that multiple phenotypes in the three datasets have different per-marker thresholds.
Figure 5.10. Heatmaps of genetic relatedness reflected in a kinship matrix for different datasets. (a) HMDP, (b) yeast, and (c) HapMap. Individuals are ordered from left to right on the x-axis, and from bottom to top on the y-axis. Each pixel of the heatmap shows the strength of the correlation between the individuals, with yellow indicating strong correlation and red indicating no correlation.

![Heatmaps](image)

Figure 5.11. Histograms of off-diagonal values of kinship matrix (a) HMDP (b) Yeast (c) HapMap.

5.2.7 Efficiency of MultiTrans

To demonstrate the efficiency of MultiTrans, we compared the running time of MultiTrans and parametric bootstrapping, which can accurately correct $p$-values for multiple testing in LMM. Both MultiTrans and the parametric bootstrapping must calculate the inverse square root of the covariance matrix $\hat{V}^{-1/2}$ once. However, parametric bootstrapping needs to sample null phenotypes from MVN multiple times and estimate statistics for each
<table>
<thead>
<tr>
<th>Phenotype</th>
<th>Heritability</th>
<th>MultiTrans</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thioglycolate treated free fluid</td>
<td>0.036</td>
<td>3.91E-06</td>
</tr>
<tr>
<td>low-density lipoprotein glucose</td>
<td>0.706</td>
<td>3.12E-06</td>
</tr>
<tr>
<td>mesenteric fat pad (percentage)</td>
<td>0.712</td>
<td>3.10E-06</td>
</tr>
<tr>
<td>lean mass</td>
<td>0.865</td>
<td>3.09E-06</td>
</tr>
<tr>
<td>fat mass</td>
<td>0.884</td>
<td>3.08E-06</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ProbeID</th>
<th>Heritability</th>
<th>MultiTrans</th>
</tr>
</thead>
<tbody>
<tr>
<td>YMR073C</td>
<td>0.010</td>
<td>5.06E-05</td>
</tr>
<tr>
<td>YMR242C</td>
<td>0.111</td>
<td>4.82E-05</td>
</tr>
<tr>
<td>YLR447C</td>
<td>0.214</td>
<td>4.63E-05</td>
</tr>
<tr>
<td>YDR186C</td>
<td>0.310</td>
<td>4.48E-05</td>
</tr>
<tr>
<td>YHL012W</td>
<td>0.409</td>
<td>4.34E-05</td>
</tr>
<tr>
<td>YOL144W</td>
<td>0.503</td>
<td>4.23E-05</td>
</tr>
<tr>
<td>YFL018C</td>
<td>0.615</td>
<td>4.09E-05</td>
</tr>
<tr>
<td>YCR107W</td>
<td>0.700</td>
<td>3.99E-05</td>
</tr>
<tr>
<td>YMR312W</td>
<td>0.819</td>
<td>3.85E-05</td>
</tr>
<tr>
<td>YNL046W</td>
<td>0.911</td>
<td>3.73E-05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ProbeID</th>
<th>Heritability</th>
<th>MultiTrans</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILMN 1756694</td>
<td>0.013</td>
<td>7.28E-08</td>
</tr>
<tr>
<td>ILMN 1851657</td>
<td>0.156</td>
<td>7.13E-08</td>
</tr>
<tr>
<td>ILMN 1803219</td>
<td>0.225</td>
<td>7.08E-08</td>
</tr>
<tr>
<td>ILMN 1741165</td>
<td>0.401</td>
<td>7.07E-08</td>
</tr>
<tr>
<td>ILMN 1704746</td>
<td>0.728</td>
<td>7.06E-08</td>
</tr>
</tbody>
</table>

Table 5.3. Per-marker thresholds for various real phenotypes of HMDP, Yeast, and HapMap datasets estimated from MultiTrans.

of them, which takes a lot of time [YZG14,LTB15]. To compare the running time of MultiTrans and parametric bootstrapping, we estimated the running time of both methods utilizing four different datasets; HMDP [BFO10], HapMap [GBH03], 1000Genomes [AAA10], and NFBC (Northern Finland Birth Cohorts) [SSH09], which contains 99, 1184, 2504, and 5326 individuals, respectively. MultiTrans assumes local linkage disequilibrium; that the
statistics outside a range of a window are independent to each other, and apply a sliding-window approach (see Materials and Methods for the details of sliding window approach). The running time of MultiTrans depends on the size of the window, so we applied two different window sizes, 100 and 1000. Figure 5.12 shows the running times of MultiTrans and parametric bootstrapping for different numbers of individuals for 100,000 markers. For both MultiTrans and the parametric bootstrapping, 10,000 numbers of samplings were performed, and the running times were extrapolated from one chromosome. When the number of individuals was 5326, the parametric bootstrapping took about 5 months, which is impractical, whereas MultiTrans took only 2.57 hours or 3.71 hours using a window size of 100 or 1000, respectively. Even for 99 individuals, parametric bootstrapping took more than 22 days, whereas MultiTrans took only 13.35 minutes or 1.45 hours using a window size of 100 or 1000, respectively. The result shows that even for a small study, MultiTrans is 2421 times faster or 376 times faster than the parametric bootstrapping using a window size of 100 or 1000, respectively. The discrepancy between the running times of MultiTrans and parametric bootstrapping will increase not only as the number of individuals increases, but also as the numbers of samplings or markers increases (data not shown).

5.3 Discussion

Multiple testing correction is a very well-studied problem in the context of GWAS [Gen92, WY93, GB02, SM05, Lin05, CB07, HKE09], with the most widely utilized approach being the permutation test. In most modern GWAS, LMM is applied to account for the effect of population structure or increase statistical power. Unfortunately, in these studies, the permutation test is not only impractical due to the computational cost [CB07], but the assumptions required for permutation testing are not satisfied under LMM and may lead to spurious associations.
Figure 5.12. Comparison of running time of MultiTrans and the parametric bootstrapping. The running times evaluated for 100,000 markers and 10,000 samplingw. The x-axis shows the number of individuals, and the y-axis shows the running time. The blue and red lines show the running times of MultiTrans using window sizes of 100 and 1000, respectively, in minutes. The green line shows the running time of parametric bootstrapping in days.

Here, we showned that the heritability of a trait affects the significance threshold, as well how to perform multiple testing correction in the context of LMM association studies. Our proposed method, MultiTrans, accurately corrects for multiple hypothesis testing and is also efficient, making it applicable to large GWAS. In addition, we demonstrated the accuracy and efficiency of MultiTrans utilizing mouse, yeast, and human datasets.

Theoretically, parametric bootstrapping can be applied to LMM for multiple hypothesis testing. However, this approach is computationally very expensive. Instead of sampling phenotypes, MultiTrans samples statistics directly from a MVN whose covariance matrix is estimated from transformed genotypes and applies a sliding-window Monte Carlo approach to speed up the sampling procedure. Comparing the running time of MultiTrans and parametric bootstrapping, which can accurately correct the $p$-values for multiple test-
ing in LMM, we showed that the parametric bootstrapping approach is impractical even for a small study, whereas MultiTrans can dramatically reduce the running time.

Our results show that the heritability changes the covariance of statistics and per-marker thresholds. In addition, we made the novel observation that the per-marker threshold tends to decrease as the heritability increases for the HMDP, yeast, and HapMap datasets. We also provided an intuition regarding how genetic relatedness in datasets affects the per-marker threshold. To our knowledge, our study is the first study to explain the relationship between heritability, genetic relatedness, and the per-marker threshold.

The ideas behind our approach extend multivariate normal approaches for modeling the joint distribution of GWAS statistics to scenarios in which mixed models are utilized to compute the association statistics. In this chapter, we demonstrated how this extension can be used to compute the significance threshold for multiple testing correction; however, this framework can be utilized for other applications of MVNs as well. For example, similar extensions can be applied to fine mapping methods [HKK14, KYL14, HKWss], GWAS statistic imputation [LBR13, PZS14], joint testing [ZPG10], follow-up SNP selection [KLE11], etc.
5.4 Material and Methods

5.4.1 Previous multiple testing correction methods for non-LMM

5.4.1.1 Permutation test

The permutation test gives a simple way to compute the null sampling distribution for a test statistic by repeatedly permuting either genotypes or phenotypes and computing the association statistic for each permutation. The permutation test can be thought of as a re-sampling approach that samples individuals from a uniform distribution without replacement. The permutation test accurately accounts for the correlation structure of the genome, and therefore, has been used as the gold standard for GWAS. However, it is computationally expensive, and its running time is linearly dependent on the number of individuals.

5.4.1.2 Methods using multivariate normal approximation

Several previous studies proposed alternative approaches to permutation because the permutation test is computationally expensive especially when the number of individuals is large. The idea underlying these approaches is sampling of test statistics directly from MVN, taking advantage of the the fact that the statistics over multiple markers asymptotically follows a MVN [SM05,Lin05].

Below, we show how to obtain the covariance matrix of the MVN. Let $m$ be the number of markers, $S_i$ be a statistic for the $i$th marker, and $\Sigma = \{\text{Cov}(S_i, S_j)\}$ be the $m \times m$ covariance matrix between the statistics. Assuming the following linear model, we can
derive the covariance matrix for the MVN.

\[ Y = \mu 1_n + X_i \beta_i + e \]

Here, \(n\) is the number of individuals, \(\mu\) is a mean of the phenotypic values, \(1_n\) is a vector of \(n\) ones, \(Y\) is a vector of length \(n\) with the phenotypic values, \(X_i\) is a vector of length \(n\) with the genotypic values of \(i\)th marker, \(\beta_i\) is their coefficients, and \(e\) is a vector of length \(n\) sampled from \(N(0, \sigma_e^2 I)\) accounting for the residual errors. Here, we assume that \(Y\) and \(X_i\) are normalized as mean 0 and variance 1. Then, the phenotype follows a MVN with a mean and variance as follows:

\[ Y \sim N(\mu 1_n + X_i \beta_i, \sigma_e^2 I) \]

The ordinary least-squares solution of \(\beta\) for the \(i\)th and \(j\)th marker are as follows:

\[ \hat{\beta}_i = (X_i^T X_i)^{-1} X_i^T Y \sim N(\beta_i, \frac{\sigma_e^2}{X_i^T X_i}) \]

\[ \hat{\beta}_j = (X_j^T X_j)^{-1} X_j^T Y \sim N(\beta_j, \frac{\sigma_e^2}{X_j^T X_j}) \]

The statistics of the two markers are computed as follows:

\[ S_i = \frac{\hat{\beta}_i}{\sigma_e} \sqrt{X_i^T X_i} \sim N\left(\frac{\beta_i \sqrt{X_i^T X_i}}{\sigma_e}, 1\right) \]

\[ S_j = \frac{\hat{\beta}_j}{\sigma_e} \sqrt{X_j^T X_j} \sim N\left(\frac{\beta_j \sqrt{X_j^T X_j}}{\sigma_e}, 1\right) \]
Here, the estimated values for $\mu$, $e$, and $\sigma$ for the $i$th marker are as follows: 
\[
\hat{\mu} = \frac{1_n^T X_i}{X_i^T X_i}, \hat{e} = Y - \hat{\mu} 1_n - X\hat{\beta} \quad \text{and} \quad \hat{\sigma} = \sqrt{\frac{\hat{e}^T \hat{e}}{n-2}}. 
\]
Then, we can prove that the covariance of the two statistics, $\text{Cov}(S_i, S_j)$, is equal to the correlation between the genotypes, $r_{ij}$, as follows [HKE09, HKK14, HKWss]:

\[
\text{Cov}(S_i, S_j) = \text{Cov} \left( \frac{\hat{\beta}_i}{\sigma_e} \sqrt{X_i^T X_i}, \frac{\hat{\beta}_j}{\sigma_e} \sqrt{X_j^T X_j} \right) \\
= \frac{1}{\sigma_e^2} \text{Cov} \left( \frac{X_i^T Y}{\sqrt{X_i^T X_i}}, \frac{X_j^T Y}{\sqrt{X_j^T X_j}} \right) \\
= \frac{X_i^T X_j}{\sqrt{X_i^T X_i} \sqrt{X_j^T X_j}} = \text{Cor}(X_i, X_j) = r_{ij}
\]

Previous studies showed that this relationship between genotype correlation and MVN covariance holds for binary traits as well, using different ways of derivations [SM05, HKE09].

Using the properties of Equation (5.6), we can sample the statistics directly from the MVN with mean 0 and variance $\Sigma = \{r_{ij}\}$ instead of permuting phenotypes. In fact, in this sampling, phenotype information is not needed. Specifically, under the null hypothesis, by the multivariate central limit theorem [Was13], if the number of individuals, $n$, is large, $S_i \sim \mathcal{N}(0, 1)$ and the vector of statistics $(S_1, ..., S_m)$ asymptotically follows a MVN with mean 0 and variance $\Sigma$. Given a pointwise $p$-value $u$, let $R(u)$ be the $m$-dimensional rectangle with corners $\Phi^{-1}(u/2)1_m$ and $\Phi^{-1}(1 - u/2)1_m$, where $\Phi$ is the cumulative density function of the standard normal distribution and $1_m$ is the vector of $m$ ones. Then, the significance level $p_\alpha$ is approximated as the outside-rectangle probability as shown in
Figure 5.1,

\[
p_\alpha = 1 - \frac{1}{(2\pi)^{\frac{m}{2}} |\Sigma|^{\frac{1}{2}}} \int_{R_{(s)}} e^{-\frac{1}{2}X^T\Sigma^{-1}X} dX \tag{5.7}
\]

Thus, given an overall significance threshold \(\alpha\), the per-marker threshold can be approximated by searching for a pointwise \(p\)-value \(u\) whose significance level \(p_\alpha\) is \(\alpha\).

5.4.2 Multiple testing correction methods for LMM

5.4.2.1 Parametric bootstrapping re-sampling approach

Because no available approach can correct for correcting for multiple testing in LMM, we first set up the gold standard approach, which is the equivalent of the permutation test for LMM. We emphasize that the traditional permutation test and its variations do not work for LMM. The idea underlying permutation testing is that each permutation is a sample from the null distribution, which is not the case in LMM, because the permutation alters the dependency of the phenotype on the relatedness structure. If we permute phenotypes, relatedness structure between the individuals and its effect on phenotype is ignored, which can lead to an inflation of \(p\)-values.

We propose a resampling-based multiple hypothesis testing approach for LMM, which utilizes the parametric bootstrapping strategy. Figure 5.13 (a) shows an overview of the parametric bootstrapping applied to multiple hypothesis testing described as follows. First, by fitting to LMM, we estimate parameters \(\hat{\sigma}_g^2\) and \(\hat{\sigma}_e^2\) to generate a covariance matrix of the data, \(\hat{V} = \hat{\sigma}_g^2 K + \hat{\sigma}_e^2 I\). Second, we sample size-\(n\) vectors of null phenotypes from the distribution from MVN with the covariance matrix \(\hat{V}\). Third, using each size-\(n\) vector of those null phenotypes, we compute null statistics \((S_1, S_2, \cdots, S_m)\). This parametric bootstrapping approach can be thought of as the permutation-equivalent for LMM. A similar approach was used in a previous study for power calculation [KKW10].
Unfortunately, this parametric bootstrapping approach is computationally very expensive.

5.4.2.2 MultiTrans

5.4.2.2.1 MVN approximation for LMM As described in the previous section, the parametric bootstrapping strategy is impractical due to its high computational cost. To make the procedure efficient, we propose a new approach, MultiTrans. MultiTrans alternatively samples statistics directly from MVN without needing to generate any null phenotypes. Figure 5.13 (b) shows an overview of the MultiTrans. Once we obtain the null samples, we can obtain the per-marker threshold using Equation (5.7). However, the challenge is to characterize the covariance of MVN for LMM.

5.4.2.2.2 Covariance of MVN in LMM For LMM, Equation (5.6) is no longer valid. That is, we cannot use the genotype correlation matrix as the covariance matrix of MVN for LMM. To derive the covariance matrix, we assume a LMM instead of the linear model as follows:

\[ Y = \mu 1_n + X_i \beta^M_i + g + e \]

, where \( \mu \) is a mean of the phenotypic values, \( 1_n \) is a vector of \( n \) ones, \( Y \) is a vector of length \( n \) with the phenotypic values, \( X_i \) is a vector of length \( n \) with the genotypic values of \( i \)th marker, \( \beta^M_i \) is their coefficients under the LMM, \( g \) is a vector of length \( n \) sampled from \( \mathcal{N}(0, \sigma_g^2K) \) accounting for population structure effects where \( K \) is a \( n \times n \) matrix that explains the correlation between the individuals induced by population structure, and \( e \) is a vector of length \( n \) sampled from \( \mathcal{N}(0, \sigma^2I) \) accounting for the residual errors. Under this model, the phenotype follows a MVN with a mean and variance as follows:

\[ Y \sim \mathcal{N}(\mu 1_n + X_i \beta^M_i, \sigma_g^2K + \sigma^2I) \]
Given the observed data, it is straightforward to fit LMM and estimate parameters \( \sigma^2_g \) and \( \sigma^2_e \) using standard strategies, which define the covariance matrix of phenotypes, \( \text{Cov}(Y) = \hat{V} = \hat{\sigma}^2_g K + \hat{\sigma}^2_e I \). Now we utilize the fact that after obtaining \( \hat{V} \), the remaining regression procedure is equivalent to performing ordinary least-squares in the transformed space,

\[
\hat{V}^{-1/2} Y \sim \mathcal{N} \left( \hat{V}^{-1/2} \mu_1, \hat{V}^{-1/2} X_i \beta^M_i, I \right)
\]

, where both genotypes and phenotypes are transformed by a factor \( \hat{V}^{-1/2} \). Assuming that \( \hat{V}^{-1/2} X_i \) and \( \hat{V}^{-1/2} Y \) are normalized as mean 0 and variance 1 (without loss of generality), the ordinary least-squares solution of \( \beta^M_i \) for \( i \)th marker and \( j \)th marker are as follows:

\[
\begin{align*}
\hat{\beta}^M_i &= (X_i^T \hat{V}^{-1} X_i)^{-1} X_i^T \hat{V}^{-1} Y \\
\hat{\beta}^M_j &= (X_j^T \hat{V}^{-1} X_j)^{-1} X_j^T \hat{V}^{-1} Y
\end{align*}
\]

The statistics are computed as follows:

\[
\begin{align*}
S_i = \hat{\beta}^M_i \sqrt{X_i^T \hat{V}^{-1} X_i} & \sim \mathcal{N} \left( \beta^M_i \sqrt{X_i^T \hat{V}^{-1} X_i}, 1 \right) \\
S_j = \hat{\beta}^M_j \sqrt{X_j^T \hat{V}^{-1} X_j} & \sim \mathcal{N} \left( \beta^M_j \sqrt{X_j^T \hat{V}^{-1} X_j}, 1 \right)
\end{align*}
\]

Accordingly, the correlation between the statistics changes from Equation (5.6) to the following and the correlation between the statistics are equal to the correlation between the marker transformed by the inverse square root of \( \hat{V} \),

\[
\text{Cov}(S^M_i, S^M_j) = \text{Cov} \left( \frac{X_i^T \hat{V}^{-1/2} Y}{\sqrt{X_i^T \hat{V}^{-1} X_i}}, \frac{X_j^T \hat{V}^{-1/2} Y}{\sqrt{X_j^T \hat{V}^{-1} X_j}} \right) = \frac{X_i^T \hat{V}^{-1/2} (\hat{V}^{-1/2})^T X_j}{\sqrt{X_i^T (\hat{V}^{-1/2} \hat{V}^{-1/2}) X_i} \sqrt{X_j^T (\hat{V}^{-1/2} \hat{V}^{-1/2}) X_j}} = \text{Cor}(\hat{V}^{-1/2} X_i, \hat{V}^{-1/2} X_j) = r^M_{ij}
\]
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Utilizing the covariance matrix estimated from transformed genotypes, we can generate a large number of samples, \((S_1, S_2, \cdots, S_m)\), to approximate MVN and correct \(p\)-values by integrating over the outside of the rectangle, as in Equation (5.7).

5.4.2.2.3 Sliding-window approach If \(m\) is large, the standard sampling approach that samples \((S_1, S_2, \cdots, S_m)\) from MVN using Cholesky decomposition [HMR96] is computationally very expensive. However, under the local linkage disequilibrium assumption, the statistics at distant markers are uncorrelated and we can split the region into small blocks to dramatically decrease computational cost. In addition, we can perform a sliding-window approach as follows to incorporate the inter-block correlations to accurately estimate the \(p\)-values [HKE09]. Let \(f(S_1, S_2, \cdots, S_m)\) be the joint probability density function of the statistics. Under the local linkage disequilibrium assumption, the statistics at distant markers are uncorrelated. Thus given a window size \(w\), we can assume that \(S_i\) is conditionally independent of \(S_1, S_2, \cdots, S_{i-w-1}\) given \(S_{i-w}, S_{i-w+1}, \cdots, S_{i-1}\). Utilizing the chain rule,

\[
f(S_1, S_2, \cdots, S_m) = f(S_1)f(S_2|S_1)f(S_3|S_1, S_2) \cdots f(S_m|S_{m-w}, \cdots, S_{m-1})
\]

Thus, we can sample \(S_i\) given \(S_{i-w}, S_{i-w+1}, \cdots, S_{i-1}\), based on the conditional distribution \(f(S_i|S_{i-w}, \cdots, S_{i-1})\) and efficiently generate a large number of samples.

5.4.3 HMDP dataset

We evaluated our approach using a HMDP (high resolution association mapping) mouse dataset [BFO10] which contains 102,987 SNPs in 99 individuals. SNPs with a minor allele frequency less than 5 % and missing more than 10 % are filtered. To test the difference between covariance of test statistics and correlation between the genotypes, we generated a simulated dataset by extracting 100 SNPs from chromosome 1. Seven phenotypes with
Figure 5.13. Overview of the re-sampling procedures of parametric bootstrapping (a) and MultiTrans (b). $10^4$ sampling applied for both parametric bootstrapping and MultiTrans.
different heritabilities which were estimated from the HMDP dataset [BFO10] were used for section 2.6.

5.4.4 Yeast dataset

We evaluated our approach utilizing a yeast dataset [SK08] that contains 2,956 SNPs in 109 segregants. To test the difference between covariance of test statistics and correlation between the genotypes, we generated a simulated dataset by extracting 100 consecutive SNPs from chromosome 4. Ten gene expressions with different heritabilities, which were estimated from the yeast dataset [SK08], were used for section 2.6.

5.4.5 HapMap dataset

We evaluated our approach utilizing a HapMap Phase 3 dataset [GBH03] which contains 1,070,114 SNPs in 1,184 individuals. SNPs with a minor allele frequency less than 5 % and missing more than 10 % are filtered. To test the difference between the covariance of test statistics and correlation between the genotypes, we generated a simulated dataset by extracting 100 consecutive SNPs from chromosome 22. Five gene expressions with different heritabilities, which were estimated from the HapMap dataset [GBH03], were used for section 2.6.

5.4.6 Implementation

For the results of MultiTrans in section 2.3 Table 5.1 and section 2.5 Figure 5.9, a window size of 1000 was used, and $10^7$ number of samplings were performed. For the results of the parametric bootstrapping in section 2.3 Table 5.1, $10^5$ samplings were performed. To evaluate our method for various ranges of heritabilities, we applied our method for four different heritabilities, 0, 0.2, 0.5, and 0.8. To estimate $p$-values and the variance
components ($\sigma^2_g$ and $\sigma^2_e$) for LMM, one of the LMM-solver, pylmm [FE15] were used. In practice, however, other LMM-based methods such as EMMA [KYE08], EMMAX [KSS10], FaST-LMM [LLL11], etc, could be also used.
CHAPTER 6

Conclusion

Getting the benefit of high-throughput technologies that made it possible to cost effectively obtain DNA sequence information from individuals, GWAS have discovered a large number of genetic variants involved in disease and traits in past decade. Despite the tremendously successful, it has been reported that there exist various hidden confounding factors such as population structure [KCP02, FRP04, MCP04, COL05, HYH05, RZL05, VP05, BSK06, SSV06, FG06] or technical artifacts [FE12, LS07, LKS10] that complicates the GWAS analysis. Applying the standard polygenic model to the data with confounding effects may cause an inflation of the values of the association statistics leading to false positive identification [Esk15]. Many statistical approaches have been proposed for addressing this problem and most recently linear mixed model has emerged and successfully increased both accuracy and statistical power in many GWAS [KSS10, LLK12, LLH13, YZG14, LTB15].

The first contribution of my work is in eQTL studies. The last few years have seen the development of large efforts for understanding how the GWAS variants contribute to disease through eQTL studies. Especially, trans regulatory hotspots are of most interest where hundreds or even thousands of genes are trans regulated by a small number of genomic loci. However, as shown in studies of recombinant inbred (RI) mice [KYE08], many of these regulatory hotspots replicate poorly. Utilizing the linear mixed model, I explicitly modeled the confounding effects and developed an efficient approach that iden-
tifies regulatory hotspots while correcting for confounding effects in eQTL studies.

The second contribution of my work is in multiple hypothesis testing. As the size of GWAS data grows, in many cases analyzing multiple phenotypes simultaneously is preferable than analysis each phenotype one at a time. Despite the fact that confounding effects may cause serious problems in multiple phenotype analysis, none of the previous multiple phenotype approach were aware of this problem. I have shown that even a small bias induced by confounding effect could cause serious problem in multivariate analysis and developed a multiple phenotype analysis that can be applied to linear mixed model to correct for the confounding effects.

My last contribution is in multiple hypothesis testing correction for GWAS. Multiple hypothesis testing correction is an essential step in current GWAS which test tens of thousands of variants. Unfortunately, in the case when confounding is present, the confounding causes a violation of the basic assumption necessary for the standard approaches, such as permutation tests or false discovery rates, which is that the individuals in the sample are i.i.d. Shared confounding factors induces complex dependencies among the phenotype patterns of individuals and complicates multiple testing. I have shown that confounding effects affect the significance threshold and developed an efficient multiple hypothesis correction method for linear mixed model that can accommodate those confounding factors and increase statistical power.
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